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Abstract 32 

Recent microphysical studies suggest that geoengineering by continuous stratospheric 33 

injection of SO2 gas may be limited by the growth of the aerosols.  We study the efficacy of SO2, 34 

H2SO4 and aerosol injections on aerosol mass and optical depth using a three-dimensional 35 

general circulation model with sulfur chemistry and sectional aerosol microphysics 36 

(WACCM/CARMA).  We find increasing injection rates of SO2 in a narrow band around the 37 

equator to have limited efficacy while broadening the injecting zone as well as injecting particles 38 

instead of SO2 gas increases the sulfate burden for a given injection rate, in agreement with 39 

previous work. We find that injecting H2SO4 gas instead of SO2 does not discernibly alter sulfate 40 

size or mass, in contrast with a previous study using a plume model with a microphysical model.  41 

However, the physics and chemistry in aircraft plumes, which are smaller than climate model 42 

grid cells, need to be more carefully considered. We also find significant perturbations to 43 

tropospheric aerosol for all injections studied, particularly in the upper troposphere and near the 44 

poles, where sulfate burden increases by up to 100 times.  This enhanced burden could have 45 

implications for tropospheric radiative forcing and chemistry. These results highlight the need to 46 

mitigate greenhouse gas emissions rather than attempt to cool the planet through geoengineering, 47 

and to further study geoengineering before it can be seriously considered as a climate 48 

intervention option.    49 

 50 

1. Introduction 51 

 Although continued emission of greenhouse gases is very likely to cause future climate 52 

change, international agreements to limit emissions have so far failed and greenhouse gas 53 

concentrations continue to rise (IPCC, 2007).  Even if carbon emissions are eliminated 54 
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completely in the next 10 years, significant climate change is still possible due to the thousand-61 

year lifetime of carbon dioxide in the atmosphere-ocean system and the long lag-time of the 62 

response of the climate system to the greenhouse gases that have already been added to the 63 

atmosphere (Solomon et al., 2010).   Concern about future climate changes has inspired 64 

increased attention to various schemes to engineer the climate on a global scale, dubbed 65 

“geoengineering”. Geoengineering could potentially be used to counteract expected greenhouse 66 

gas warming as well as severe and unforeseen perturbations to the earth’s climate system as it 67 

responds to global warming.   One type of geoengineering involves removal of carbon dioxide 68 

from the atmosphere.  Another class, which we consider here, involves reducing the input of 69 

solar radiation in order to cool the planet. Unfortunately, solar radiation management would not 70 

remedy other consequences of CO2 emissions, such as ocean acidification (Honisch et al., 2012).  71 

  One solar radiation management method that is receiving increased attention, originally 72 

proposed by Budyko (1974, 1977), involves injecting gases into the stratosphere that condense to 73 

form reflective sulfate aerosols (Dickinson, 1996; Crutzen, 2006).  Stratospheric injection is 74 

more effective than tropospheric injection because the stratospheric aerosol has a longer lifetime 75 

and therefore a smaller injection rate can be used.   Volcanoes act as natural tests to this idea.  76 

The June 1991 eruption of Mt. Pinatubo injected roughly 10 Tg S in the form of SO2 into the 77 

stratosphere (Read et al., 1993, Krueger et al., 1995). A reduction in net radiative flux of 3 to 10 78 

W m-2 was measured in summer and fall 1991 (Minnis et al., 1993), and surface temperatures 79 

dropped by 0.5°C the following year (Dutton and Christy, 1992). Using volcanoes as an analog 80 

to geoengineering can be misleading, however, because volcanic cloud lifetimes are shorter than 81 

typical climate response times (Pollack et al., 1976), and because of possible microphysical 82 

differences between the injection rate and location.   83 
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Initial stratospheric geoengineering simulations using General Circulation Models (GCMs) 84 

found a linear association between SO2 injection magnitude, sulfate burden, and temperature 85 

reduction (Rasch et al., 2008; Robock et al., 2008).  However, these simulations used prescribed 86 

size distributions based on observations following the Pinatubo eruption, despite indications 87 

from a 1-d microphysical sectional model that the climate effects of stratospheric injections may 88 

be self-limiting due to particle growth (Pinto et al., 1989).  More recently, climate simulations 89 

have been completed that include the microphysics of particle growth.  Heckendorn et al. (2009) 90 

fed calculations from a 2-d microphysical model simulating nucleation, growth, and coagulation 91 

to a GCM.  Their model simulations using an SO2 injection at the equator and a pressure altitude 92 

of 50 hPa resulted in aerosols that grew to more than twice the size of those from Mt Pinatubo, 93 

resulting in a significantly lower particle lifetime and lower radiative forcing.   Niemeier et al. 94 

(2010) used a middle atmosphere GCM coupled with a microphysical modal model with 95 

nucleation, condensation, and coagulation, and predicted that injecting SO2 at 30 hPa instead of 96 

50 hPa increases aerosol burden by about 50%.  They assumed a size distribution represented in 97 

lognormal modes.  Hommel and Graf (2011) used an uncoupled microphysical sectional model 98 

with nucleation, growth, and coagulation in zero-dimensional space and found a similar sulfate 99 

burden as Heckendorn et al. and Niemeier et al.  Pierce et al. (2010) suggested injection of 100 

H2SO4 vapor instead of SO2 as a method to increase sulfate burden. SO2 converts to H2SO4 over 101 

time scales on the order of weeks, and the H2SO4 vapor, or the particles newly nucleated from 102 

the vapor, tend to get scavenged by already existing large particles, making them grow even 103 

larger.  While the SO2 is broadly distributed in the stratosphere due to its relatively long lifetime, 104 

H2SO4 condenses to sulfate aerosol on the order of hours, possibly restricting the portion of the 105 

stratosphere affected by the injection directly, minimizing the peak particle size and increasing 106 
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sulfate burden.  Pierce et al. used a 2-d aerosol plume model to simulate the H2SO4 conversion to 109 

particles, in conjunction with a 2-d GCM for their simulations. When handing off the plume 110 

model output to the GCM after 24-h, they injected particles prescribed using a lognormal size 111 

distribution with a specified peak size.   When injecting H2SO4 as particles using the plume 112 

model, sulfate burden nearly doubled relative to an SO2 injection by Heckendorn et al. (2009).  113 

About half of this improvement was due to modifying the size distribution by using the plume 114 

model, and the other half due to broadening the injection zone relative to that used by 115 

Heckendorn et al. (2009).  116 

Study of the impacts of stratospheric geoengineering on tropospheric aerosol is much more 117 

limited than studies of stratospheric aerosol.  Kravitz et al. (2009) found that stratospheric SO2 118 

injection produced increased acid deposition especially in high latitudes, but the geoengineering 119 

contribution was much smaller than from tropospheric anthropogenic SO2 emissions, and two 120 

orders of magnitude too small to cause ecological harm.  Niemeier et al. (2010) predicted 121 

increased burden in the upper troposphere or lower stratosphere region, but did not quantify the 122 

tropospheric perturbations.   123 

Here, we discuss the first simulations using a 3-d sectional aerosol model coupled to a 124 

GCM comparing injections of SO2 gas, H2SO4 gas, and SO4
2- particles in two different regions: a 125 

narrow band around the equator similar to that of Heckendorn et al. (2009), and a broader 126 

injection region similar to that assumed by Pierce et al. (2010).  We study the impact of the type 127 

of species injected and the size of the injection zone on stratospheric aerosol burden and 128 

tropospheric aerosol burden.    129 

 130 

2. Methods 131 

Jason English� 4/5/12 4:12 PM
Deleted: n132 
Jason English� 4/5/12 4:12 PM
Deleted: 3133 
Jason English� 4/5/12 4:16 PM
Deleted: D134 
Jason English� 3/30/12 11:29 AM
Deleted: rs135 

Jason English� 4/5/12 4:17 PM
Deleted: ambient 136 
Jason English� 4/5/12 4:17 PM
Deleted: injections137 



	
   6 

 138 

2.1 Model  139 

We use the Whole Atmosphere Community Climate Model (WACCM) (Garcia et al., 140 

2007) coupled with the Community Aerosol and Radiation Model for Atmospheres (CARMA) 141 

(Toon et al., 1988).  This basic framework has been used to study sulfate nucleation (English et 142 

al., 2011), dust (Su and Toon, 2011), sea salt (Fan and Toon, 2011), noctilucent clouds (Bardeen 143 

et al., 2010), meteoric dust (Bardeen et al., 2008), and black carbon (Mills et al., 2008; Ross et 144 

al., 2010).  Although CARMA is capable of interacting radiatively and chemically with 145 

WACCM, for these studies the interactions were mainly disabled.  This version of 146 

WACCM/CARMA utilizes Stratospheric Aerosol and Gas Experiment (SAGE) II sulfate surface 147 

area densities for radiative transfer and ozone heterogeneous chemistry calculations (Considine 148 

et al., 2000).  A detailed description of this specific model is presented by English et al. (2011). 149 

For these simulations we employ 4° latitude by 5° longitude horizontal resolution with 66 150 

vertical levels.  A 63-species chemistry module is implemented that includes WACCM’s 151 

standard 56-species chemical package. We have added 7 sulfur-bearing gases: S, SO, SO2, SO3, 152 

HOSO2, H2SO4, and OCS (English et al., 2011). The model includes emissions of carbonyl 153 

sulfide (OCS) and sulfur dioxide (SO2), two primary sulfur emissions of importance to the 154 

stratosphere.  OCS is specified with a constant surface concentration of 510 pptv. SO2 is 155 

specified from a two-dimensional monthly mean surface emissions dataset (Lamarque et al., 156 

2010, Smith et al., 2011). Wet deposition for all constituents (including the aerosol bins from 157 

CARMA) is calculated using WACCM’s existing techniques (Barth et al., 2000).  All of the 158 

aerosol bins are assumed to have a constant 0.3 solubility parameter.  WACCM treats dry 159 

deposition of gases (Barth et al., 2000), while dry deposition of aerosols is not considered in our 160 
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simulations. Prior work has found wet deposition to be responsible for about 90% of the sulfate 161 

sink in troposphere (Textor et al., 2006); however, the absence of dry deposition in our model 162 

may impact sulfate concentrations in the boundary layer.    163 

Binary homogeneous nucleation of sulfuric acid and water is calculated following the 164 

technique of Zhao and Turco (1995).  We specify 42 sulfuric acid mass bins in CARMA ranging 165 

from 0.2 nm to 2.6 µm dry radius, with mass doubling between bins. Since the bins only carry 166 

sulfuric acid, the equivalent sulfate aerosol size (sulfuric acid plus water) is determined by the 167 

technique of Tabazadeh et al., (1997), which calculates equilibrium weight percent sulfuric acid 168 

as a function of temperature and water activity.  Weight percent sulfuric acid is assumed to be 169 

independent of particle size.  The particles are assumed to have spherical shape.  Split-time 170 

stepping is enabled for nucleation and growth routines when sulfuric acid is supersaturated.  171 

Nucleation and growth are treated simultaneously in the model.  If sulfuric acid gas 172 

concentrations become unstable (negative), the CARMA time step is retried with double the 173 

number of substeps.  Additionally, we limited nucleation so that it did not consume more than 174 

40% of the sulfuric acid available. While our numerical model is stable, we have not done 175 

numerical tests of the accuracy of this treatment of nucleation.  Since nucleation rates are very 176 

sensitive to supersaturation it is difficult to accurately predict the numbers of particles formed.  177 

However, English et al. (2011) show that even order of magnitude differences in the nucleation 178 

rates make little difference to the numbers of particles larger than about 10 nm, because even at 179 

these small sizes the particle concentrations are controlled by coagulation. Sulfuric acid surface 180 

tension is calculated using the constants from Sabinina and Terpugow (1935). We did not 181 

include any other types of aerosols. Coagulation coefficients are calculated to include Brownian, 182 

convective and gravitational effects.  A sticking coefficient of 1 is used, which assumes that all 183 
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particles stick together upon colliding. A correction for the impact of inter-particle Van der 184 

Waals forces on coagulation is included (Chan and Mozurkewich, 2001) which has been found 185 

to be important to accurately represent stratospheric aerosol concentrations (English et al., 2011).  186 

Sulfate aerosol growth and evaporation is calculated using sulfuric acid equilibrium vapor 187 

pressure over a binary solution computed from the method of Ayers et al. (1980) with a 188 

temperature correction by Kulmala (1990) and thermodynamic constants from Giauque (1959).  189 

 190 

2.2   Experimental design 191 

We investigate a series of SO2 injection rates, as well as a comparison between narrow and 192 

broad injection zones, and a comparison of injection species (Table 1).  All simulations were run 193 

from the same initialization file.  All simulations except Pinatubo were run for 5 years, with the 194 

5th year analyzed. Stratospheric steady-state aerosol burdens were achieved by the second 195 

simulation year. The Pinatubo simulation was run for 6 months before its eruption was simulated 196 

on June 14-15, and the following year (June 16 of year 1 through June 15 of year 2) is compared 197 

to the other simulations. 198 

 199 

Table 1.  Description of simulations completed.   200 

Simulation Species Injection(s) Injection Region Similar to 

SO2 narrow SO2 gas 1, 2, 5, 10 Tg S/yr, 

continuous  

4ºN – 4ºS, all lon,  

18.8 –19.9 km  

Heckendorn 

et al. 

SO4
2-  narrow Hydrated 

sulfuric 

10 Tg S/yr, 

continuous, 

4ºN – 4ºS, all lon,  

18.8–19.9 km 

------ 
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* Pierce et al. used a plume model in conjunction with a GCM 206 
** The vertical profile of the injection (molec SO2 cm-3 s-1) was specified as a function of model 207 
level between model levels 38-49 (15.1-28.5 km), centered at 20 km: 208 

𝐼𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛  𝑟𝑎𝑡𝑒     =
  3.52  𝑥  10!

𝑎𝑏𝑠(𝑙𝑒𝑣𝑒𝑙 − 43.5) 

 209 

acid 

droplets 

lognormal width 1.5,  

100 nm peak radius  

SO2 broad SO2 gas 10 Tg S/yr, 

continuous 

32ºN – 32ºS, all lon, 

19.9-24.6 km 

Pierce et al.* 

SO4
2- broad Hydrated 

sulfuric 

acid 

droplets 

10 Tg S/yr, 

continuous, 

lognormal width 1.5,  

100 nm peak radius 

32ºN – 32ºS, all lon, 

19.9-24.6 km 

Pierce et al.* 

H2SO4 broad H2SO4 gas 10 Tg S/yr, 

continuous 

32ºN – 32ºS, all lon, 

19.9-24.6 km 

Pierce et al.* 

SO4
2-  plume Hydrated 

sulfuric 

acid 

droplets 

10 Tg S/yr, 

continuous, 

lognormal width 1.5,  

100 nm peak radius  

4ºN – 4ºS,  

135ºE – 145ºE,  

18.8–19.9 km 

------ 

Pinatubo SO2 gas 10 Tg S/yr, 48-hr 

burst on June 14-15 

of year 2  

16ºN – 4ºS,  

92.5ºE – 117.5ºE,  

semi-lognormal**  

Heckendorn 

et al. 

Unperturbed  ------ ------ ------ ------ 
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Simulations are conducted in two latitudinal regions centered at the equator: an 8 degree wide 216 

zone similar to that specified by Heckendorn et al. (2009) and a 64 degree wide zone similar to 217 

that specified by Pierce et al. (2010), and two longitudinal regions: all longitudes similar to that 218 

specified by Heckendorn et al. (2009) and Pierce et al. (2010) as well as an 8 degree wide zone 219 

to compare to the plume studies of Pierce et al. (2010).  We study the efficacy of injecting three 220 

different species: SO2 gas similar to Heckendorn et al. (2009), SO4
2- aerosol injection similar to 221 

Pierce et al. (2010), and an injection of H2SO4 gas to compare to Pierce et al. (2010).  Finally, we 222 

compare to simulations of a Pinatubo eruption and an unperturbed stratosphere.  223 

 224 

3  Geoengineering efficacy 225 

Here we consider three issues:  The effect of injection rate on mass loading and optical 226 

depth; the effect of geographic distribution of the injection on mass loading and optical depth; 227 

and the effect of the material injected on mass loading and optical depth.  228 

 229 

3.1   SO2 injection rates 230 

Figure 1 (solid black line) compares steady-state atmospheric sulfate burdens for a limited 231 

spatial injection region (4ºN–4ºS and 18.8-19.9 km) and a range of SO2 injection rates (0, 1, 2, 5, 232 

and 10 Tg/yr S). We find the relationship between sulfate mass burden and SO2 injection rate is 233 

non-linear with reduced efficacy at higher injection rates.   To achieve a 6 Tg S burden, an 234 

injection rate of 10 Tg S yr-1 is required, which is within 10% of the injection rate predicted by 235 

other studies that calculated aerosol size distributions (Heckendorn et al., 2009; Hommel and 236 

Graf, 2011; Niemeyer et al., 2010 (not shown)).  This injection rate to obtain 6 Tg S burden is 237 

five times higher than the injection rate predicted by simulations that assumed prescribed size 238 
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distributions (Rasch et al., 2008).  As pointed out by others, for a given injection rate the aerosol 239 

mass burden is reduced when microphysics is treated because the larger particles that occur in 240 

the simulations fall out more quickly than the smaller ones assumed in simulations that don’t 241 

treat microphysics, and radiative forcing is further reduced due to a decrease of mass extinction 242 

efficiency (Heckendorn et al., 2009). 243 

Our simulations with varying SO2 injections have their peak aerosol optical depth (AOD) 244 

(Figure 2) and sulfate column mass (Figure 3) near the equator, corresponding to the injection 245 

zone.  The ten-fold increase in SO2 mass injected between the 1 Tg S yr-1 and the 10 Tg S yr-1 246 

simulations increases peak AOD by factors of only 2.8 at 525 nm and 3.1 at 1024 nm (Figure 2).  247 

Similarly, peak zonal average sulfate column mass (at the equator) increases by only a factor of 5 248 

for a ten-fold increase in injection rate (Figure 3).  AOD increases less than column mass 249 

because in addition to being proportional to column mass, AOD is also inversely proportional to 250 

the particle radius for particles of the sizes considered here.  Effective radius (Figure 3), defined 251 

as the ratio of the third moment to the second moment of the aerosol size distribution, increases 252 

as injection rate increases at all latitudes.  We weighted the effective radius by dividing the 253 

aerosol surface area in each grid box by the total vertically integrated surface area to normalize 254 

by the amount of aerosol in each grid box.  Surface area was chosen to provide a consistent 255 

weighting to the denominator of the definition of effective radius. These trends are illustrated 256 

more clearly when plotting averages in the tropics (30°S to 30°N) as a function of injection rate 257 

(Figure 4).   Between the 1 Tg simulation and the 10 Tg simulation, effective radius nearly 258 

triples, column mass increases by a factor of 4, and 525 and 1024 nm AOD increase by a factor 259 

of 3. Hence, relative to models that do not treat microphysics, the optical depth is reduced not 260 

only because the mass burden is reduced, but also because the particle size increases when 261 
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microphysics is treated. Therefore SO2 injections may have limited efficacy for optical depth at 264 

higher injection rates.   265 

The geoengineering simulations just discussed had a constant SO2 injection rate.  We also 266 

compare to a simulated eruption of Mount Pinatubo.  Since the Pinatubo injection is a pulse, it 267 

results in a cloud whose properties evolve in time, so it is difficult to compare with the steady 268 

state geoengineering cases.  We find the Pinatubo zonal-average 525 nm AOD peaks about 3 269 

months after the eruption at about 0.46 at 5°N, with a magnitude that is about double that of the 270 

10 Tg geoengineering case.  Sulfate mass burden peaks at 8.5 Tg S about 5 months after the 271 

eruption, which is about 40% higher than 10 Tg geoengineering. Our model is within the error 272 

bars of Pinatubo observations of peak magnitude and timing for AOD (Ansmann et al., 1996) 273 

and effective radius (Bauman et al., 2003) in the Northern Hemisphere. For purposes of a fair 274 

comparison to geoengineering simulations and to be similar to the approach of Heckendorn et al. 275 

(2009), we compare a 1-year average for the year immediately following the eruption, to the 276 

annual average of year 5 of the geoengineering simulations. Comparing the simulated Pinatubo 277 

eruption to 10 Tg geoengineering, peak AOD is about 17% higher at 525 nm and 14% higher at 278 

1024 nm despite similar SO2 injections (Figure 2).  While these differences might suggest that 279 

continuous injection of SO2 is slightly less effective than a single burst into a clean atmosphere, 280 

the Pinatubo injection was placed over a wider altitude and latitude range, but a narrower 281 

longitude range than the geoengineering case (Table 1).  As we discuss below these spatial 282 

differences in injection can be very important to the resulting mass in the stratosphere.   283 

Finally, AOD (Figure 2) and sulfate column mass (Figure 3) are about three times higher in 284 

the Northern Hemisphere than the Southern Hemisphere.  Some of this increase is attributed to 285 

more surface sulfur sources in the Northern Hemisphere industrial latitudes as shown for the 286 
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unperturbed case in Figure 2; however there appears to be an additional contribution that could 294 

be due to an asymmetry in the location of the Brewer-Dobson circulation about the equator in the 295 

WACCM model. This distribution should be investigated in more detail to better understand if 296 

equatorial injections for geoengineering may induce a hemispherically asymmetric forcing on the 297 

climate. Our model does not include a quasi-biennial oscillation (QBO) in tropical winds, or 298 

radiative heating from sulfate aerosols, both of which could influence the dynamics that partition 299 

sulfate between the hemispheres (Bauman et al., 2003). Indeed, our Pinatubo simulation also has 300 

higher AOD in the Northern Hemisphere than the Southern Hemisphere, but this is not supported 301 

by observations that show a more symmetrical AOD (Minnis et al., 1993, Stenchikov et al., 302 

1998).. In addition to the lack of QBO in our model, our model does not include the 1991 Cerro 303 

Hudson eruption in Chile, which was found to contribute to higher AOD in the Southern 304 

Hemisphere (Pitts and Thomason, 1993). A more detailed analysis of our simulation of Mount 305 

Pinatubo has been completed (English et al., 2012, in preparation). 306 

Analysis of size distributions in three different regions of the stratosphere (Figure 5) 307 

illustrates how particle size evolves with changing injection rates.   At higher injection rates, the 308 

peak particle size gets larger.  The particle size grows even larger at the lowest levels of the 309 

stratosphere (90 hPa compared to 39 hPa), probably because of sedimentation of the largest 310 

particles.  At 90 hPa, there is a size mode for geoengineering scenarios not present in the 311 

unperturbed atmosphere that increases in size from about 1 µm radius for the 1 Tg injection to 312 

about 1.5 µm for the 10 Tg injection.  This trend was also found by Heckendorn et al., where the 313 

peak size at 90 hPa was found to grow from about 0.6 to 1.0 µm.  For the 5 Tg injection, our 314 

model predicts effective radius in the center of the sulfate layer (50 hPa at the equator) to be 0.47 315 

microns, compared to 0.6 microns for Heckendorn et al. (2009), and 0.4 microns for Neiemeier 316 
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et al. (2010). Our model includes the coagulation correction for Van der Waal’s forces (Chan and 355 

Mozurkevich, 2005), but we have found this increases the effective radius by less than 10% for 356 

Pinatubo.   Generally the geoengineering cases have a broader size distribution than the Pinatubo 357 

case, rather than a different mode. This increase in the number of large particles with increasing 358 

injection rate occurs because the largest particles continue to see additional vapor for 359 

condensational growth. The differences in particle size by number correspond to even larger 360 

differences in particle size by surface area (Figure 5).  Clearly with greater mass there is also 361 

greater particle surface area, suggesting that ozone loss should increase, as has been calculated 362 

previously for geoengineering (Heckendorn et al., 2009; Tilmes et al., 2009) as well as observed 363 

after the eruption of Mount Pinatubo (Prather, 1992). The differences in the typical particle size 364 

are further amplified when comparing volume size distributions, suggesting that the higher 365 

injection scenarios have a higher proportion of sulfate mass in the largest sizes, which fall out of 366 

the atmosphere more rapidly.  Larger particles are also less effective at scattering incoming solar 367 

radiation as the radius further deviates from the optimum mass scattering radius near 150 nm.  368 

Our results reinforce the original conclusion postulated by Pinto et al. (1989) as well as recent 369 

microphysical simulations (Heckendorn et al., 2009; Niemeier et al., 2010; Hommel and Graf, 370 

2011) that there may be an upper limit to the radiative forcing that can be obtained with sulfate 371 

aerosols.  372 

 373 

3.2   Injection region 374 

 375 

We now compare the efficacy of injection region for various 10 Tg S injection scenarios.  376 

Injecting SO2 into a broader latitude and slightly higher altitude region (32ºN–32ºS and 19.9-377 
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24.6 km) produces about a 60% higher mass burden than the equivalent SO2 injection in a 381 

narrow region (10.1 Tg versus 6.3 Tg) (Figure 6).   Injecting a lognormal distribution of SO4
2- 382 

particles in a broad region produces about 40% higher mass burden than the equivalent injection 383 

of SO4
2- particles in a narrow region (13.8 Tg versus 9.6 Tg).  Likewise, stratospheric aerosol 384 

lifetime increases for broad injections by about 80% for SO2 injection and 50% for SO4
2- particle 385 

injection relative to injections in narrow latitudinal bands (Figure 6).  While part of the increase 386 

in burden is due to the slightly higher injection altitude, burden is improved for two other reasons 387 

as well:  First, particle growth by H2SO4 condensation is reduced because H2SO4 vapor is more 388 

dilute, and second, coagulation is reduced because aerosol concentration is also more dilute.   389 

The benefit of a larger injection region is less for SO4
2- particle injection because this scenario is 390 

generally influenced by concentration of aerosol only, and not H2SO4.  The impacts of these 391 

processes that result from changes in injection region are illustrated when looking at equatorial 392 

size distributions at three different levels of the stratosphere (Figure 7). Injecting SO2 or SO4
2- 393 

particles into a narrow region (green and blue dotted lines) generally results in a broader size 394 

distribution than injections into a broad region (green and blue solid lines).  The distributions 395 

become especially wide with SO2 gas due to the availability of H2SO4 gas for growth in addition 396 

to SO4
2-

 particles for coagulation.   397 

The trends for area and volume distributions are comparable to trends with number.  The 398 

differences are most noteworthy near the injection level (55 hPa) and become muted at higher or 399 

lower levels.  Sulfate effective radius (Figure 8) is also generally larger across most latitudes and 400 

levels for the narrow injection simulations.   401 

The combination of increased burden and reduced effective radius for broad injections 402 

results in higher AOD in most regions except near the equator, where the narrow injections have 403 
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a higher injection rate (Figure 9).   It is particularly interesting that the Pinatubo simulation 406 

produces lower AOD than all but one of the 10 Tg geoengineering cases.  Generally this 407 

difference reflects the confined injection region for Pinatubo relative to the other cases.  The 408 

differences in AOD are driven mainly by differences in sulfate column mass (Figure 10), 409 

although a smaller effective radius for the broad injections (Figure 10) is a factor. The effective 410 

radius for SO2 injections is similar in most places except a narrow band near the equator.  411 

However, this is where the majority of the sulfate column mass is located, reducing the efficacy 412 

of a narrow injection.   Overall, a broad injection can be considered an improvement over a 413 

narrow injection when comparing averages from 30°S to 30°N (Figure 11).   AOD for broad 414 

injections of SO2 gas and SO4
2- particles is about 20-60% higher at both 525 nm and 1024 nm, 415 

with SO2 injections showing a larger benefit from a broad injection. However, due to the spatial 416 

differences in AOD (Figure 9), different climatic outcomes may result from a narrow versus a 417 

broad injection, and the potential impacts should be studied further. 418 

When comparing a narrow SO4
2- particle injection across all longitudes (“SO4

2- narrow”) to 419 

a narrow SO4
2- particle injection across only 10 degrees longitude with the same total injection 420 

(“SO4
2- plume”), the resulting aerosol burdens (Figure 6), lifetime (Figure 6), size distributions 421 

(Figure 7), effective radii (Figures 8 and 10), AOD (Figure 9), column mass (Figure 10), and 422 

averages in the tropics (Figure 11) are all comparable. This suggests that the zonal winds 423 

distribute the aerosol particles around the world quickly enough to not impact microphysics. 424 

   425 

3.3   Injection species 426 

We now compare the efficacy of injecting three different sulfur species: SO2 gas, H2SO4 427 

gas, and SO4
2- particles.  Pierce et al. (2010) suggested that injecting H2SO4 gas that is instantly 428 
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well-mixed throughout the gridbox instead of SO2 would result in a larger sulfate mass 435 

abundance for a given injection rate. We find, on the other hand, that injecting H2SO4 gas does 436 

not produce any discernable benefit over SO2 injection.  Aerosol burden (Figure 6), stratospheric 437 

lifetime (Figure 6), size distributions (Figure 7) AOD (Figure 9), column mass (Figure 10), and 438 

effective radius (Figure 10) are all similar for the two scenarios.  However, Pierce et al. (2010) 439 

did not directly inject H2SO4 into their global microphysical model.  Instead, they injected H2SO4 440 

into a plume model, and let the plume evolve until all of the gas had been converted into 441 

particles, and the particle concentration had been reduced to ambient values.  They then put the 442 

plume particles into the global microphysical model, assuming a range of injected particle sizes.  443 

This approach yielded higher burdens, by minimizing the exposure of the pre-existing aerosol 444 

particles to H2SO4 gas.  It is likely that their plume model is responsible for the difference 445 

between results.  What is unclear is the uncertainty in their assumptions made with their 446 

approach before they handed of a specified particle size distribution to the GCM.  Pierce et al. 447 

discuss some of the assumptions with their approach in their supplementary material, and 448 

acknowledge that the resulting particle size distribution could vary in peak size and width 449 

depending on the assumptions.  However, it would be difficult to quantify the uncertainty in 450 

some of their assumptions.  For instance, coagulation is non-linear so it is critical that plumes be 451 

allowed to interact with other plumes that have been produced previously.  In order to inject 10 452 

Tg S yr-1 H2SO4, assuming 1 ton of H2SO4 per aircraft (which is a typical payload for the handful 453 

of aircraft actually able to fly at these altitudes today), would require about 80,000 aircraft flights 454 

per day.  It is most likely these flights would be concentrated in a few areas of the Earth to make 455 

the logistics of operating the aircraft more economical.  Hence plume interaction would almost 456 
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certainly occur.  Other details of the plume model, such as turbulence, may be important to the 457 

particle sizes that exit the plume, and should be validated in field studies.  458 

We are not able to address these many complexities involving sub-grid scale injection, 459 

which would require a global model with many subgrid-scale embedded aircraft plumes.  460 

However, we performed some illustrative simulations.  Figure 6 shows that injecting SO4
2- 461 

particles with a lognormal distribution of width 1.5 and peak radius of 100 nm produces 51% 462 

higher mass burdens than SO2 injection in a narrow region and 37% higher burdens than in a 463 

broad region.  Higher mass burden is achieved because coagulation is inherently slower at 464 

delivering mass to a growing particle than growth from the gas phase.  Hence the particles 465 

remain smaller if particles are injected instead of a gas, and therefore do not fall out of the 466 

stratosphere as fast.   In the limit when particles are smaller than the mean free path, the ratio of 467 

the coagulation growth rate to the condensational growth rate is approximately equal to the ratio 468 

of the thermal velocity of the particle to the thermal velocity of the colliding aerosol, or 469 

equivalently the square root of the ratio of their masses.  This effect is supported by comparisons 470 

of effective radius.  For SO4
2- particle injection, global zonal-average effective radius (Figure 8) 471 

peaks at roughly 0.9 µm for a narrow region and 0.8 µm for a broad region, which is 37% and 472 

11% smaller, respectively, than that from an SO2 injection. Comparing surface area-weighted 473 

average of effective radius as a function of latitude (Figure 10), effective radius for a SO4
2- 474 

particle injection is about 10% lower than for SO2 injection at most latitudes. Finally, a 475 

comparison of average effective radius between 30°S and 30°N (Figure 11) suggests effective 476 

radius for an SO4
2- particle injection is about 15% smaller.  Comparison of size distributions 477 

(Figure 7) also illustrate the narrower distributions attained with a SO4
2- particle injection instead 478 

of SO2 gas. The advantage of higher burden and smaller particles is illustrated when comparing 479 
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AOD (Figure 9, blue lines versus green lines). In both narrow and broad injection regions, AOD 483 

from SO4
2- particle injection is more than twice that of SO2 injection at 525 nm and nearly twice 484 

that of SO2 at 1024 nm.  Higher AOD for SO4
2- particle injections comes from both higher 485 

sulfate column mass (Figure 10) and smaller effective radius (Figure 10).  486 

The primary advantage of injecting SO4
2- particles is to control the particle size 487 

distribution, as noted by Pierce et al. (2010).  However, it is unlikely that the size distribution 488 

remains as narrow as assumed in their plume model, an uncertainty that they acknowledge is 489 

possible.  Given that the availability of very small particles for coagulation onto larger particles 490 

is a controlling factor for peak size, it is critical to correctly identify the size distribution.  Since 491 

our results for H2SO4 injection are virtually identical to that for SO2 injection, it is clear that the 492 

Pierce et al. plume model is the critical factor in their results, rather than injecting H2SO4 instead 493 

of SO2. It would be valuable to validate these assumptions with size distributions observed in an 494 

actual plume.   495 

 496 

4   Tropospheric Burdens 497 

Next, we investigate perturbations to tropospheric aerosol resulting from stratospheric 498 

sulfur injection.  In order to accurately quantify perturbations to tropospheric aerosol, the height 499 

of the tropopause must be adequately represented.  This is a difficult task. The constantly 500 

changing temperature profile of the atmosphere argues against using an average tropopause 501 

height.  If the tropopause is defined based on cold-point temperature, the tropopause can be 502 

unrealistically high when there is an extended region of stable temperatures that sometimes 503 

occurs in high latitudes.  Our model sometimes predicts cold-point tropopause in southern 504 

hemisphere high latitudes as high as 80 hPa.  If the tropopause is based on ozone concentration, 505 
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the method becomes inadequate during the Antarctic spring ozone hole.  Additionally, the ozone 506 

concentration separating tropospheric from stratospheric air can vary from 50 to 380 ppb (Zahn 507 

et al., 1999; Pan et al., 2004). A third technique to identify tropopause is based on a minimum 508 

lapse rate.  We find that using a modified version of the World Meteorological Organization 509 

definition (WMO, 1957) produces a realistic tropopause location that can handle the nuances of 510 

uncommon temperature profiles that sometimes occur in our simulated daily average 511 

temperatures.  We identify the tropopause to be the lowest level at which the lapse rate is closer 512 

to zero than +4 K km-1 at that level and the level above it. If the lapse rate at the level above the 513 

current level is -2 K km-1 or less, the current level is flagged as the tropopause regardless of 514 

whether the current level lapse rate is less than +4 K km-1. The search begins above the boundary 515 

layer to avoid designation of boundary layer inversions as the tropopause. Tropopause levels 516 

were constrained to be between the levels 85 to 433 hPa.   A comparison of identified tropopause 517 

locations for the annual zonal average of the unperturbed simulation is provided in Figure 12.  518 

Our modified lapse rate definition identifies an average tropopause of about 100 hPa in the 519 

tropics and 250 hPa at high latitudes.  This approach yields an average tropopause at about the 520 

same location as a method searching for 200 ppb ozone concentration. This method identifies a 521 

tropopause that is higher than the 60 ppb ozone method, and lower than the cold-point method.  522 

An analysis of 360 daily averages at each of the 72 longitudes finds that the designated 523 

tropopause location ranges from 86 to 160 hPa in the tropics, 120 to 433 hPa at southern 524 

hemisphere high latitudes, and 190 to 433 hPa at northern hemispheric high latitudes.  This range 525 

of daily tropopause locations approximately spans from the 60 ppb ozone average location at the 526 

low end to the cold point average tropopause location at the high end. 527 
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Based on our designation of tropopause location, we find significant perturbations to 532 

tropospheric aerosol from stratospheric geoengineering.  When comparing the narrow-region 533 

SO2 injection scenarios, sulfate burden in the troposphere increases as the injection rate increases 534 

(Figure 1, green solid line), with the tropospheric burden for the 10 Tg injection nearly triple that 535 

of the unperturbed case.  This increase is consistent with tropospheric burdens found in other 536 

microphysical studies (Debra Weisenstein, private communication). The majority of this increase 537 

occurs in the first 100 hPa below the tropopause. In Figure 1, the slope of the 600-1000 hPa line 538 

is near zero, suggesting that perturbations of sulfate near the surface from geoengineering are 539 

insignificant compared to traditional sulfur sources (which are represented by the zero injection 540 

point in Figure 1).  A significant portion of the atmospheric burden for all of the 10 Tg 541 

geoengineering scenarios is in the troposphere (Figure 6, pink columns).    542 

Increases in specific regions of the troposphere are provided in Figure 13. Total 543 

tropospheric burdens increase by about 200% for all of the 10 Tg scenarios, with the increases 544 

slightly less for the broad region injections than the narrow region injections.  There is no 545 

significant difference in tropospheric burden increases between injections of SO2 gas, H2SO4 gas, 546 

or SO4
2- particles.  The vast majority of the tropospheric increases occur in the first 100 hPa 547 

below the tropopause, where the burdens increase by a factor of about 15.  Again, the narrow 548 

injections cause a larger perturbation.  Tropospheric burdens in the next 100 hPa down from the 549 

tropopause are doubled, while burdens near the surface increase by about 50%. While wet 550 

deposition is the primary tropospheric sink of sulfate aerosols (Textor et al., 2006), the lack of 551 

dry deposition in our model may introduce some error in surface perturbations.  552 

Comparison of sulfate volumetric mixing ratio between the unperturbed case and the SO2 553 

narrow 10 Tg injection (Figure 14) suggests increased burdens across much of the upper 554 
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troposphere and high latitudes.  Sulfate concentrations near the equator at the 120 hPa level 558 

increase 100-fold, from about 50 pptv to about 5 ppbv.  Similarly, sulfate concentrations near the 559 

South Pole and 400 hPa increase from about 3 pptv to 300 pptv.   Increases in sulfate burden 560 

relative to ambient concentrations for each of the 10 Tg geoengineering scenarios are illustrated 561 

in Figure 15.  Sulfate increases are largest in the clean high latitude regions for all of the 562 

injection scenarios, as well as the upper troposphere at all latitudes, where burdens increase by 563 

about a factor of 100.  All of these increases are about double that calculated for the year after 564 

the Pinatubo eruption (Figures 6, 13, 15) due to the continuous injection, larger particle size, and 565 

faster falling velocities for the geoengineering cases, as well as their accumulated burden from 566 

previous years.  Our model does not include dimethyl sulfide (DMS) emissions, which 567 

contributes about 20% of surface sulfur emissions globally (Haywood and Boucher, 2000), or in-568 

cloud production of sulfate. Our unperturbed simulation predicts a global atmospheric sulfate 569 

burden of 0.49 Tg S which is outside the range of IPCC simulations (0.55 to 1.1 Tg S) that 570 

include DMS and in-cloud production of sulfate (Forster et al., 2007).  Therefore, fractional 571 

increases of sulfate due to geoengineering in our model may be artificially high, particularly in 572 

the high latitude Southern Hemisphere where DMS emissions peak.  573 

An assessment of aerosol number, surface area, and volume distributions in the upper 574 

troposphere (Figure 16) reveals significant changes to aerosol properties for all 10 Tg 575 

geoengineering simulations.  In both the tropical upper troposphere (at the equator and 120 hPa) 576 

as well as the high latitude upper troposphere (90°S and 400 hPa), stratospheric geoengineering 577 

produces a size mode at approximately 1 µm radius that is not present in the unperturbed 578 

simulation.  Large increases to aerosol surface area and volume are predicted as well. As 579 

expected, the narrow tropical injection scenarios perturb the tropical upper troposphere more 580 
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significantly while the broader injection scenarios perturb the high latitude upper troposphere 597 

more significantly. The Pinatubo simulation also predicts changes to upper tropospheric aerosol, 598 

but the perturbations are generally much smaller than those from geoengineering.  Finally, 599 

despite high numbers of particles smaller than 300 nm predicted for all simulations in the 600 

tropical upper troposphere due to binary homogeneous nucleation of sulfuric acid and water in 601 

this region (English et al., 2011), geoengineering produces a new size mode. 602 

This enhancement of tropospheric sulfate burdens could have implications for tropospheric 603 

cloud properties, radiative forcing, and tropospheric chemistry.  After the eruption of Mt. 604 

Pinatubo, large aerosols were found in the upper troposphere (Sato et al., 1993; Stenchikov et al., 605 

1998; Niemeier et al., 2009).  Some observational analyses observed an increase in cirrus clouds 606 

and a decrease in low clouds (Minnis et al., 1993; Ackerman and Strabala, 1994), which could 607 

cause surface warming, offsetting some of the cooling induced by the stratospheric aerosols.  608 

However, other observational analyses have failed to find a connection between Pinatubo and 609 

cirrus (Luo et al., 1997).  It is possible that El Nińo contributed to the change in cirrus properties 610 

that year (Song et al., 1996), but other analyses suggest El Nińo was insignificant compared to 611 

the effects of Mt. Pinatubo (Wang et al., 1995).  Modeling sensitivity studies have found 612 

Pinatubo to perturb cirrus if a monomodal aerosol distribution is prescribed but not a bimodal 613 

distribution (Lohmann et al., 2003). Clearly this is an issue that needs more research in the 614 

context of geoengineering.  Furthermore, our calculations suggest that geoengineering perturbs 615 

tropospheric aerosol more than Mount Pinatubo.  If geoengineering with larger injection rates 616 

increases the thin cloud to thick cloud ratio further, while reaching a reflective cooling plateau in 617 

the stratosphere, the effectiveness of sulfate injections could be further limited.  Finally, our 618 

simulations predict sulfate burdens in the lower atmosphere near the South Pole to increase by up 619 
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to two orders of magnitude (Figure 15), increasing the likelihood of acid deposition, which has 625 

been previously noted, though it was concluded that this increase is several orders of magnitude 626 

too small to cause ecological harm (Kravitz et al., 2009).  627 

In addition to modifying cirrus, enhanced tropospheric particles could modify atmospheric 628 

chemistry by providing surfaces for heterogeneous reactions, or radiative heating rates.  Sulfuric 629 

acid aerosols are known to heat the stratosphere after large volcanic eruptions, and could do the 630 

same in the tropopause region if high concentrations were maintained by persistent injections for 631 

geoengineering. 632 

 633 

5   Conclusions 634 

We have used a 3-d coupled microphysical sectional model to study the effect of sulfur 635 

injection magnitude, injection zone size, and injection species (SO2, H2SO4, and SO4
2- particles) 636 

on aerosol properties in the stratosphere and troposphere.  We find that continuous SO2 injection 637 

in a narrow region centered at the equator has limited efficacy at higher injection rates, in 638 

agreement with Heckendorn et al. (2009) and others.  We find that broadening the injection 639 

region to 32ºN–32ºS and 19.9-24.6 km increases the sulfate burden by approximately 50% for a 640 

10 Tg S yr-1 injection, and that injection of SO4
2- particles instead of SO2 gas increases sulfate 641 

burden by another 50%, in agreement with Pierce et al. (2010).  We also find that injection of 642 

H2SO4 gas does not increase burdens compared to SO2 injection, in contrast with Pierce et al. 643 

(2010).  Clearly their plume model is the critical factor in their results.  Although Pierce et al. 644 

conducted a sensitivity study using their plume model, they acknowledge that there remain 645 

uncertainties with particle size distribution.  We suggest that considerably more research is 646 

needed on plumes to consider issues such as interactions between plumes, the particle size as a 647 
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function of mass injected by single aircraft, and coagulation within plumes before they spread, 648 

among other topics.  While previous studies have suggested geoengineering injections are less 649 

effective than volcanic ones in increasing sulfate mass burdens, we find the opposite is true for 650 

most of the cases we studied.  The main reason is that volcanic injections are spatially confined, 651 

while most of the simulations we considered were for injections over broad regions.  Hence, 652 

geographical distribution of the injection may be more important than the injection rate in 653 

general. 654 

We also find significant perturbations to tropospheric aerosol burdens for all 655 

geoengineering simulations.  Tropospheric burdens increase by a factor of two or three, with the 656 

majority of the increases occurring at all latitudes in the 100 hPa thick layer just below the 657 

tropopause, as well as most of the troposphere at high latitudes.  Aerosol size, surface area, and 658 

volume are all perturbed in the tropical upper troposphere as well as the high latitude upper 659 

troposphere, and at a much greater level than simulated for the eruption of Mount Pinatubo.  660 

These perturbations could impact cirrus clouds, and as a result, radiative forcing and 661 

geoengineering efficacy, and alter chemical reaction rates and radiative heating in the upper 662 

troposphere.  More work needs to be done to clarify whether cloud properties are modified from 663 

changes in aerosol abundance or upper tropospheric heating.  664 

These results highlight the unforeseen impacts that stratospheric geoengineering may 665 

entail.  In addition to cirrus cloud modification and limited efficacy at higher injection rates, 666 

stratospheric sulfur injections may cause ozone destruction (Tilmes et al., 2009; Heckendorn et 667 

al., 2009), changes to the hydrological cycle (Trenberth and Dai, 2007), acid deposition at the 668 

poles (Kravitz et al., 2009), as well as consequences yet unknown. Geoengineering by solar 669 

radiation management also would not offset other adverse consequences of CO2 emissions such 670 
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as ocean acidification.  Although geoengineering is riddled with risks, costs, and uncertainties, 672 

humanity’s current path of releasing greenhouse gases also creates risks, costs, and uncertainties.  673 

Therefore, geoengineering should receive further study to better constrain its risks, costs, and 674 

uncertainties, but not distract from efforts to quickly reduce CO2 and other greenhouse 675 

emissions. 676 
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 865 

Figure 1. Sulfate aerosol burden as a function of SO2 injection for the specified regions.  Our 866 

scenarios inject SO2 between 4S and 4N in the 18.8-19.9 km grid box at all longitudes.  “Whole 867 

Atmosphere” represents a direct comparison to Heckendorn et al. (2009) and Rasch et al. (2008). 868 

“First 100 hPa” represents the region spanning from the tropopause to 100 hPa below the 869 

tropopause.  “Second 100 hPa” spans 100 hPa below the tropopause to 200 hPa below the 870 

tropopause.  “600-1000 hPa” spans from 600 hPa to the surface.  See text for method of 871 

identifying tropopause. 872 
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 878 

Figure 2.  Annual zonal average of sulfate aerosol optical depth (AOD) at 525 and 1024 nm 879 

wavelength for each of the SO2 injection scenarios (average of year 5) and for Pinatubo (average 880 

of the 1-year period starting immediately after the June 15 eruption). Extinction coefficients are 881 

calculated as a function of weight percent and wavelength using the refractive indices of Palmer 882 

and Williams (1975). 883 

 884 

Figure 3.  Annual zonal average of sulfate column mass (Tg) and hydrated sulfate effective 885 

radius (µm) for each of the SO2 injection scenarios (average of year 5) and for Pinatubo (average 886 
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of the 1-year period starting immediately after the June 15 eruption). Column mass is reported 890 

per grid box (4° latitude by 5° longitude).  Effective radius is a column average weighted by the 891 

aerosol surface area in each grid box to apply a fair weighting to grid boxes with more surface 892 

area. 893 

 894 

Figure 4.  Hydrated sulfate aerosol effective radius (µm), column mass (10-2 Tg/grid box), and 895 

AOD at 525 nm and 1024 nm in the tropics (30° S to 30° N) for each of the SO2 injection 896 

scenarios.  The scenarios inject SO2 between 4S and 4N in the 18.8-19.9 km grid box at all 897 

longitudes.  Column mass is reported per grid box (4° latitude by 5° longitude).  Effective radius 898 

is a column average weighted by the aerosol surface area in each grid box vertically to apply a 899 

fair weighting to grid boxes with more surface area. Extinction coefficients are calculated as a 900 

function of weight percent and wavelength using the refractive indices of Palmer and Williams 901 

(1975).  An area-weighted average across latitude is conducted for all fields. 902 
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 906 

Figure 5.  Annual zonal average of sulfate aerosol number, surface area, and volume size 907 

distribution for each SO2 injection scenario at the equator and 39, 55, and 90 hPa.  908 

 909 

 910 
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 911 

Figure 6. Burdens and stratospheric lifetimes for various 10 Tg injection scenarios.  (left panel) 912 

Aerosol burden (Tg S) in the stratosphere and troposphere for various 10 Tg S injection 913 

scenarios.  The sum is equivalent to whole atmosphere burden, since the burden above the 914 

stratopause was calculated to be less than 1e-6 Tg.  Shown are averages and standard deviations 915 

across 360 daily averages for the 5th simulation year for each simulation except Pinatubo. 916 

Pinatubo is calculated by averaging across one year immediately following the eruption.  See 917 

text for method of identifying tropopause.  (right panel) Stratospheric aerosol lifetime for various 918 

10 Tg S injection scenarios.  All lifetimes are calculated by dividing aerosol burden by mass 919 

injection rate, except Pinatubo, which is calculated by the elapsed time between the month of 920 

peak burden and the month of e-1 burden. 921 

 922 
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 926 

Figure 7.  Annual zonal average of aerosol number, surface area, and volume size distribution for 927 

each 10 Tg S geoengineering scenario at the equator and 39, 55, and 90 hPa.  928 
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 929 

Figure 8. Hydrated sulfate effective radius for each of the various 10 Tg S injection schemes; 930 

annual and zonal average as a function of atmospheric pressure and latitude (average of year 5).  931 

Pinatubo simulation is an average of the first year after the simulated eruption. 932 

 933 
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 934 

Figure 9.  Annual zonal average of AOD at 525 and 1024 nm wavelength for each of the 10 Tg S 935 

geoengineering simulations (average of year 5) and for Pinatubo (average of the 1-year period 936 

starting immediately after the June 15 eruption)..  Extinction coefficients are calculated as a 937 

function of weight percent and wavelength using the refractive indices of Palmer and Williams 938 

(1975). 939 
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 943 

Figure 10.  Annual zonal average of sulfate column mass (Tg) and hydrated sulfate effective 944 

radius (µm) for each of the 10 Tg S Geoengineering simulations (average of year 5) and for 945 

Pinatubo (average of the 1-year period starting immediately after the June 15 eruption).  Column 946 

Mass is reported per grid box (4° latitude by 5° longitude).  Effective radius is a column average 947 

weighted by the aerosol surface area in each grid box vertically to apply a fair weighting to grid 948 

boxes with more surface area. 949 
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 953 

Figure 11. Hydrated sulfate effective radius (µm), sulfate column mass (10-2 Tg/grid box), and 954 

sulfate AOD at 525 nm and 1024 nm in the tropics (30° S to 30° N) for each of the 10 Tg S 955 

Geoengineering scenarios. Effective radius is a column average weighted by the aerosol surface 956 

area in each grid box vertically to apply a fair weighting to grid boxes with more surface area. 957 

Extinction coefficients are calculated as a function of weight percent and wavelength using the 958 

refractive indices of Palmer and Williams (1975).  An area-weighted average across latitude is 959 

conducted for all fields. 960 
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 962 

Figure 12.  Simulated tropopause level (hPa) as a function of latitude for varying identification 963 

methods, based on an annual zonal average for the unperturbed simulation.  The lapse rate 964 

method (described in the text) was employed for this work.  The bars show minimum and 965 

maximum tropopause levels at each latitude across all longitudes and 360 daily averages for the 966 

5th simulation year.   967 
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 968 

Figure 13.  Percent increase in sulfate mass burden in different regions for each 10 Tg S 969 

geoengineering simulations compared to the unperturbed case. “First 100 hPa” represents the 970 

region spanning from the tropopause to 100 hPa below the tropopause.  “Second 100 hPa” spans 971 

100 hPa below the tropopause to 200 hPa below the tropopause.  “600-1000 hPa” spans from 972 

600 mb to the surface.  See text for method of identifying tropopause. 973 
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 975 

  976 

Figure 14. Tropospheric sulfate aerosol burden (pptv) for the unperturbed case and the “SO2 977 

narrow” geoengineering simulation; annual and zonal average as a function of atmospheric 978 

pressure and latitude.  The annual zonal average tropopause location is included (black line). See 979 

text for method of identifying tropopause. 980 
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Figure 15. Percent increase in tropospheric sulfate aerosol burden for each 10 Tg S 984 

geoengineering simulation compared to the unperturbed case; annual and zonal average as a 985 

function of atmospheric pressure and latitude (average of year 5). Pinatubo simulation is an 986 

average of the first year after the simulated eruption. The annual zonal average tropopause 987 

location is included (black lines).  See text for method of identifying tropopause. 988 
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 989 

Figure 16. Annual zonal average of aerosol number, surface area, and volume distribution for 990 

each 10 Tg S geoengineering simulation in the tropical upper troposphere (the equator and 120 991 

hPa; left column), and the southern high latitude upper troposphere (90°S and 400 hPa; right 992 

column). 993 


