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We don't quite understand the reference to the differences between 2D and 3D simulations. All our simulations are 3D. 
We disagree that the domain used in this study (128x128 km2) is too small. It could be the case if we had strong shear, and hence we would also need a big domain to 
represent a squall-line, for example. in our case, the sizes of the deep clouds and corresponding anvils are generally smaller than the domain size. To test the effect of the 
domain size, we conducted 50 day long RCE simulations over constant SST using the 128x128 km domain of this study and twice as large 256x256 km2 domain with the 
same 1-km grid spacing. Several vertical profiles averaged over the last 20 days of each simulation are shown. One can see that profiles of fields like the cloud fraction, cloud 
water/ice, updraft core fraction, precipitation flux are virtually identical. Certainly, a choice of some different microphysics package would generate much bigger differences 
between the simulations than the domain size. The low and middle level cloud fractions are also virtually identical, less than 0.1%. The biggest difference is in the high-cloud 
fraction, in the order of 1%. The difference in bulk radiation fluxes are about 1% as well. Therefore, we don't agree that the choice of the 128x128 km2 domain somehow 
"inflates" the cloud fraction, subsidence, etc. 
We chose the 128x128 domain instead of 256x256 km2 domain because of the expense of running the RCE for 700 days. Each simulation took us about 1 month to 
complete, which includes the run time itself as well as waiting in the queue of the supercomputer. As the domain is relatively small, the parallel performance is greatly 
diminished. Running one additional 700-day simulation with the domain twice as large would take in our estimate about 3 months. Considering how little in terms of the RCE 
statistics the doubling of the domain size actually does, we do not feel that such a huge cost of performing a suggested sensitivity run is justified. 

The RCE with interactive SST has two time scales, one is related to the adjustment of the atmosphere to the changes of SST (usually less than 30 days),  and the other, much 
longer, to the adjustment of the whole system. Note that the above sited authors realized that it takes relatively short time to achieve the RCE with the fixed SST. For example, 
van den Heever at all (2011) ran their model for 60 days. Grabowski (2006) ran the model for 120 days, but reported that the equilibrium has been achieved after 40 days. 
Therefore, the atmosphere in our simulations, despite the slow drift of the SST, at any moment is in fact in RCE with the underlying SST as the change of SST over 30-day 
period is very small (less than 0.05K). 

For the least equilibrated SST in the 50/cc run (we don't care so much about the 2xCO2 run as it is included only as the rough estimate of the doubling-CO2 effect on SST), 
using the exponential relaxation model with constant relaxation timescale, we found by fitting that model to the SST evolution curve shown in Fig 1 that it would take another 
600-700 days to approach the estimated true-equilibrium temperature of 300.8 within 0.01K, that is another 0.25K. For the 1000/cc case, the estimate value is 298.3 instead 
of 298.5K, and it would also take another 400-500 days to reach. The other cases are closer to the initial 300K state and hence are better equilibrated. Note that should we 
run both limiting cases to the true equilibrium, the linear dependence of SST on the log(CCN) depicted in Fig. 2 would be even more apparent. The other statistics would also 
change somewhat, but the the overall conclusions of this idealized study would not change. 

Answering the last question, change over the last 100 days of the least equilibrated 50/cc case is 0.05K, the 100 days before, 0.08K, the whole 700 day change is 0.55 K. 



Thus, the system does approach the true equilibrium.

In this study, we chose the simplest system for the RCE, that is when no ambient wind shear. We don't think that introduction of all the complications that exist in the actual 
tropics (equatorially trapped waves and associated super-clusters of convection, for example) would make the study more clear. For example, which shear does the reviewer 
mean? What magnitude? Which wind profiles to choose? Is it low-level shear or top-heavy shear? How about directional shear in addition to vertical shear. Etc., etc., etc. 

We don't want to speculate on the effect of shear on our results without actually running the model. This is a very interesting topic indeed (the effect of aerosol on organization 
on mesoscale) and could be addressed in some future study. We can't cover all the possible topics in one study.

All the details of the microphysics scheme can be in the referenced Morrison et al (2005) paper. We have not designed that microphysics, we simply adopted it. We just note 
that that double-moment microphysics has been used in the recent published studies by Grabowski and Morrison of the indirect aerosol effects.

Rephrased.

Thanks for noticing that shortcoming.Tthe following phrase has been added to the last paragraph of the introduction: "In this study, we examine such an effect of changing 
aerosol on the SST predicted by a simple slab-ocean model."

Actually, it has been referenced.

Slab-ocean model technique is rather standard and extensively been used in GCMs. We added some additional details: "The SST Ts can be specified or calculated using a 
simple slab-ocean model. In this model, the ocean mixed layer with prescribed depth h and heat capacity of water cw can change its heat content per unit area cw hTs 
through the surface radiation fluxes, enthalpy fluxes, and prescribed ocean-transport flux (so called q-flux)."  Please note that if SST is prescribed, the heat content is not 
relevant; it simply implies that all the surface fluxes and the q-flux are in perfect balance. This also means that the surface imbalance of surface enthalpy and radiative fluxes 
equals the q-flux. We keep the equilibrium SST at 300K for the control run by choosing the insolation (by trial and error) such that the implied q-flux equals to zero. In 
equilibrium, the net surface flux and the top-of-atmosphere fluxes are equal.

We assume that 100/cc is typical maritime; while 50/cc represents some "pristine" conditions, which is even cleaner than "typical".



IA and FA used in case names; while iSST and fSST (new names now) refer to the group of runs with interactive or fixed SSTs regardless of aerosol concentration.

We added a reference to Platnick and Oreopoulos (2008)

Frankly, we don't know for sure. It is the result of both microphysics and radiation nonlinear interactions. Unless a similar result is shown by using some other microphysics 
scheme, we cannot say how robust this result actually is.

we not sure which field the reviewer means. The changes in cloud water path and liquid effective radius (see the updated Fig. 5) that determine the optical thickness of clouds 
are quite robust.

The clear column radiation is diagnosed by the radiation code by forcing the cloud water/ice in the given column to be zero and computing the radiative transfer. It is done 
only for diagnostic purposes, specifically to be able to estimate the cloud radiative forcing.

In fSST case, the increase of OLR with increase of CCN by about 1.5% is consistent by reduction of the high-cloud cover by about the same amount. In iSST case, the overall 
decrease of OLR with increase of CCN is mostly due to cooling of the whole column and corresponding cooling of the cloud tops following the reduction of the SST.

Thanks for noticing that. Corrected.

Removed.

As we did not partition into the shallow and deep precipitation, for us it would be difficult to definitely say if the above sited mechanism also at work in our simulations. This is 
definitely something to look after in the future studies. 

The changes in cloud fraction for the fSST case (about 1.5-2%) is consistent with other changes. We added a plot of the liquid effective radius which clearly demonstrates the 
dominance of the first indirect effect in the overall indirect effect (decrease of the effective radius by about the factor of 2 while increasing the liquid water path only by 20%), 
therefore, the small change in cloud fraction, which constitutes the second indirect effect is not crucial for our argument. 

  Well, the changes in various water paths exceed 10-40%, and hence robust.



We agree that the increase of the frozen precipitation is not supported by the lower freezing level. We rephrased the passage as

"This is probably because the cooler troposphere temperature in iSST cases cause the local increase of cloud ice as the result of heterogeneous freezing and further increase of cloud ice due to the 
Bergeron-Findeisen process, which also contributes to the increased production of the frozen precipitation. "

One of the main sources of frozen precipitation in the model is the accretion of cloud ice; therefore, substantial increase of frozen precipitation should lead to decrease of 
cloud ice amount. We agree that the way the original text is a bit confusing. We edited it to be "This explains the monotonic increase of snow (Fig. 5d) and graupel (Fig. 5e) water paths 
and the corresponding decrease of the column cloud ice (Fig. 5b) as the result of accretion by the frozen precipitation. " Hopefully, it is clearer now.

We refer to both. The reviewer is right in the notion that it is hard to use the word entrainment when 1-km grid spacing is used. In the model, at such a grid scales, the 
numerical and SGS diffusion is what actually happens. Therefore, it is more appropriate to use the term "mixing with the environment" rather than entrainment. We updated 
the text to reflect that notion: "...considerable decrease of cloud water below 2 km, which could be explained by mixing with the dryer environment, which tends to reduce the 
liquid water content at cooler SSTs. "

Cloud fraction is computed for relatively small amounts of cloud ice as being the threshold. Those small cloud ice mixing ratios don't affect much the precipitation, but 
determine the cloud fraction. This is probably why the high cloud fraction is not that sensitive to the amount of precipitating ice.


