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Svensmark et al.| (2012a)) examine the apparent response of six MODIS data sets to short-term
decreases in atmospheric ionisation known as Forbush decreases (FD). They concluded that they
had observed statistically significant responses to FDs at the 2 — 3o level in liquid cloud fraction
(LCF), effective emissivity €, aerosol optical thickness 7, and liquid water path (LWP), and at
the 1—20 level in the derived values of effective radius (R, s ) and column density of cloud con-
densation nuclei (CCN). Their online supplement, available at http://www.atmos-chem-phys-
discuss.net/12/3595/2012/acpd-12-3595-2012-supplement.zip, allowed a further analysis of the
data using the superposed epoch method. The fluctuations which they observed were not found
to be statistically significant.

Statistics cannot prove any hypothesis; it can only provide a probability that a given hypoth-
esis is or is not correct. If Svensmark et al.| (2012a) want to support the theory that Forbush
decreases have affected the MODIS data under examination, they should first provide a null
hypothesis which can then be tested, and possibly rejected. In this case, the null hypothesis is
that the observed fluctuations in the data are part of the natural variability expected from the
underlying behaviour of the system.
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By using the mean from days (-15,0) or (-15,-5) of the Forbush decrease instead of the mean
from the whole period, Svensmark et al.| (2012a)) have introduced a bias to their analysis. The
motivation for their choice of this mean was the assumption that there was a response to the
Forbush decrease within the data, and the mean from the full period had effectively been con-
taminated by this response. Simply by making this assumption, Svensmark et al.| (2012a)) have
rendered their whole analysis questionable.

When testing for significance, a confidence level should be chosen, and a confidence interval
defined. Svensmark et al.| (2012a)) have used [)_([_15’_5] — 20,)_([_15’_5] + 20] as their 95%
confidence interval, where o is the standard deviation formulated by [Svensmark et al.| (2012al)
by averaging the standard deviations of “100 realizations of the mean of 5 randomly placed
36-day intervals, chosen from the 2000-2006 MODIS data, excluding the FD event intervals”.
However, when working with a sample rather than a known population, they should instead
estimate a confidence interval [X —t, /2, NS, X 41, /2, ~S] based on the sample_, where ¢,/2 v
is Student’s one-tailed t-statistic for confidence level /2 and sample size N, X is the sample
mean and S is the sample standard deviation.

As has correctly been pointed out by [Rypdall (2012)), a certain number of data points are
expected to fall outside of the confidence interval. InSvensmark et al.| (2012b), it was stated that
strong autocorrelations within the data would affect the proportion of data points which would
be expected to fall outside of the confidence interval. However, the autocorrelations would also
increase the magnitude of the confidence interval. When data are strongly autocorrelated, their
values have less spread than would be expected from random fluctuations about a mean, leading
to an underestimation of the sample variance. Because there are only N, independent data
points in the sample, the sample standard deviation should be S =", (X — X4)?/N., which
will be larger than the sample standard deviation calculated from N (Wilks| [1997). This will
increase the confidence interval and make the rejection of the null hypothesis less likely.

Superposed epoch analysis can be used to detect signals in data where the underlying vari-
ability of the system can cause problems (Chree, [1912). This is done by defining a new set of
data X;; =Y;; —m;j—c; + Y where m;j is the value of the linear fit through the ith epoch’s
data on the jth day of the epoch, ¢; is the ith epoch’s intercept, Y;; is the data from the jth day
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of the ith epoch, and Y is the ensemble mean over all epochs. This new definition removes any
linear trend from the data and ensures that all epochs have the same mean Y, thus providing a
more comparable picture of the underlying distribution while retaining all variation within each
epoch.

Svensmark et al.| (2012a) have uploaded the IDL code which they have used in their statistical
analysis, and it has therefore been possible to engage in an in-depth statistical assessment of the
data. Figure [1| shows the change in the apparent response in LCF as the calculation of the
95% confidence interval (light grey) is improved using the method outlined above. LCF was
chosen as it had the strongest response of the six variables when analysed using the superposed
epoch method (cf.[2]). To accurately determine whether any response is statistically significant, it
would be necessary to test the data for normality using a Shapiro-Wilk or Kolmogorov-Smirnov
test. If the data are from a fat-tailed rather than a normal distribution, the confidence interval
calculated from the sample will be underestimated.

Figure 1 (a)|shows the response of the LCF using Svensmark et al.|(2012a)’s analysis method.
Figure [1(b)] shows the same data, but using the mean from the whole 36-day period instead
of the 15 days prior to the Forbush decrease. The apparent increase in the confidence in-
terval is due to a change in the scale of the y-axis. Figure uses the confidence interval
(X — ta/Q,NS,X +ta/2,nS], instead of [X —20,X +20]. In Figure superposed epoch
analysis is used to adjust the data from each Forbush decrease, removing any linear trends and
making the data comparable. The red line in Figure |1(d)[ shows the three-day running mean, as
in Figure 1 of Svensmark et al|(2012a)). The adjusted data points are also shown. Figure [[(e)is
the same as Figure[I(d)] except that FD # 2 from Table 1 in[Svensmark et al|(2012a)) has been
omitted. Figure [I[(f)] accounts for autocorrelations within the data when calculating the confi-
dence interval. The effective sample size for LCF is N.yy =7.61 when calculated according to
the method specified in |Svensmark et al.|(2012b). Therefore, the size of the confidence interval
increases by 36/7.61 = 2.76 times.

A more appropriate statistical analysis shows that the observed response in data is not statisti-
cally significant. Figure[2|here shows the equivalent of Figure 1 in[Svensmark et al.[(2012a)), but
using superposed epoch analysis to calculate the confidence interval (equivalent to Figure |1(d))
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instead of Svensmark et al.| (2012a)’s approach. The effective sample size has not been ac-
counted for in Figure [2] as it was in Figure [[(f)] meaning that the true confidence interval is
likely to be larger due to the presence of autocorrelations.

Forbush et al.[ (1983) provide a thorough and detailed outline of the appropriate use of su-
perposed epoch analysis. Using [Forbush et al.| (1983)’s method of calculating the F-statistic
associated with a given data set, it should be possible to reduce the effect of noise or of long-
term changes in the data. Svensmark et al.| (2012al) would therefore not be limited to studying
only the first five FD events from Table 1 of |[Svensmark et al.| (2012a). |[Forbush et al.| (1983
warn quite strongly against accepting an apparent signal without testing for quasi-persistency
within the data. However, since we are dealing with five non-sequential epochs, the tests for
quasi-persistency described in [Forbush et al|(1983) cannot be carried out.

If the calculated F-statistic is larger than F}, for the appropriate confidence level, the response
is found to be significant. For I epochs of J days, there are (J - 1) and (I - 1)(J - 1) degrees of
freedom in the system; so for a confidence level o = 0.05, we have 35 and 140 degrees of
freedom, giving F,, = 1.5073. Autocorrelations were not accounted for within the data. If the
degrees of freedom of the system were reduced based on the number of independent data points,
the value of F, would increase, making the rejection of the null hypothesis less likely.

Table [T) gives the F-statistic for each data set, together with the W statistic from the Brown-
Forsythe test for homogeneity of variances and the probability P that this F-statistic occurred
by chance. If W > F,,, the variances of the different epochs are inhomogeneous; however,
Forbush et al.| (1982) point out that moderate departures from normally distributed data sets
with homogeneous variances have a negligible effect on the results of the tests. If P < 0.05, the
variations are found to be statistically significant.

Three of the data sets are found to be significant from this analysis; effective emissivity e,
LCF and CCN. When FD #2 is excluded, LCF is no longer found to be significant. It is notable
that € and LCF have by far the most inhomogeneous variances between epochs. The time series
for € and CCN are shown in Figures [3(a)land [3(b)] The time series of CCN shows both a very
low and very high peak in quick succession.

When examining a longer time period, missing data meant that two FD events had to be
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omitted from the time series running over [-40, 40]. Figures anduse FD #2, 3, 5 and
6. We can see from Figure [3(d)| that the CCN time series experiences a great deal of variance
and is likely to be a fat-tailed distribution. This is supported by the fact that|Svensmark et al.
(2012a)’s o value for CCN was sufficiently large that they did not observe significance in the
response. If the distributions from which CCN and € are drawn are not normally distributed, but
are instead highly fat-tailed, this test may incorrectly reject the null hypothesis.

My forthcoming paper (Dunne et al., 2012, in preparation) examines the response of atmo-
spheric aerosol concentrations and optical properties to a short-term decrease in the nucleation
rate using the global aerosol microphysics model GLOMAP. If a short-term change in the ion-
induced nucleation rate generates a response in cloud and aerosol properties, a global aerosol
microphysics model is the ideal tool to quantify that response. We did not find any statistically
significant response to a short-term change in the nucleation rate.

The use of the superposed epoch method has improved upon the methods of Svensmark et al.
(2012a), and found no evidence for any statistically significant response in optical thickness,
liquid water path, or effective radius. The response in liquid water path is dominated by FD
#2, and is no longer significant after its removal. Although there appears to be a statistically
significant response in CCN concentrations and effective emissivity, this may be due to the
inhomogeneity of variances between epochs. It would be advisable to account for autocorre-
lations within the data and compare a larger selection of Forbush decreases over a longer time
series before accepting the significance of these signals as true. The analysis carried out by
Svensmark et al.| (2012a) is flawed for several reasons outlined in this and other comments on
the manuscript, but especially due to the bias introduced to the system by neglecting to use
the average over the whole sample. Therefore, in my opinion the manuscript does not have
sufficient merit to proceed to ACP.
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Fig. 1. Change in the apparent response of LCF with improved statistical analysis.
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Fig. 2. Response in the MODIS data sets using superposed epoch analysis (equivalent of Figure 1 from

[Svensmark et al| (2012a).)
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Table 1. The data sets found to be significant also had less homogeneous variances between epochs
(larger W statistic). Based on this, it would be precipitate to accept this apparent signal without at least
including additional Forbush decreases in the analysis and accounting for autocorrelations within the
data.

* The residual variance is larger than the signal variance, and so instead 1/F was tested against F, (140,35)
= 1.6138, as was done by [Forbush et al.|(1983).

** LCF with FD #2 excluded was tested against F,(35,105) = 1.5352.

Variable H S?2 \ S% \ F \ P \ w ‘
Effective Emmisivity 5.64x107° [ 2.22x107° [ 2.54 | <0.0001 | 5.98
Optical Thickness* 0.067 0.069 1.02 0.49 2.28
Liquid Cloud Fraction 1.07x107* | 6.17x107° | 1.74 0.01 5.36
Liquid Cloud Fraction** 5.7x1075% | 4.7x107° | 1.16 0.28 7.36
Column integrated CCN* || 4.73x 10 | 8.29x 1013 | 1.75 | 0.0277 | 3.12
Liquid Water Path 5.66 5.49 1.03 0.44 2.13
Effective Radius 0.021 0.018 1.14 0.29 3.80

10



