Aerosol decadal trends – Part 2: In-situ aerosol particle number concentrations at GAW and ACTRIS stations
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Abstract

We have analysed the trends of total aerosol particle number concentrations (N) measured at long-term measurement stations involved either in the Global Atmosphere Watch (GAW) and/or EU infrastructure project ACTRIS. The sites are located in Europe, North America, Antarctica, and on Pacific Ocean islands. The majority of the sites showed clear decreasing trends both in the full-length time-series, and in the intra-site comparison period of 2001–2010, especially during the winter months. Several potential driving processes for the observed trends were studied, and even though there are some similarities between N trends and air temperature changes, the most likely cause of many Northern Hemisphere trends was found to be decreases in the anthropogenic emissions of primary particles, SO$_2$ or some co-emitted species. We could not find a consistent agreement between the trends of N and particle optical properties in the few stations with long time series of all of these properties. The trends of N and the proxies for cloud condensation nuclei (CCN) were generally consistent in the few European stations where the measurements were available. This work provides a useful comparison analysis for modelling studies of trends in aerosol number concentrations.

1 Introduction

Aerosol particles have a wide range of effects on health, visibility, and climate. In general, higher aerosol concentrations are usually associated with increased health risks (e.g. Dockery and Pope, 1994; Donaldson et al., 1998; WHO Working Group, 2003), decreased visibility (e.g. Charlson, 1969), and, for non-absorbing particles, cooling of the atmosphere (e.g. IPCC, 2007), although all of these effects are very much dependent on aerosol size distribution and composition. Notably, the number concentration of potential cloud condensation nuclei (CCN) particles is a key parameter controlling the aerosol-cloud interaction, and changes in the global CCN concentrations could affect the climate system significantly (Lohmann and Feichter, 2005).
This is the second part of the aerosol trends analysis initiative, with the companion paper concentrating on the trends of aerosol optical properties (Collaud Coen et al., 2012). In this paper, we provide more information on the particle number concentration and (on more limited scale) particle number size distribution trends, compare the results of the two papers, and explore some potential drivers of the observed trends. Due to this two-paper format, we refer to the companion paper for more in depth literature review of aerosol climate, air quality, and visibility impacts, and on the past explorations of aerosol trends.

One key aspect of aerosol populations is the number concentration of aerosol particles. Number concentrations were one of the first quantitative measures of aerosol concentrations in ambient air (Aitken, 1889), and subsequent developments in instrumentation (McMurry, 2000) have made them a semi-standard measurement at many long-term air observatories (Global Atmosphere Watch, 2003). Aerosol number concentrations ($N$, or condensation nuclei, CN) measured with condensation nuclei counters are a bulk property of the aerosol number size distribution, and thus integrate over a wide range of aerosol properties and sensitivities to different processes. Particle lifetimes are highly variable: both the smallest (less than around 50 nm in diameter) and largest end ($d_p > 1000$ nm) of the aerosol number size distributions have much lower lifetimes in the atmosphere than the main part of the distribution, concentrated around the Aitken and accumulation modes (Jaenicke, 2008). The aerosol number concentration variability thus has contributions from relatively short time-scale processes of small and large particles, and relatively long time-scale processes dominating the Aitken and accumulation modes. This is one of the reasons why size selective number concentration measurements are of particular use for aerosol-climate trend analysis. Unfortunately, long datasets of such measurements are scarce (four stations in this analysis), and concentrated in Europe. Although recently significant improvements in the site density for such measurements have been done globally in the context of the GAW network or the ACTRIS EU-Infrastructure project, they will only benefit future studies.
Particles across the whole particle size spectrum are not equally relevant to climate. Numerous and highly variable nano-particles with diameters less than approximately 50 nm do not act as CCN (e.g. McFiggans et al., 2006) although they can make up the bulk of the aerosol number population. In contrast, long-lived accumulation mode particles (usually between 100 nm and 1 µm diameter) are generally good CCN, can scatter light efficiently, and, especially in polluted areas, often contain black or brown carbon. Thus climate impacts of aerosols are not, even in clean areas, necessarily proportional to total particle number concentration. Particle growth processes (especially condensation and cloud processing) are important in moving the small nanoparticles to particle sizes with long lifetime and more climate relevance (Pierce and Adams, 2007). Such growth does not directly affect the particle number concentration total, but should, in the end, increase the long-term number concentration average, as the particles live longer in the atmosphere.

New particle formation creates particles at the smallest end of the aerosol number size spectrum, which has the tendency of increasing number concentration variability and the mean number concentration, but, until the particles grow significantly, will not have a strong effect on climate. Most nucleation events happen during daytime (Kulmala et al., 2004b), in contrast to seemingly more localized and rare night-time nucleation (e.g. Ortega et al., 2012), and the initial growth to more CCN-relevant particle sizes usually happens in continental atmospheres within the same day or the next night (Sihto et al., 2011). Modelling studies indicate that on a global scale the fraction of particles originating from new particle formation accounts for a large fraction of the total particle number concentration (Spracklen et al., 2006, 2010; Makkonen et al., 2009). Mechanisms involved in the formation of secondary aerosols are complex and influenced by gaseous precursors, concentrations of existing aerosol, and atmospheric conditions (e.g. RH, T, presence of clouds). A recent modelling study of the aerosol particle number concentration trends evaluated the possibility that increasing air temperatures might decrease particle nucleation rates and thus global \( N \) concentrations (Yu et al., 2012).
The long-term variability of aerosol particle number concentration is relevant for climate research, as it can reveal important feedback mechanisms that need to be accounted for in projection studies, provide important information on past drivers of climate change, and give a useful comparison parameter for long-term simulations of atmospheric chemistry. Analyses of the variability of aerosol number concentration and size have been performed by many studies, in particular from regionally representative stations of the Global Atmosphere Watch (GAW) network or affiliated to the EU-Infrastructure ACTRIS. Measurements are reported for stations located within the planetary boundary layer at rural and remote sites (e.g. Mäkelä et al., 2000; Birmili et al., 2003; Tunved et al., 2003; Rodríguez et al., 2005), in the Arctic atmosphere (Komppula et al., 2003), in marine environment (e.g. Yoon et al., 2007), and in the free troposphere (Nyeki et al., 1999; Weingartner et al., 1999; Venzac et al., 2009; Boulon et al., 2010; Hallar et al., 2011). Bodhaine (1983) reported measurements at the NOAA baseline stations. In general, aerosol number concentrations and size distributions at remote continental sites show high seasonality, suggesting that biogenic processes can significantly affect the number concentrations in these regions and that photochemical processes can also affect this variability. The high seasonality can easily mask any other long-term variability, if not properly taken into account. At other locations, such as Central European sites, the aerosol background does not show such high seasonal variability and appears to be controlled more directly by the emission intensity (Asmi et al., 2011). As noted in the companion paper, aerosol number concentration trends have not been so widely studied as trends in other aerosol properties, especially particulate matter (PM) and aerosol optical depth (AOD).

It is necessary to have access to time series over sufficient duration to distinguish between short-term variability and long-term trends. Continuous measurements of aerosol number concentration and size were initiated in the mid-70s at some stations (South Pole, Barrow, American Samoa and Mauna Loa) as part of the NOAA network (Bodhaine, 1983), but it is only from the early 90s that reporting aerosol number concentrations or number size distributions have become more common. As of today,
nearly 30 stations are regularly reporting number concentration information, many including the number size distribution information, to the World Data Center for Aerosols (WDCA) but very few records span over more than 5 yr. As discussed in Collaud Coen et al. (2012), analyses of long-term trends for aerosol physical or optical properties require at least 10 yr long records, which explains why very few studies have been published on aerosol particle number concentration trends.

Our aim is to provide reliable information on aerosol number concentration decadal trends. We study the similarities to aerosol optical properties trends (using results from the companion paper) and discuss potential causes for the long-term trends. We also evaluate the trends of aerosol number size distributions in locations where such information is available, and study the applicability of aerosol particle number concentration trends to CCN-sized aerosol properties in these environments. The results are meant to be consistent and robust for end-user groups from aerosol specialists to climate modellers.

2 Theory and methods

2.1 Measurement sites

Table 1 summarizes the sites and the instrumentation used in this analysis. Most of the sites used in this study are in the Global Atmosphere Watch (GAW) program, with associated quality control and measurement standards (Global Atmosphere Watch, 2003). Some additional European sites, with long time series of size distribution data used standard operating procedures that have been implemented within the European infrastructure EUSAAR and ACTRIS or within the GUAN network in Germany (Philippin et al., 2009; Birmili et al., 2009; Wiedensohler et al., 2012). Notably, all stations in this study are located at regional background locations, which in this context means that the stations are not near (within a few kilometres) obvious strong anthropogenic sources, such as cities, factories or highways. This is not to say that there is no anthropogenic
influence: even Antarctic stations have the potential of pollution from the station itself. The sites are described in detail in Table 1. Additional site information is found in the companion paper (Collaud Coen et al., 2012), in Asmi et al. (2011) for Hyytiälä, Pallas and Melpitz, Laakso et al. (2003) for Värriö, Borys and Wetzel (1997) for Storm Peak Laboratory, and Bodhaine (1983) for American Samoa.

2.2 Instrumentation

The aerosol particle number concentrations were measured with a variety of condensation particle counters (condensation nuclei counters), which differed significantly in type and performance from site-to-site (Table 1). The sites generally operated similar or often the very same instrument thorough the analysis period, and if the instrumentation change was considered major, the data were either split into two parts (stations SPO and SMO) or a part of the time series was not included in the analysis (e.g. station MHD measurements in 1990s). The main criterion for having a dataset of one station was at least 10 yr of relatively continuous measurements. Longer gaps are mentioned in Table 2, and can affect the trend results.

The number size distribution measurements were obtained by custom-made mobility particle size spectrometers (differential mobility particle sizer, DMPS) systems, which stayed relatively unchanged during the whole measurement period. In Hyytiälä, the DMPS inversion routine has changed during the period, but the measurements were considered to be comparable by the data providers. All of the stations included in the size distribution analyses had either constant monitoring of the instrument by measurement personnel (Hyytiälä) or effective site calibration routines.

2.3 Data selection

A crucial choice is to use either $N$ or $\log_{10}(N)$ as the main property of study. There are many reasons to support the log-scale as the natural scale of study for aerosol particle number concentration trends:
1. Usually, one is interested more in the relative trends of the property in question (with units of % yr\(^{-1}\)), as this is the approach which enables comparison in the trend from stations with different background concentrations. If the trend is calculated from a linear scale of \(N\) (with units of cm\(^{-3}\) yr\(^{-1}\)), one must then choose the concentration that is used to divide the linear trend to get the relative trend. This additional degree of freedom can produce some bias in the resulting trend. For agreement with the companion paper methodology, where logarithmic transformation was not used for practical reasons, we also calculated similar linear-to-log relative trends using the sample median as the divisor, when using the Mann-Kendall (MK) methodology (see Sect. 2.5).

2. The log-scale is arguably more natural to study aerosol concentrations. Not only is the shape of the histogram more balanced (often close to normal) on a log-scale, but also individual outlier values have much less effect on the trend fitting in logarithmic space. This is especially important for the generalized least squares (GLS) method (Sect. 2.5.1), which like any least squares method, can be sensitive to extreme outlier values.

3. The aerosol-cloud interaction is more connected to the relative changes in the aerosol properties than to the absolute changes of the concentrations. This is evident in many of the semi-empirical CCN-to-CDNC (cloud droplet number concentration) formulas presented in the literature, where the CDNC count is typically related to the logarithm of the CCN number concentration (e.g. Gultepe and Isaac, 1999), or directly to relative change of the CCN number concentration (Platnick and Twomey, 1994).

Based on these reasons, we concentrated on the relative trends of the \(N\) concentrations, calculated using log\(_{10}(N)\) datasets. The additional MK trends were calculated using a linear scale, resulting in cm\(^{-3}\) yr\(^{-1}\) trends, which were then changed to relative trends by dividing by the sample median.
Another issue is the climate relevance of the resulting trend. CCN are only a small part of the total aerosol particle number concentration, and accurate knowledge of concentrations in the accumulation mode and at the larger end of Aitken mode can not be directly obtained from the $N$ data only. As mentioned previously, strong connections exist between number concentration of particles and their fraction in the very small size range (Spracklen et al., 2010; Reddington et al., 2011). In this paper, we have used stations reporting size distribution datasets, and we studied the size-dependence of the observed trends by calculating both $N_{20}$ concentrations (particle diameters from 20 nm to 500 nm) and $N_{100}$ concentrations (diameters from 100 nm to 500 nm), with the assumption that $N_{100}$ will represent the CCN sized particle number concentration.

2.4 Data handling and pre-processing

The data were divided into several datasets for the use of this study. In GLS trend analyses (Sect. 2.5.1) two kinds of daily means were calculated for logarithmic datasets, one with the whole day data, and the other using only the periods between 21:00–09:00 of local solar time. This was done to test the sensitivity of trends to day-time nucleation bursts, and to potentially generate trends that are more dominated by trends in the Aitken and/or accumulation mode.

The station at Pallas (PAL) has frequent inside-cloud situations, which can affect the aerosol particle number concentrations, as the data used were from instruments that did not use a total aerosol inlet. For this reason, we followed the approach from Kivekäs et al. (2009), and pre-screened the data for only the periods where the local visibility was above 3000 m, indicating cloud-free conditions. At other stations with frequent inside-cloud situations, a heated total aerosol inlet was used, and the in-cloud situations should not affect the detected concentrations.

The daily means were, in the case of $N$, a suitable parameter to use, as the tests done with the full hourly timeseries did not show strong variation between hourly and daily mean values for the $N$ trends. This is not necessarily true for many other aerosol properties and thus we do not support this methodology without checking the dataset.
sensitivity for such averaging. For MK trends, hourly values were used for consistency with the companion paper methodology.

2.4.1 Quality assurance

The quality assurance protocol for this study was similar to the companion paper. As some of the data were from non-GAW stations, a similar procedure as in the GAW station quality assurance was adapted for this data. The overall procedure of the data checking was

- The data were initially collected and pre-screened by the institutions responsible for the dataset. These data were submitted to the GAW database at NILU and then downloaded for the use in this study.

- A questionnaire about changes in instruments, operating procedures, and data handling was sent to the data providers. The information from this questionnaire was used to detect potential disruptions in the dataset.

- The submitted data were independently visually inspected in log and in linear scales by the main author of this work. Questions, especially concerning rapid or un-characteristic changes in concentration or variability were then sent to the data providers for resolution.

- If a change in the instrumental conditions was co-incident with a clear change in the concentration level or variance, the data of the changed period were not included in the analysis. In many cases, the disruption was only temporary, and the data were again accepted when the signal returned to close-to-normal level after the next instrument check-up.

Notably, this quality assurance removed significant parts of data from some of the stations. The updated versions of the datasets were submitted to the GAW WDCA database in NILU EBAS (http://ebas.nilu.no/) for more general use by other studies.
The resulting improvement in the quality of data highlights the benefits of close interaction between data users and data providers to long-term monitoring.

### 2.5 Trends and confidence intervals

Aerosol number concentrations are not usually normally distributed in either concentration or size space. Traditionally, the size distribution function is assumed to consist of relatively log-normal modes (Seinfeld and Pandis, 2006). Similarly, the aerosol number and mass concentration are also generally relatively log-normally distributed (van Dingenen et al., 2004; Asmi et al., 2011). There are some cases however, where this does not necessarily hold, such as mountain and coastal sites, where particle number histograms can be formed from several (semi)lognormal modes (Asmi et al., 2011).

A common feature in almost all atmospheric datasets, and in particular aerosol number concentrations, is a high autocorrelation (persistence) of the concentrations (Asmi et al., 2011). In essence this means that the variability of concentration time series is affected by long wavelength (slow) changes, and thus each measurement of aerosol properties in the typical measurement time interval is strongly connected to the previous measurements. This has an effect on the information content of the time series and can invalidate many statistical methods that assume independence of the data (von Storch and Zwiers, 1999). In the context of aerosol trends, this makes trend fitting using ordinary least squares (OLS) methods less reliable.

The concept of a trend has an implicit assumption that the time-series of observations \( x(i), t(i), i = 1 \ldots n \) can be sensibly broken down to a (log) linear long-term change (the trend) and short-term noise or periodic variability. As particle number concentrations have typically high autocorrelation, it is useful to include such effects into the data model. The simplest way is to model the data as lag-1 autoregressive process. Then, as the seasonality plays a strong role in the aerosol particle number concentrations, it is useful to take such effects into account as a stationary seasonal signal \( \Omega(t(i)). \)
time series is thereby separated to

\[ x(i) = \beta_1 + \beta_2 t(i) + \Omega(t(i)) + \alpha r(i - 1) + S(i)e(i) \]  

(1)

where \( \beta_1 \) and \( \beta_2 \) are the trend parameters (base level and slope), \( \Omega(t) \) is the seasonal signal, \( \alpha \) is the lag-1 autocorrelation coefficient, \( S \) is the magnitude of the random noise component, \( e \) is the random noise term and \( r(i - 1) \) is the total noise term (autocorrelation and random noise) of the previous observation \((i - 1)\).

Two methods for trend fitting were used: (1) The non-parametric Mann-Kendall trend analysis (MK) is based on rank and is associated with the Sen’s slope estimator allowing detection of the presence of a trend and its magnitude, respectively (Gilbert, 1987). To correct for autocorrelation in the data, a pre-whitening procedure was applied to the data prior to the trend detection (Wang and Swail, 2001; Zhang and Zwiers, 2004). Both methods were applied to linear space slope determination, which was then converted to relative trends by dividing by the sample median. The specifics of the MK methodology and related significance testing are described in the companion paper. (2) The generalized least square (GLS) trends, with either autoregressive or block bootstrap confidence intervals for statistical significance testing. The GLS approach is adapted from Mudelsee (2010) with minor modifications (notably assuming that variability and autocorrelation will not change strongly in the timeseries, i.e. \( \alpha \) and \( S \) are assumed to be time invariant, and by adding the seasonal components), and thus we only describe the method in an abbreviated form. Interested readers are recommended to read Mudelsee (2010) Chapt. 2, 3 and 4, with references therein.

### 2.5.1 Generalized least squares (GLS) trends

GLS fit parameters \( \beta \) (two trend parameters and four seasonal parameters) are calculated by minimizing the sum of squares to get the trend parameters \( \beta \) (Mudelsee, 2010, algorithm 4.3)

\[ SS = (x + T\beta)'V^{-1}(x + T\beta), \]  

(2)
where the data array $x$ is defined as

$$x = \begin{bmatrix} x(1) \\ \vdots \\ x(n) \end{bmatrix},$$

(3)

the time array $T$ as

$$T = \begin{bmatrix} 1 & t(1) & \Omega_1(t(1)) & \Omega_2(t(1)) & \Omega_3(t(1)) & \Omega_4(t(1)) \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ 1 & t(n) & \Omega_1(t(n)) & \Omega_2(t(n)) & \Omega_3(t(n)) & \Omega_4(t(n)) \end{bmatrix},$$

(4)

where seasonal components $\Omega_1...4(t)$ are four seasonal sinusoidal components defined as

$$\Omega_1 = \sin \left( \frac{2\pi t}{(1\text{yr})} \right), \quad \Omega_2 = \sin \left( \frac{4\pi t}{(1\text{yr})} \right),$$

$$\Omega_3 = \cos \left( \frac{2\pi t}{(1\text{yr})} \right), \quad \Omega_4 = \cos \left( \frac{4\pi t}{(1\text{yr})} \right).$$

(5)

The covariance $(n,n)$ matrix $V$ was defined as

$$V(i_1, i_2) = \hat{S}^2 \exp \left( -\frac{|t(i_1) - t(i_2)|}{\hat{\tau}'(\alpha)} \right)$$

(6)

where $\hat{S}$ is the standard deviation of the analysed signal, and $\tau'(\alpha)$ is the estimated persistence time approximation (Mudelsee, 2010, Chapter 2) with autocorrelation bias correction from Kendall (1954). In our case, the solution for the minimization of Eq. (2) was obtained using the Matlab function lscov, which uses either Cholesky or orthogonal decomposition of $V$, depending on the condition of $V$ (MathWorks, Inc., 2010).

The GLS fit first approximated the $\beta$ factors directly from the sample, using Eq. (2) with autocorrelation and standard deviation of the timeseries. Using the obtained trend
and seasonal signal, the timeseries was then split into trend, seasonal signal and the residuals (Eq. 1). The GLS fitting was then iterated using the autocorrelation and standard deviation of the residuals to update the $V$, until the relative difference between the trends from the last two iterations was below 1% of the trend slope.

### 2.5.2 Bootstrap confidence intervals (CI)

Fitting a trend does not itself tell if there is a significant linear (or log-linear) change in the time-series. Strong seasonality and noise of the datasets makes the trend detection difficult, potentially generating spurious trends and tendencies, even when using non-parametric methods. One approach to estimate the significance of the detected trends is by using statistical significance tests. The traditional statistical tests, assuming a specific shape of the distribution and independent measurements, are not directly applicable to aerosol particle number concentration datasets. In this paper, we concentrate on the bootstrap methods to evaluate the trend significance.

In this context, “bootstrapping” means that we estimate the robustness of the observed trend by calculating similar trends from re-sampled datasets, which are generated by randomly sampling (with replacement) the noise terms of the data model (Eq. 1). Figure 1 shows the two methods used for such re-sampled dataset generation in a schematic way.

The autoregressive bootstrap (ARB) approach used is directly applied from the Mudelsee (2010), algorithm 3.5. By randomly selecting (with replacement) the last part of the Eq. (1) ($e$) and re-building the datasets with the original autocorrelation, trend and seasonality, a semi-random realization of the time-series is created.

For studies of individual monthly trends, we used a moving block substitution bootstrap process (MBB) (Mudelsee, 2010, algorithm 3.3). This approach is natural for the monthly data, as the monthly datasets provide compact blocks of the timeseries that contain a significant part of the time series autocorrelation (persistence), and are short enough to have large enough pool of blocks for the resampling. MBB calculates the GLS trend as above for each month and constructs the bootstrapped timeseries by us-
ing randomized selections of the month-sized blocks of residuals from different years. In monthly data analyses, no seasonal fitting was implemented (i.e. the $\Omega$ terms in Eq. 4 were absent).

In both cases, the same trend analysis method as in the original GLS fit was then done to the bootstrapped timeseries (using the original co-variance matrix) to obtain bootstrapped trend parameters $\beta'$. The process was then repeated 1000 times in the analyses done in this paper to get the distribution of $\beta'$s, and the confidence intervals were then determined by selecting the 5th and 95th percentiles of this set. If the confidence interval of the slopes does not include zero (i.e. CI is either in the increasing or decreasing trend side), we consider the trend sign to be statistically significant (s.s.) at the 95% confidence level.

3 Results

The trends of number concentrations for the whole period of study are shown in Table 2 and in graphical form in Figs. 2–4. The time periods are not the same for all stations, but an overall negative trend is evident for stations where a statistically significant trend was observed, with one exception: CCN-sized ($N_{100}$) particle number concentrations at Pallas in Northern Finland. Notably, there is a lack of trend at the Central European sites JFJ, HPB and MPZ, although in the case of MPZ, the trend significance and even direction could be severely affected by the large gap in the data. The lack of trend in JFJ is in agreement with Collaud Coen et al. (2007).

The trends of night-time concentrations follow the overall trends very closely for most stations, showing that the trends in general are not very sensitive to diurnal variations in aerosol particle number concentrations. This suggests that either the trends are controlled by longer-lived aerosol populations in the Aitken and accumulation modes rather than by $N$ formed during nucleation bursts, or that the frequency and/or intensity of such bursts are relatively unchanging over the period studied.
The Mace Head (MHD) station data for the daily averages should be considered with some caution, as relatively persistent and strong coastal nucleation events had the tendency to create number concentrations that were above the upper detection limit of the instrument. This could result in biased trends, especially as the instrument upper limit had clearly changed several times during the measurement period. Nevertheless, night-time trends for this station have almost the same long-term behaviour as the whole-day trends, even though there were no such nucleation peaks in the night-time timeseries. This indicates that the lack of a detected trend is robust with respect to nucleation events, or that the signals from the day-time nucleation peaks were diminished by the upper detection limit of the instrument.

The MK and GLS/ARB methods of trend/significance testing agreed closely, especially in the sign and significance of the detected trends. The MK method gave s.s. trends, which the GLS/ARB method did not only in two cases (BRW and MHD), even though the MK trends were within the ARB confidence interval. The MK method gives slightly larger absolute trend values than GLS/ARB for the $N$ datasets, although this result is not universal. Overall, the relatively good agreement between the two methods on the trend sign, and to a lesser degree the trend magnitude, gives credibility to the technical robustness of the observed trends.

### 3.1 Trends of 2001–2010

We also calculated the trends for a shorter period, 2001 through 2010 (inclusive). This timeframe was chosen as a relatively long period when $N$, scattering, and light absorption data from many stations were available, to enable comparison of trends for different aerosol properties. The trends for $N$ are shown in Table 3. Notable changes from the all-time trends are the increase of concentrations at the Antarctic stations (obvious increase in SPO in Fig. 2a) and s.s. decrease at JFJ. Overall, the trends in this period agreed with the longer-period trends, which may be attributed to the fact that the full record from some stations was not very different from the period 2001–2010.
3.2 Monthly trends

Strong seasonality of aerosol number concentrations in many locations makes the long-term trends of different months interesting to study. The potential of biogenic organic emissions, or possibly seasonal anthropogenic emissions, to affect number concentrations can influence the trends. We used the GLS/MBB method of trend evaluation and bootstrap confidence intervals to detect the trends for each month. Similar analysis was also done with MK methodology, but the results are not shown here, because they were similar in statistical significance.

The results are shown in Fig. 3. The stations in the Central USA have a similar decreasing overall trend but different seasonal behaviour, with BND decreases concentrated in the fall months, SGP decreases more in the spring-summer period, and SPL having no month with statistical significance in agreement with Hallar et al. (2011). The Pacific stations have very stable decreasing trends with no clear seasonal effects. In Antarctica, the apparent decrease of the South Pole datasets is especially clear from September to May (SH summer) for SPO1, but no clear seasonal differences in the trends could be seen at NMY. In Northern Europe, the decreases are concentrated to wintertime for all PAL, VAR20 and HYY20 datasets. The PAL20 dataset does not agree in its seasonal or overall trend with the other datasets, most likely due the data gaps (see next section). In Central Europe, both MPZ and HPB seem to have decreases of concentrations during wintertime, but as this is balanced by increases in other seasons (especially in the MPZ spring-summer trends), the overall trends are minimal. The high-alpine JFJ shows a decreasing concentration tendency in summer (significant decrease in June) when the site is partially influenced by planetary boundary layer air (see also companion paper). At coastal MHD, the only s.s. trend seems be during fall, when the concentrations are decreasing.
4 Discussion

4.1 Trends of particle number concentrations vs. trends of “CCN”

As mentioned earlier, different particle sizes have different impacts on the climate system. Particles larger than 100 nm have much greater chance to act as cloud condensation nuclei and scatter light. Long-term measurements of the number size distribution make it possible to study the trends of different aerosol sizes separately. Unfortunately, long-time DMPS time series are only available from European sites, 3 of 4 in Finland, which reduces the applicability of these trends in a global context. Combined with nighttime means, the time-series can provide some information on the direct impact of the new particle formation on the long trends (i.e. on the effect of the “peak” of the particle number concentration spectra during the nucleation event), and on the possibility to generalize the \( N \) trends to CCN. The \( N_{20} \) and \( N_{100} \) trends agreed almost perfectly on all available datasets on trend direction, magnitude and significance. For Northern European conditions, the trends seem to be uniform over the size distributions, and the observed decrease in the \( N_{20} \) is applicable to “CCN” concentrations in this area and for this period. The general lack of difference between all-day and night-time mean trends demonstrates that the observed trends are robust representations of the relatively long-lived part of the size distribution, or that the frequency and intensity of new particle formation events are relatively constant. The similar long-term behaviour of \( N_{20} \) and \( N_{100} \) is in agreement with earlier studies of short time (2 yr) comparisons of 30–100 nm and 100–500 nm size class concentrations at European stations, where both concentrations showed a general tendency to follow each other (Fig. 13 in Asmi et al., 2011).

Measurements at PAL are a particular case in this context, as the station has both \( N \) and size distribution (\( N_{20} \) and \( N_{100} \)) measurements. The calculated trends do not agree well (Table 2), as the size distribution trends are either increasing or indicate no trend, while the total \( N \) is decreasing. This could be problematic, as the size cut-off difference between \( N_{20} \) and \( N \) concentrations is relatively small, 10 nm, and a large
difference in trends suggests high sensitivity to smallest particle sizes. However, we found that a possible reason for this apparent discrepancy is data availability, as the later years of the Pallas DMPS measurements had long gaps during periods with unusually low concentrations for the season, which effectively removed these low concentrations from the trend analysis. This was tested by replacing the missing $N_{20}$ measurements with $N$ measurements (which should actually overestimate the $N_{20}$ concentrations for the period), which results in significantly decreasing $N_{20}$ concentrations for the measurement period, similar to the $N$ time series. In another test, we only did trend analyses for both $N_{20}$ and $N$ for the period when both were available. In that test, both time series failed to produce a s.s. trend. This is not to say that $N_{20}$ and $N$ are the same series though, even though there is clear similarity in their behaviour ($R^2 = 0.61$, $n = 2446$, for daily mean $\log_{10}(N)$). A similar test could not be done for the $N_{100}$ concentrations. However, this analysis shows that gaps of even few months can affect the trend fitting for such relatively short time-series, especially if the seasonality and overall variability is high.

### 4.2 Trend reliability

The sensitivity of trend fitting to data gaps, as evidenced in the PAL station data above, can be problematic in some of the observed trends. As we do not have similar comparison datasets for other stations, different amounts of gaps in different seasons and different parts of the datasets can cause a bias in the observed trends. Graphs under each station’s timeseries in Figs. 2 and 4 show the seasonal data coverage for each dataset. Highly seasonal datasets (usually located in extreme latitudes) are perhaps more sensitive to data gaps, especially in the monthly trends (Fig. 3). In the overall trend calculation, both MK and GLS methods included a fitted seasonal component. This seasonal component fitting makes the trends less sensitive to seasonal gaps, although the trends will still be sensitive to gaps that happen during unusually low or high concentrations for that time of the year. This was the reason for the trend sign difference at PAL, and there is no clear way to make sure the same has not happened at
stations with many (or long) data gaps. Even in the best case, the lack of one season’s data could still affect the fitting of the seasonal component, influencing the detected trends indirectly.

The monthly trends do not have seasonal components for obvious reasons. This makes them more sensitive to the lack of data for specific years, especially at either end of the dataset. By going through the data coverage per season in Figs. 2 and 4 and trying to find seasons with particularly low representation in the dataset, or very one-sided datasets (e.g., consisting of mostly data from the beginning of the measurement period), we identified some specific times of the year when the monthly trends could be affected by data gaps. These are shown in Fig. 3 as gray arcs. The gaps cast doubt on the spring-summer increase at MPZ and on the BND autumn decrease. The above discussion is, however, a subjective analysis of potential errors due to the data gaps, and the true errors, especially at stations with long gaps in the middle, remain unknown.

4.3 Comparison with optical property trends

In the companion paper, the long-term trends of several aerosol optical properties are studied. Unfortunately, the long time series of aerosol particle number concentrations and optical measurements do not have high overlap. Table 4 shows the MK trends of \( N \) and optical properties for the period 2001–2010 for stations with data available on \( N \) and either scattering and/or absorption. Globally, the trends do not have strong similarities. Only the continental US stations (BND and SGP) show some similarity between \( N \) and scattering, but that could easily be coincidental. Similarly, there is little evidence of strong similarity between \( N \) and absorbing aerosol trends for this period. As the scattering measurements are more sensitive to the aerosol number concentration in the larger end of the accumulation mode than to smaller particles, this casts some doubt on the possibility to generalize \( N \) trends to trends in larger particle sizes. When the similarity between all-day and night-time \( N \) trends is also considered, the poor agreement of \( N \) and optical property trends suggest that the \( N \) trends are controlled by particles in the larger range of the Aitken mode and smaller range of the accumulation mode,
i.e. ca. 50–150 nm diameter. Another interpretation of the differences could be that the $N$ trends are more sensitive to the emissions than are the scattering or absorption coefficients.

The decrease of $N$ is combined with a regional decrease of aerosol scattering in the continental US, with some similarity with MODIS satellite-derived AOD trends of de Meij et al. (2012). Similar agreement could be found in the Pacific, where increasing scattering trends agreed with MODIS trends. In other regions, no such clear similarity is seen and it does not seem that the different integral properties of the aerosol population have high agreement in their trends globally. Thus, generalizing aerosol trends over different properties is potentially error prone due the differences in processes controlling these aerosol properties.

### 4.4 Possible drivers of aerosol number concentration trends

This paper provides, for the first time, global information on $N$ trends for all stations reporting at least 10 yr of $N$ data to WDCA. With few exceptions, the results show a general, significantly decreasing trend, of the order of a few % yr$^{-1}$ (max negative trend is $-5.7$ % yr$^{-1}$ at SGP). A full explanation of the causes of these trends would require a chemical transport model with detailed aerosol processes and observed meteorology, which is far beyond the scope of this article. Instead, we explore possible explanations for the trend strengths and directions to assess which are consistent (or inconsistent) with the observations. There is no reason to assume that there would be a single over-arching factor determining the aerosol trends at all stations. All of these analyses were done with data from 2001 to 2010 (inclusive) only, to include the maximum number of stations and to keep them comparable to each other. This is thus more of a study of behaviour during the past decade, rather than longer-term trends.

The mechanisms compared are:

1. Yu et al. (2012) proposed that increasing air temperatures lead to decreasing trends of aerosol number concentrations. The mechanism was based on the
principle of higher temperatures increasing the saturation vapour pressure of the nucleating species, thereby decreasing the nucleation rate and finally the aerosol particle number concentration. As saturation vapour pressures are generally exponentially-dependent on air temperature, the approximate relationship between \( N \) and temperature trends (\( \text{tr} \)) would be \( \text{tr}(\log(N)) \sim -\text{tr}(T) \). Yu et al. (2012) compared surface temperature trends from an IPCC report with \( N \) trends. A modeling study by Merikanto et al. (2009) concluded that most of the aerosol number concentration formed by nucleation, especially for CCN sizes, are actually formed in the free troposphere (FT). For this reason, we downloaded the RSS MSU satellite monthly mean product of lower troposphere temperatures from http://www.remss.com. The data would then support the Yu et al. (2012) hypothesis and the Merikanto et al. (2009) result if the linear trend of FT temperatures was similar in magnitude but opposite in sign to the trend of the logarithm of observed \( N \) concentrations.

II. In continental areas, surface temperatures have potential impacts on volatile organic compound (VOC) emissions from biogenic sources (Schurgers et al., 2009). Oxidation of VOCs can affect aerosol formation rates (Kulmala et al., 2004a; Paa-sonen et al., 2010) and mass concentration (Leaitch et al., 2011). As the emission rate is related to the exponential of the temperature (as in case I, above), the expected functional form would be \( \text{tr}(\log(N)) \sim \text{tr}(T) \). The biosphere is located at the surface, so surface temperatures are the only reasonable comparison. We obtained surface temperature trends directly from the instrumental GISS temperature trends web applet http://data.giss.nasa.gov/gistemp/maps/\(^1\) (Hansen et al., 2010). A reasonable expectation for this mechanism is that an increase in the regional temperatures would lead to an increase in aerosol particle number concentrations. However, as this process is connected to biogenic emissions from land vegetation, it should not influence stations in marine or polar environments.

\(^1\)With the settings \texttt{GHCN\_GISS\_HR2SST\_1200 km\_Trnd0112\_2001\_2010}
III. Anthropogenic emissions are, of course, a major source of aerosol particle number concentrations. SO₂ is a major precursor of secondary particles, sulphuric acid – the most important species in new particle formation – and sulphates produced from in-cloud oxidation. Changes in primary particles can, however, act in both directions: they can increase the particle number directly, or they can reduce the new particle formation rate by acting as sinks for particles and condensable vapours. We considered these changes by obtaining the SO₂ and PM₁₀ emission inventories for the years 2000–2008 from EDGARv4.2 global emission inventory². The timeframe is slightly different than for the N measurements due to limitations of the available emission data, and the data were annual averages, giving only 8 datapoints per pixel. We averaged the annual emission rates over a 0.5 × 0.5 degree grid before trend-fitting for computational reasons. For this mechanism, one would expect the concentrations to have similar trends as the emissions, and thus the comparison was aimed at the question: are the relative trends similar for N and the potential anthropogenic precursors?

IV. Aerosol-cloud interactions are two-way streets, and changes in meteorology can affect aerosol concentrations. Besides the temperature effects (I and II above), two other potential meteorological explanations for the aerosol number trends were considered: (i) precipitating clouds are a major sink for the CCN-sized particles, and thus changes in precipitation should also influence the long-term aerosol number concentrations. An increase in rainfall should thus be associated with a decrease in particle concentrations. (ii) Aerosol and aerosol precursor emissions are generally at ground level, but the concentration is affected by the height of the mixed layer. If there is a consistent relative change in the mixing layer height, this could lead to relative changes in aerosol concentrations,

even when surface emissions are constant. An increase in the general boundary layer heights could also act as a proxy of possibility of incursions of boundary layer air to high altitude stations. To study these two parameters, we collected the “synoptic monthly means” 2001–2010 datasets of both total precipitation and boundary layer heights from the ECMWF ERA-INTERIM re-analysis at http://data-portal.ecmwf.int/data/d/interim_full_mnth/ (Dee et al., 2011). The monthly means of daily-accumulated total precipitation were assumed to represent changes in regional precipitation of the station, and the boundary layer heights were assumed to represent the changes in the mixing layer behaviour.

For all the datasets described above, we did a simple ordinary least squares (OLS) trend fit for each map grid point over the period 2001–2010 (2001–2008 for EDGAR emissions), i.e. we assumed that the comparison series are independent and normally distributed. For relative trends, the fit was done to the logarithm of the data. No tests of statistical significance were done for these comparison datasets, and thus the main idea was to identify possible qualitative similarities between \( N \) trends and these potential controlling factors. The resulting trends are shown in Fig. 5; as aerosol particles have a life time of approximately one week, we will concentrate on the changes in the regional behaviour of the potential trend drivers.

Free tropospheric temperatures have decreased or stayed the same near almost all of the stations (Fig. 5a), which does not agree with the expectations of case (I) above. We can not compare the results near the Antarctic stations due the limitations of the RSS MSU coverage, but for the other stations the quantitative agreement in the trends between FT temperature and \( N \) is evident. Even if the nucleation is actually dominated by the surface temperatures, the high similarity between FT temperature trends and surface instrumental trends (Fig. 5b) do not provide support for case (I) for this

\[3\]

Data were downloaded with times 00:00:00 and 12:00:00 with step of 12 h. The monthly means of daily forecast accumulations of precipitation were obtained by summing both monthly values as described in http://www.ecmwf.int/products/data/archive/data_faq.html. The data were re-gridded by the ECMWF dataserver to 1 × 1 degree resolution.
time period, as the trends are generally in the same direction or non-existent. Instead, the surface temperature trends (Fig. 5b) resemble the $N$ trends at continental sites where mechanism (II) could apply, especially considering that the prevailing winds in the Northern Europe are from the western direction. The marine sites do not have visible temperature trends in the GISS dataset, and the similarity between Antarctic $N$ and $T$ trends is most likely co-incidental, as there is no vegetation to emit VOCs in that region. Overall, of the temperature-based trend mechanisms, case (II) seems to have better agreement with the measurements for this time period. However, when the time-period studied is increased to cover the period from 1995–2010 (Fig. 6), the picture for the case (II) changes: even though the number concentration trends for this time period are still negative in Northern Europe and the continental US, the surface temperature has actually increased in Northern Europe over the period. This change in the temperature trend, depending on the period studied, but not observed in the $N$ trends, suggests that the overall $N$ trends are not consistently affected by air temperature changes. This results casts doubts on the global explanatory power of both theories (I) and (II) as a dominating effect. Additionally, the locations where the 2000–2010 surface temperature and $N$ trends agree most evidently, Central USA and Northern Europe, have most of their $N$ decreases during wintertime – a period of decreased or non-existent BVOC emissions.

According to the EDGARv4.2 inventory, anthropogenic emissions have changed in the period from 2000–2008 (Fig. 5c–d). The trends in $SO_2$ and $PM_{10}$ emissions in Europe and North America have many similarities with the $N$ trends, especially for $SO_2$. In the Pacific region, increases from shipping emissions do not have similar behaviour as the $N$ trends, suggesting that the trends there are not sensitive to the anthropogenic emissions of these species, or that the inventories are incomplete. The inventoried an-

---

4We also compared the the $N$ trends with the trends of an another instrumental temperature dataset: cRUTEM4v (Jones et al., 2012), which resulted in qualitatively similar results (see Supplement Fig. S1), with the main difference being that the for 1995–2010 period, the region around continental US sites had generally no trend in the temperature records.
throphogenic emissions are zero for Antarctica, but there are indications that emissions from the South Pole base itself might affect number concentrations at SPO\textsuperscript{5}. Overall, anthropogenic SO\textsubscript{2} emissions generally have similar behaviour as \( N \) trends in this period, and we could not find opposing trends between \( N \) concentrations and PM\textsubscript{10} emissions, making the trend model (III) for SO\textsubscript{2} a possible partial explanation of the aerosol particle number concentration trends. Notably, the trends of the SO\textsubscript{2} emission datasets are also decreasing in the 1995–2008 period (not shown), making the anthropogenic influences a potential explanation of the observed \( N \) trends on that timescale as well. However, the absence of a decreasing \( N \) trend at MPZ and HPB, even with the decrease in Central European SO\textsubscript{2} emissions, shows that this process is not necessarily linearly correlated in polluted environments, presumably due to multiple complex feedbacks in aerosol growth and dynamics (Hamed et al., 2010).

Total precipitation trends were generally weakly increasing near the measurement stations (Fig. 5e), and further analysis (not shown) with separate large-scale and convective precipitation did not change this weak connection between the two. The largest changes in total precipitation were concentrated in the tropics, where no long-term measurements of \( N \) are yet available. Boundary layer heights did not either show high similarity with the observed trends, especially as in most of Europe the boundary layer height actually decreased during this period. We also did not find a similarity of mountain station (JFJ, MLO, SPL) \( N \) trends and boundary layer height trends. Overall, we did not find clear evidence of an impact of these meteorological parameters on the \( N \) concentration trends.

\textsuperscript{5}Construction of the IceCube neutrino observatory began in winter 2006–2007, which involved a large amount of drilling and snow moving, as the large detectors were buried deep beneath the ice surface. Moreover, the number of personnel at the station (at least over the summer seasons) has increased substantially.
5 Conclusions

Trend analysis showed that the near-surface concentrations of atmospheric aerosol particles decreased at most observation points since the 1990s. These changes are visible and statistically significant in most locations studied in this paper, covering Northern Europe, North America, Antarctica, and the Pacific Ocean. The derived negative relative trends are generally slightly lower in magnitude than the reduction of anthropogenic SO$_2$ emissions over the last decades in EU and in US. However, the low number of stations with long datasets does not allow us yet to conclude that such decreasing trends are universal, regionally or globally.

Aerosol number concentration trends showed clear seasonal variations, with Northern European stations especially showing decreasing $N$ trends during wintertime. As the wintertime concentrations should also be less influenced by biogenic sources of aerosol particles and aerosol precursors, this result suggests that the decrease in Northern Europe is more due to anthropogenic sources than biogenic ones. In the Central USA, the three stations showed clearly decreasing $N$ trends, although in different seasons. In the Pacific, the observed decreases did not have a seasonal cycle.

At stations where size distribution measurements were available, the trends of number concentrations of over 20 nm particles and over 100 nm particles generally agreed very closely with each other, suggesting that, at least for Northern European conditions, the observed decreasing trends are happening for both $N$ and CCN size ranges.

Comparison with results from the companion paper do not show clear similarities between the $N$ and optical properties trends, although the locations where this comparison could be made was limited. We also observed that gaps in the dataset can affect the resulting trends, especially at locations with large seasonal cycles. Based on this, we can not recommend using short time campaign-type measurements as the basis for trend analyses of aerosol properties, at least without further knowledge of the seasonal and inter-annual variability of $N$ concentrations in the area.
The high level of agreement between the two fitting methods used in this paper demonstrates the technical reliability of the trend fitting procedures. However, the overall reliability of the trends is also dependent on the data availability, which was unfortunately not optimal at some stations. However, due the overall lack of long duration data series, these are the pieces of information we have and they provide us with the only qualified estimations of long-term $N$ behaviour in these environments. Overall, we consider the observed trends to be the best available information on the trends of $N$ at present.

There is no real reason to assume that there is only one process affecting $N$ trends at one station, or that the same process would be effective globally. The low number of stations, and especially the lack of long-duration measurements in Asia and in the tropics, still limits the applicability of this kind of trend analysis for more effective conclusions of the factors affecting global aerosol loadings. The strongest support for the observed decrease in $N$ during 2001–2010 period, of the limited set of potential reasons for these trends that was considered, is the reduction in the anthropogenic sources of aerosols and aerosol precursors, SO$_2$ in particular. Another possible driver could be from the regional cooling of the atmosphere in Europe and Northern America during this period, decreasing the secondary biogenic aerosol mass in these regions. However, further analysis with longer time-periods and seasonal variation did not support such a temperature-based effect. We could not find evidence of temperature-nucleation feedback suggested by Yu et al. (2012) based on free tropospheric or surface temperatures trends. This does not mean that such processes could not affect the atmosphere in different regions, over different time-scales and different periods of time. We could also not find clear similarity between $N$ trends and trends of total precipitation or boundary layer height. The two Central European low-land stations did not show statistically significant trends. However, there are decreasing trends in monthly-analysed winter-time concentrations measured at these stations. As the role of biogenic emissions should be lessened during wintertime (making the anthropogenic emissions more prominent), this could indicate a role of human-induced emissions de-
creases also in HPB and MPZ dataset trends, which are masked by biogenic emission increases during the summer. This hypotheses, if true, hints that a simplified one-driver model of aerosol number concentration trends is not adequate, and future analyses of aerosol trend drivers must be able to include competing processes affecting the aerosol concentrations. A rigorous determination of which factors are actually behind the decreasing trends is left to future studies.

The past trends are useful for determining the mechanisms and sources behind the aerosol number concentrations. Until the cause of the trends is better constrained, however, drawing strong conclusions about the future of aerosol number concentrations is not possible. If the anthropogenic influences, suggested by part of the datasets, are really behind these significant decreases in the particle number, and the assumption that $N$ trends are representative of CCN trends is valid, the negative effects of pollution controls suggested by Brasseur and Roeckner (2005) could have some support from these results. There are indications that, in some areas, this change in emissions has already happened, making this decrease of particle number only of historical importance in some regions (Leibensperger et al., 2012), but the global effects of further air quality controls could still be adverse to climate (Kloster et al., 2008; Makkonen et al., 2012).

Keeping the long time series consistent requires considerable financial and human effort. The trend analysis in this paper and the companion paper clearly show the importance of long-time commitments to atmospheric aerosol measurements. Detecting changes in aerosol properties and identifying potential feedback mechanisms resulting from environmental changes will require sustained efforts done within GAW, IMPROVE, EMEP, and GUAN networks, supporting activities such as EUCAARI (Kulmala et al., 2011), and continuous support to aerosol observing infrastructures such as EUSAAR or ACTRIS in the EU. Currently, there are aerosol particle number concentration timeseries from 27 stations, and 14 stations with size distribution datasets in the EBAS database (http://ebas.nilu.no). Most of these measurements are ongoing, and in about 5 yr they start to be long enough to qualify for trend analysis. However,
even with this increased data availability, there is and will be still a clear inadequacy in the measurement network density in many areas of the world, which limits the assessment of aerosol variability at the global scale, and makes it even harder to increase our understanding of future changes in the atmosphere.

Supplementary material related to this article is available online at: http://www.atmos-chem-phys-discuss.net/12/20849/2012/acpd-12-20849-2012-supplement.pdf.
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Table 1. Measurement sites and instrumentation used in the trend analysis. Lower detection limit in particle diameter (LDL) is indicated as a nominal value from the instrument manufacturer (Liu and Kim, 1977, for GE CNC NO7006), and the particle range used for the size distribution measurements. The start times of each measurement are given in ISO 8601 format (YYYY-MM-DD). Last column lists the dataset acronym.

<table>
<thead>
<tr>
<th>Site</th>
<th>Area</th>
<th>Coordinates</th>
<th>Elev. (m)</th>
<th>Instrument</th>
<th>LDL (nm)</th>
<th>Start time</th>
<th>Dataset acronym</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neumayer</td>
<td>ANT</td>
<td>70.67° S 8.27° W</td>
<td>42</td>
<td>TSI 3022</td>
<td>7</td>
<td>1995-11-31</td>
<td>NMY</td>
</tr>
<tr>
<td>South Pole</td>
<td>ANT</td>
<td>90.00° S 24.80° W</td>
<td>2841</td>
<td>GE CNC NO7006</td>
<td>9</td>
<td>1974-01-01</td>
<td>SPO1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>TSI 3760</td>
<td>15</td>
<td>1989-01-01</td>
<td>SPO2</td>
</tr>
<tr>
<td>Hohenpeissenberg</td>
<td>EUR</td>
<td>47.80° N 11.01° E</td>
<td>985</td>
<td>TSI 7610</td>
<td>15</td>
<td>1995-06-01</td>
<td>HPB</td>
</tr>
<tr>
<td>Jungfraujoch</td>
<td>EUR</td>
<td>46.55° N 7.99° E</td>
<td>3580</td>
<td>TSI 3010</td>
<td>10</td>
<td>1997-03-13</td>
<td>JFJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>TSI 3772a</td>
<td>10</td>
<td>2009-02-13</td>
<td></td>
</tr>
<tr>
<td>Mace Head</td>
<td>EUR</td>
<td>53.33° N 9.89° W</td>
<td>5</td>
<td>TSI 3025</td>
<td>3</td>
<td>2000-01-01</td>
<td>MHD</td>
</tr>
<tr>
<td>Pallas</td>
<td>NCA</td>
<td>67.97° N 24.12° E</td>
<td>560</td>
<td>TSI 3010</td>
<td>10</td>
<td>1996-01-01</td>
<td>PAL</td>
</tr>
<tr>
<td>Bondville</td>
<td>NCA</td>
<td>40.05° N 88.37° W</td>
<td>213</td>
<td>TSI 3760</td>
<td>15</td>
<td>1994-06-20</td>
<td>BND</td>
</tr>
<tr>
<td>Barrow</td>
<td>NCA</td>
<td>71.32° N 156.61° W</td>
<td>11</td>
<td>TSI 3760</td>
<td>15</td>
<td>1995-06-01</td>
<td>BRW</td>
</tr>
<tr>
<td>Southern Great Plains</td>
<td>NCA</td>
<td>36.60° N 97.50° W</td>
<td>318</td>
<td>TSI 3010</td>
<td>10</td>
<td>1994-01-01</td>
<td>SGP</td>
</tr>
<tr>
<td>Storm Peak Laboratory</td>
<td>NCA</td>
<td>45.460° N 106.74° W</td>
<td>3220</td>
<td>TSI 3010</td>
<td>10</td>
<td>1998-02-11</td>
<td>SPL</td>
</tr>
<tr>
<td>Mauna Loa</td>
<td>SWP</td>
<td>19.54° N 155.58° W</td>
<td>3397</td>
<td>TSI 3760</td>
<td>15</td>
<td>1999-06-01</td>
<td>MLO</td>
</tr>
<tr>
<td>Samoa</td>
<td>SWP</td>
<td>14.25° S 170.56° W</td>
<td>77</td>
<td>GE CNC NO7006</td>
<td>9</td>
<td>1973-06-01</td>
<td>SMO1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>TSI 3760</td>
<td>15</td>
<td>1992-05-01</td>
<td>SMO2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>TSI 3010</td>
<td>10</td>
<td>2004-02-21</td>
<td></td>
</tr>
</tbody>
</table>

Size distribution datasets

<table>
<thead>
<tr>
<th>Site</th>
<th>Area</th>
<th>Coordinates</th>
<th>Elev. (m)</th>
<th>Instrument</th>
<th>LDL (nm)</th>
<th>Start time</th>
<th>Dataset acronym</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hyytiäälä</td>
<td>EUR</td>
<td>61.85° N 24.29° E</td>
<td>179</td>
<td>DMPS 20–500</td>
<td>1996-01-19</td>
<td>HYY20</td>
<td></td>
</tr>
<tr>
<td>Pallas</td>
<td>EUR</td>
<td>67.97° N 24.12° E</td>
<td>560</td>
<td>DMPS 100–500</td>
<td>2004-01-19</td>
<td>HYY100</td>
<td></td>
</tr>
<tr>
<td>Melpitz</td>
<td>EUR</td>
<td>51.54° N 12.93° E</td>
<td>87</td>
<td>DMPS 100–500</td>
<td>2000-04-11</td>
<td>PAL20</td>
<td></td>
</tr>
<tr>
<td>Värriö</td>
<td>EUR</td>
<td>67.76° N 29.61° E</td>
<td>390</td>
<td>DMPS 100–500</td>
<td>1992-05-01</td>
<td>MPZ20</td>
<td></td>
</tr>
</tbody>
</table>

ANT = Antarctica, EUR = Europe, NCA = North America and Caribbean, SWP = South West Pacific.

a Identical specification with TSI 3010.
b “Steamboat Springs” in GAWSIS 2.2 and in WDCA metadata.
Table 2. Trends of aerosol number concentrations for the entire period available for each dataset. Trends for daily means are calculated in logarithmic space for the GLS method (Generalized Least Squares). The confidence intervals (CIs) for the GLS method are calculated using an autoregressive bootstrap (ARB) method, showing the 5th and 95th percentile CIs. Mann-Kendall trends and significances are calculated in linear space, and the relative trends are obtained by dividing the absolute trend by the sample median concentration. Night time trends are calculated from night time (21:00–09:00 local (solar) time) means. The bolded trends have statistically significant sign (CIs are the same sign for GLS trends, for MK trends the trend passes the significance test with $p < 0.05$, see companion paper for MK test details). For data quality assurance, see text.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Region $^{a}$</th>
<th>Period</th>
<th>Trend of daily means (yr$^{-1}$)</th>
<th>Trend of night-time means (yr$^{-1}$)</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>GLS CI (ARB) MK</td>
<td>GLS CI (ARB)</td>
<td></td>
</tr>
<tr>
<td>NMY</td>
<td>ANT</td>
<td>1995–2010</td>
<td>0.2 % -0.5 % 1.0 % 0.8 %</td>
<td>0.4 % -0.3 % 1.1 %</td>
<td></td>
</tr>
<tr>
<td>SPO1</td>
<td>ANT</td>
<td>1974–1988</td>
<td>-2.2 % -3.4 % -1.0 % -4.6 %</td>
<td>-2.2 % -3.4 % -1.0 %</td>
<td></td>
</tr>
<tr>
<td>SPO2</td>
<td>EUR</td>
<td>1989–2011</td>
<td>-1.5 % -2.4 % -0.5 % -3.4 %</td>
<td>-1.5 % -2.3 % -0.6 %</td>
<td></td>
</tr>
<tr>
<td>HPB</td>
<td>EUR</td>
<td>1995–2011</td>
<td>-0.2 % -1.1 % -0.2 % 0.3 %</td>
<td>-0.1 % -0.5 % 0.4 %</td>
<td></td>
</tr>
<tr>
<td>JFJ</td>
<td>EUR</td>
<td>1997–2010</td>
<td>-1.0 % -2.6 % 0.5 % 0.5 %</td>
<td>-0.4 % -1.1 % 0.2 %</td>
<td></td>
</tr>
<tr>
<td>MHD</td>
<td>EUR</td>
<td>2000–2010</td>
<td>0.7 % -2.7 % 3.9 % -0.5 %</td>
<td>1.3 % -2.5 % 4.7 %</td>
<td></td>
</tr>
<tr>
<td>PAL</td>
<td>EUR</td>
<td>1996–2010</td>
<td>-1.5 % -2.6 % -0.4 % -1.0 %</td>
<td>-1.3 % -2.2 % -0.2 %</td>
<td></td>
</tr>
<tr>
<td>BND NCA</td>
<td>EUR</td>
<td>1994–2011</td>
<td>-2.7 % -3.5 % -1.9 % -4.6 %</td>
<td>-2.9 % -3.7 % -2.2 %</td>
<td></td>
</tr>
<tr>
<td>BRW NCA</td>
<td>EUR</td>
<td>1998–2011</td>
<td>0.4 % -1.0 % 2.4 % 1.1 %</td>
<td>0.9 % -0.7 % 2.5 %</td>
<td></td>
</tr>
<tr>
<td>SGP NCA</td>
<td>EUR</td>
<td>1997–2011</td>
<td>-2.6 % -3.3 % -1.8 % -2.3 %</td>
<td>-2.6 % -3.3 % -2.0 %</td>
<td></td>
</tr>
<tr>
<td>SPL SPL</td>
<td>EUR</td>
<td>1998–2010</td>
<td>-2.4 % -4.5 % -1.1 % -2.6 %</td>
<td>-2.5 % -4.3 % -1.3 %</td>
<td></td>
</tr>
<tr>
<td>MLO SWP</td>
<td>EUR</td>
<td>1999–2011</td>
<td>-4.0 % -4.7 % -3.3 % -3.1 %</td>
<td>-4.5 % -5.3 % -3.6 %</td>
<td></td>
</tr>
<tr>
<td>SMO1</td>
<td>EUR</td>
<td>1977–1992</td>
<td>-3.7 % -4.3 % -3.0 % -4.0 %</td>
<td>-3.5 % -4.0 % -2.9 %</td>
<td></td>
</tr>
<tr>
<td>SMO2</td>
<td>EUR</td>
<td>1992–2011</td>
<td>-1.1 % -1.7 % -0.4 % -0.3 %</td>
<td>-1.2 % -1.9 % -0.4 %</td>
<td></td>
</tr>
</tbody>
</table>

Size distribution datasets:

| HYY20 | EUR | 1996–2011 | -1.3 % -1.9 % -0.8 % -1.0 % | -1.2 % -1.8 % -0.6 % | |
| HYY100 | EUR | 1997–2011 | -1.5 % -2.5 % -0.5 % -1.9 % | -1.6 % -2.6 % -0.7 % | |
| VAR20 | EUR | 1997–2011 | -2.9 % -3.7 % -2.1 % -4.6 % | -2.8 % -3.7 % -1.8 % | |
| VAR100 | EUR | 1997–2011 | -3.5 % -4.8 % -2.4 % -3.2 % | -3.6 % -4.8 % -2.6 % | |
| PAL20 | EUR | 2000–2010 | 0.1 % -1.0 % 2.6 % 0.0 % | 0.7 % -1.0 % 2.1 % | |
| PAL100 | EUR | 2004–2010 | 2.6 % 0.5 % 5.3 % 5.0 % | 2.9 % 0.7 % 5.2 % | |

$^{a}$ ANT = Antarctica, EUR = Europe, NCA = North America and Caribbean, SWP = South West Pacific.

$^{b}$ Several instances of exceeding the instrumental measurement limits in the daytime datasets due to coastal nucleation – gap in 2001.

$^{c}$ Long gap from 1994 to 2004 – significant chance of error or bias in the analysis, especially as the instrument changed from 2004 on. See Table 1.

$^{d}$ Several data gaps in the last years of dataset, potential bias to trend.

$^{e}$ Station commonly in-cloud. Trends given for cloud-screened datasets.

$^{f}$ Long gap from 1998 to 2002 – significant chance of error or bias in the analysis.
Table 3. N trends for the period 2001–2010 for stations with at least 9 yr of data in that period. Notation as in Table 2. Trends are shown only for the all-day means, but as in Table 2, the differences with night-time mean trends are minimal.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Trend of daily means (yr(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GLS</td>
</tr>
<tr>
<td>NMY</td>
<td>3.3%</td>
</tr>
<tr>
<td>SPO2</td>
<td>4.8%</td>
</tr>
<tr>
<td>HPB</td>
<td>0.4%</td>
</tr>
<tr>
<td>JFJ</td>
<td>-2.2%</td>
</tr>
<tr>
<td>MHD</td>
<td>0.9%</td>
</tr>
<tr>
<td>PAL</td>
<td>-2.6%</td>
</tr>
<tr>
<td>BND</td>
<td>-4.6%</td>
</tr>
<tr>
<td>BRW</td>
<td>-0.4%</td>
</tr>
<tr>
<td>SGP</td>
<td>-5.7%</td>
</tr>
<tr>
<td>SPL</td>
<td>-5.6%</td>
</tr>
<tr>
<td>MLO</td>
<td>-2.1%</td>
</tr>
</tbody>
</table>

Size distribution datasets

<table>
<thead>
<tr>
<th></th>
<th>Trend of daily means (yr(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>HYY20</td>
<td>-2.8%</td>
</tr>
<tr>
<td>HYY100</td>
<td>-2.4%</td>
</tr>
<tr>
<td>PAL20</td>
<td>0.4%</td>
</tr>
<tr>
<td>PAL100</td>
<td>0.3%</td>
</tr>
<tr>
<td>VAR20</td>
<td>-3.0%</td>
</tr>
<tr>
<td>VAR100</td>
<td>-3.2%</td>
</tr>
</tbody>
</table>
Table 4. Comparison of trends and trend significances between $N$ and optical properties (from companion paper). The period of study is 2001–2010. Only MK trends are shown.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>CN Trend (% yr$^{-1}$)</th>
<th>Scattering coeff. (% yr$^{-1}$)</th>
<th>Abs. Coeff (% yr$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMY</td>
<td>3.7</td>
<td>2.5</td>
<td>−2.5</td>
</tr>
<tr>
<td>HPB</td>
<td>0.3</td>
<td>1.7</td>
<td>−3.9</td>
</tr>
<tr>
<td>JFJ</td>
<td>−1.6</td>
<td>−1.2</td>
<td>−1.0</td>
</tr>
<tr>
<td>MHD</td>
<td>0.9</td>
<td>2.7</td>
<td>−2.0</td>
</tr>
<tr>
<td>PAL</td>
<td>−3.0</td>
<td>−0.9</td>
<td>−</td>
</tr>
<tr>
<td>BND</td>
<td>−7.2</td>
<td>−1.9</td>
<td>−2.0</td>
</tr>
<tr>
<td>BRW</td>
<td>−1.3</td>
<td>2.4</td>
<td>−6.5</td>
</tr>
<tr>
<td>SGP</td>
<td>−5.3</td>
<td>−2.0</td>
<td>−</td>
</tr>
<tr>
<td>MLO</td>
<td>−3.5</td>
<td>2.7</td>
<td>9.0</td>
</tr>
</tbody>
</table>
**Fig. 1.** Block diagram of GLS-ARB (above) and GLS-MBB (below) methods used for confidence interval generation. In the GLS-ARB, the time series is divided into trend, seasonal, autoregressive and noise parts. By randomly selecting the noise terms, and reconstructing the timeseries, another realization of the trend fitting can be made. From a number of these realizations, an ARB confidence interval is constructed. For trends of specific months, the GLS-MBB method randomly selected the residual term of the GLS fit in one month long blocks (i.e. replacing the original residual with random year's residual for the month in question). From these random realizations, a MBB confidence interval is constructed. The methods are adapted from Mudelsee (2010).
Fig. 2. Generalized least squares trends of $N$ at the GAW stations. Different colours of the dots show the time series split into 4 seasons as shown in the legend (DJF: December–February, MAM: March–May, JJA: June–August and SON: September–November). Lines show the GLS trend (increasing: red, decreasing: blue, no s.s. trend: black). Each plot includes the GLS trend and, where possible, the trend for period of 2001–2010 (dashed lines). Data coverage per season is shown below each subplot. In SPO ans SMO separate trends for datasets with different instruments are shown.
Fig. 3. Monthly trends of $N$ and $N20$ time series, calculated from daily mean values with GLS/MBB methodology for all data available. See insert for symbol explanation. Symbols and circles inside of the zero line show decreasing $N$ trends (blue) and outside increasing $N$ trends (red). Small symbols denote no s.s. trend.
Fig. 4. Trends of size size-specified aerosol concentrations $N_{20}$ (black dots) and $N_{100}$ (green dots). The notation is the same as in Fig. 2, except for the dot colour.
Fig. 5. Comparison of different potential explanatory mechanisms for GLS/ARB N trends 2001–2010, blue symbols indicate statistically significant decreasing trends, red symbols s.s. increasing trends and black symbols indicate no s.s. trend. For DMPS datasets N20 was used. Comparison trends were calculated with OLS. (a) RSS Lower troposphere temperature from satellite microwave sensors; (b) GISS surface instrumental temperature trend; (c–d) EDGARv4.2 emission inventory trends for SO₂ and PM₁₀, note the period from 2001–2008; (e–f) ERA-Interim re-analysis trends for 2001–2010 for monthly mean of daily forecast accumulated total precipitation and boundary layer height. South Pole station shown middle lower edge of the plot.
Fig. 6. Same as Fig. 5, but for period of 1995–2010. Note that some of the stations’ CN trends are not for the complete period of 1995–2010, see Table 2 for the maximum coverage.