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Abstract

Cloud radiative transfer calculations in generatuation models involve a link between
cloud microphysical and optical properties. Indeid liquid water content expresses as a
function of the mean volume droplet radius, whie tight extinction is a function of their
mean surface radius. There is a small differented®n these two parameters because of the
droplet spectrum width. This issue has been adededsy introducing an empirical
multiplying correction factor to the droplet conteion. Analysis of in situ sampled data,
however, revealed that the correction factor desmgavhen the concentration increases,
hence partially mitigating the aerosol indireceett

Five field experiments are reanalyzed here, in Wwhitandard and upgraded versions of the
droplet spectrometer were used to document shatlomulus and stratocumulus topped
boundary layers. They suggest that the standardbepnwoticeably underestimates the
correction factor compared to the upgraded versidiee analysis is further refined to
demonstrate that the value of the correction fadenived by averaging values calculated
locally along the flight path overestimates theuealderived from liquid water path and
optical thickness of a cloudy column, and thate¢hisrno detectable relationship between the
correction factor and the droplet concentratioms &lso shown that the droplet concentration
dilution by entrainment-mixing after CCN activatios significantly stronger in shallow
cumuli than in stratocumulus layers. These vargaftects are finally combined to produce the

today best estimate of the correction factor toinggeneral circulation models.

Key words:. cloud optical properties, aerosol indirect effect
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1. Introduction

Since Twomey (1974, 1977) speculated that aerdsahthropogenic origin might enhance
cloud albedo, (the so-called first aerosol indireftect), many attempts were made to
observationally corroborate the hypothesis and ¢welbp parameterizations in general
circulation models (GCM) for quantifying the Twomeffect at the global scale. Ship tracks
observed from satellite (Coakley et al., 1987; [2erlet al., 2000, and the paper series of the
MAST special issue therein) provided the first evide of cloud microphysical impacts on
cloud radiative properties. The CLOUDY-COLUMN expeent during ACE-2 (Raes et al.,
2000) was specifically designed as a column clogxeeriment between aerosol, cloud
microphysics and cloud radiative properties in marstratocumulus clouds, North of the
Canary Islands (Brenguier et al., 2000a). In siaasurements of aerosol, cloud condensation
nuclei (CCN) and cloud microphysics combined withdapendent remote sensing
measurements of cloud radiative properties fromvabihe cloud layer corroborated the
expected relationships between CCN concentratibmydcdroplet number concentration
(CDNC) and cloud optical thickness (Brenguier e2800Db).

More recently, however, a series of controverseggrs relying on in situ microphysical
measurements suggested that the first aerosokttdffect might be mitigated because of a
relationship between the width of the droplet spentand CDNC, that was not anticipated
by Twomey (Liu and Daum, 2002, Pawlowska et al,&Q0u et al., 2008, and references
therein). This long series of papers originate fribra seminal Martin et al. 1994 article,
although Martin et al. study was limited to measwats in marine stratocumulus and
restricted to undiluted cloud samples.

In this paper, in situ measurements of cloud micysfrs are carefully revisited to better
characterize instrumental artefacts, the impaendfainment mixing, and ascertain a possible
relationship between CDNC and the droplet spectmith that might modulate the Twomey
effect.

2. Parameterization of the Twomey effect in GCMs

In GCMs, a parameterization of the first aerosdinect effect establishes a link between the
calculations of cloud microphysics and of radiattvensfer. It relies on predictions of the
liquid water path (LWP) and CDNC to derive cloudiogl thickness.
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In liquid water clouds, albedo scales with cloudicad thicknessy, that expresses as (Hansen
and Travis 1974; Stephens 1978) :

r=[" g, (ah=[" 7] Qu (In(r, Wy 2drch = [ 7Q, (XIN(h)r2 (hych = [ 70, (XM, ()
1)

wherege: (M) is the light extinctionh is the height above cloud basejs the cloud depth,

n(r)dr is the droplet size distribution; is its mean surface radiud\ =In(r)dr is the total

cloud droplet number concentration=277r/A is the size parametek;is its effective mean

value, Qe is the Mie efficiency factor (van de Hulst, 195a&hdM; is the second moment of

the droplet spectrum.

In a GCM, clouds are characterized by their liquater path\W, which is the vertical integral

of the liquid water content (LWC) :
H H H
W = L g.(h)dh = 4/3720ij N(h)r2(h)dh =4/37ZDW.[0 M, (h)dh, 2

where g, = 43, Nr;’ is the LWC, p,, is the liquid water densityg is the mean volume
droplet radius ant¥i; is the third moment of the droplet spectrum.
From these two basic relationships, Twomey thusclemied that, in vertically uniform

clouds, 7 should scale likéYS

r =, M,H = 0, N*M/2H = A(NH )W’ 3)
WhereA:%.
“3m,)"*

Various authors, starting with Bower and Choular{d@®92), however, noticed that this
expression is only valid for a monodispersed (Ditatction) droplet spectrum wherg=rs;,
while in actual spectra, the spectrum width resuta small bias between the mean surface
and mean volume radii. Martin et al. (1994) progbs$e account for this bias using a

correction factok that expresses as:

o
re r3
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where re is the droplet effective radius. It follows thakl, :(kN)%MS% and Eqg. (3)

becomes :

r= A(NH)Bw s = 3 W (5)
20, T,

In situ measurements, however, attest that conmeectouds are vertically stratified (Warner,

1969, Pawlowska and Brenguier, 2000). More pregisean adiabatic cloud, the liquid water

content increases almost linearly with height aboleeid base, as), (h)= C,h, where the

condensation rat€, depends on pressure and temperature at the clasel (Brenguier,
1991) while CDNC remains constant after CCN aciratin this case Eqg. (3) translates into:

r= A(KN) WS 6)
%
where A _32 A.
SCW%

If the k coefficient is constantz still scales withN%, as postulated by Twomey. However,
Martin et al. (1994) examined droplet spectra aewsol properties measured during field
experiments and found thlatvaries from 0.6¥0.07 in continental air masses to G8M7 in

the marine ones. It follows that the Twomey effaaght be slightly attenuated, with an

optical thickness increasing Iike(kN)%, while k decreases whemN increases. This

relationship between thiefactor and CDNC received additional support frobservational
field programs (Pawlowska and Brenguier, 2000; adand Yum, 2001; McFarquhar and
Heymsfield, 2001).

Subsequent papers tried to connectklzerrection factor to CDNC via the droplet spectrum
relative dispersion, in order to quantify the attetion of the Twomey effect (Liu et al, 2008,
and references therein). This was even referredsta “warming effect” (Liu and Daum,
2002), something of a misnomer, since an incre&skeodroplet concentration still leads to
an increase of the light extinction, hence a higbical thickness at constant LWP. More
precisely, the argument was that thfactor decrease with increasing CDNC leads tceas’|
than expected” cooling. Finally, this relationskips recently implemented in climate models
(Jones et al., 2001, Peng and Lohmann, 2003; Ratstad Liu, 2003, Chen et al. 2010), with
different k values for pristine and polluted environmentsslithus timely to revisit a large
data set of different cloud types to precisely difyathis potential mitigation of the Twomey

effect.
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3. The data sets

3.1 Field experiments

Five data sets are revisited in this paper: twoedrgents were dedicated to shallow cumuli
(SCMS and RICO), two were focused on marine stratadus clouds (ACE-2 and
DYCOMS-II). During the fifth one (EUCAARI) both cuami and stratocumuli were
examined. The five field experiments and the dieesampling strategies are briefly described

hereafter. Table 1 reports for each experimentishef the flights analyzed in this study and

the mean cloud droplet number concentration va{is are given in Table 4.

The Small Cumulus Microphysics Study (SCMS) wasdcmted in Florida in July and
August 1995 to investigate precipitation initiationcumulus clouds (Knight and Miller
1998). Three instrumented aircraft, the UniversiftyWyoming King-Air, the National
Center for Atmospheric Research (NCAR) C130 and kh&téo-France Merlin-1V
performed coordinated penetrations through isolateduli over the Cape Kennedy space
centre, while the NCAR CP2 radar was sampling #maesclouds with a high repetition
rate (RHI scanning) (Goke et al, 2007). The closelected by the radar were sampled by
the three aircraft at different levels from clouaisb to the top. The eleven SCMS cases
were sampled between July 22 and August 12, 199&.data are from the Fast-FSSP on
board the NCAR C130 on July 22 and 24 and on btadVétéo-France Merlin-1V for
the 9 following cases. The aircraft performed sepé cloud traverses at various levels
from the base to the top. The mean droplet conagoir varies from 120 to 329 ¢in
depending on the air-mass origin, with pristinedibans when the airflow was from the
ocean, and more polluted ones when wind was bloWimg the continent (Hudson and
Yum, 2001).

The CLOUDY-COLUMN element of the second Aerosol Gluderization Experiment
(ACE-2) was dedicated to marine stratocumulus doMdrth of the Canary Islands, in
June and July 1997, to examine the impact of aptigenic pollution on cloud radiative
properties (Brenguier et al., 2000a). Among the faircraft participating to the project,
the Météo-France Merlin-IV performed series of asseand descents throughout the
cloud layer and documented 8 cases with diverseldenf pollution, from very pristine
oceanic air to polluted air masses originating frenwope (Brenguier et al., 2000b).

Stratocumulus clouds were sampled over a 4 hoursdoaround local noon, with series
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of ascents and descents from below cloud basedweatloud top (Fig. 1 in Pawlowska
and Brenguier, 2000). Different aerosol backgroundse documented from very pristine
marine air, with droplet concentrations of the ord45 cn?®, to slightly polluted ones in
air masses originating from Europe, with peak dzbpbncentrations up to 400 €mand
mean values up to 185 ¢in

The second Dynamics and Chemistry of Marine Stratndus (DYCOMS-II) experiment
was held of the coast of California in July 200ihwihe NCAR C130 (Stevens et al.,
2003). Most of the flights were performed at nighiexamine the nocturnal evolution of
the cloud layer. The DYCOMS-II flights were serigslarge circles (60 km in diameter)
moving slowly with the boundary layer wind for agrangian description of the layer,
except for flights 09 (see Fig. S1 in the suppleierstevens et al., 2003). The NCAR C-
130 performed constant level legs from the frepdsphere to below the cloud base, with
a few series of ascents and descents through tie thyer. Only these latter soundings
are used here.

The Rain In Cumulus over the Ocean (RICO) fielddgtwas focused on marine fair
weather cumuli, East of the Antigua Island in thariGBbean from December 2004 to
January 2005 (Rauber et al., 2007). Among the thmeeaft participating to the project,
the NCAR C130 conducted semi-random cloud penetratat fixed altitude for periods
of 30-60 min. The trade-wind cumulus sampled duthng six RICO flights analyzed in
this study exhibit very low droplet concentratioithvmean values ranging from 28 to 58
cm® but noticeable differences in their vertical depshent with depth from 400 m to 2.5
km.

EUCAARI is a European project for aerosol impaatshealth and climate (Kulmala et
al., 2009). During the IMPACT field experiment thabk place in the Netherlands in
May 2008, the SAFIRE (Service des Avions Francastrumentés pour la Recherche en
Environnement) ATR-42 sampled diverse types of @soaver the Netherlands (isolated
cumuli) and the North Sea (marine stratocumulusrlayrrom the EUCAARI data base,
flights as49 and 50 illustrate the properties ofaged cumuli sampled over land during a
pollution event, with CDNC mean values of the orded50 cn?® and peak values up to
2000 cn®. The cloud sampling was series of horizontal cloragterses from base to top
as in SCMS and RICO. The two other flights (as58 &2) are a morning and an
afternoon flight in a marine stratocumulus layeenthe North Sea in a very pristine

environment, hence low mean CDNC values of therood&0 to 100 crii. The cloud
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sampling was made of series of ascents and deszemsACE2 but along a straight line
of about 120 km long.

3.2 Measurements of the droplet size distribution

The data analyzed here are from the Météo-FrancdirM¥, the NCAR C130 and the
SAFIRE ATR-42. A comprehensive suite of microphgsicinstruments (Droplet
spectrometers, hot wire, PVYM-100A) was operate@axh aircraft. They have been carefully
inter-calibrated for each campaign (Burnet and Busgr, 1999; 2002). The data examined
here are from droplet spectrometers, either thedsra Particle Measuring Systems, Inc.
(PMS) FSSP-100 with 15 size classes, the SPP-h0€leatronically upgraded version of this
instrument from Droplet Measurement TechnologieMTD) with 40 size classes, and the
Fast-FSSP with 255 size classes. Optical Array é30DAP) measurements are also
analysed to extend the range of the droplet speetiers to the drizzle sizes.

Very detailed descriptions of the FSSP-100 areadleavailable in the literature (Dye and
Baumgardner, 1984; Baumgardner et al. 1985; Bremgip89). The FSSP-100 was operated
with no delay to reduce over-counting in the fgizte class (2-5 pm in diameter).

The Fast-FSSP is a modified version of the FSSPwiilOnew electronics that measures for
each detection, the pulse amplitude, pulse durammh inter-arrival time from the previous
detection with a resolution of 1/16 us, and a fla indicates if the particle crosses the beam
inside, outside, or at the limit of the efficieredim sampling section (Brenguier et al. 1998).
The Fast-FSSP acquisition system records thesepfmameters for each detection. The full
set of 255 size classes is not usable for specwasutements because the relationship
between the measured scattered light intensity (ke®ry) and the droplet diameter is not
monotonic. This high spectral resolution, howeveysed to detect peaks that result from the
ambiguities of the Mie response, hence providingfsolute calibration of the probe for each
flight (Sec. 2d in Brenguier et al., 1998). Measueat of CDNC is also greatly improved
because losses due to coincidence of dropletsinl¢kection beam are corrected using three
independent techniques based on patrticle courgiagjstics of the pulse duration and of the
droplet inter-arrival times (Brenguier et al., 1994

Table 1 indicates for each flight the aircraft tygrel the FSSP versions that were operated.

4. Results

The objective of the data analysis is to deternguentitatively the relationship between the
LWP and the optical thickness of the cloud lay&s.derived in Sec. 2 above (Eg. 5 and 6),
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this relationship involves thie coefficient that relates the mean droplet voluadius of the
droplet size distribution for the calculation of IRAVto the mean surface radius, for the
calculation of optical thickness. Indeed, Eq. ()l é6) show that, once LWP and CDNC are
predicted in a GCM grid, the optical thickness banderived after multiplying CDNC by the
k coefficient. In the following sub-sections, varsosources of biases will be examined that
impact the calculation of tHecorrection factor

4.1 Instrumental biases

Figure 1 shows examples of measured droplet siziiliitions in clouds sampled by the
NCAR C130. In Fig. 1a, the two samples are from3@MS flight RFO5 with both the PMS-
FSSP-100 and the Fast-FSSP. In Fig. 1b, the saragdsom the DYCOMS-II RF0O7 and 08,
with the DMT SPP-100 and the Fast-FSSP. Table 2nsanmes the estimations of the
coefficient for these spectra. For SCMS, the FS@Pi4 processed with the 15 size classes
(from 2.6 to 52 um in diameter), and without thestficlass (5.2 to 52 um) to replicate the
Fast-FSSP diameter range (5.2 to 38.4 um). Durif@OMS-II, the Fast-FSSP range was
(5.9 to 43.8 um) and similarly the SPP-100 datapapoeessed ones with the full range (2 to
47 um), and second without the first 4 classest(b& um).

Fig. 1la reveals that the FSSP-100 overestimatesrthy@et counts in the first two or three
size classes and partly smoothes out the mode eofsitte distribution. This feature has
commonly been attributed (Burnet and Brenguier,22@0 the real-time system of the FSSP-
100 that selects, among all counted droplets, toosgsing the detection beam in its central
section (depth-of-field and velocity reject). ThasEFSSP uses a different system referred to
as the slit selection (Brenguier et al.,, 1998). €&guently, the derived values are
underestimated by the FSSP-100. Removing the diest classes partly compensates the
discrepancy. In contrast, Fig. 1b shows that theiZ® classes of the SPP-100 are sufficient to
accurately characterize the spectral shape, hemsgdmg k estimations very similar to the
ones derived with the Fast-FSSP, regardless cfideerange.

Table 3 summarizes the comparison of the nieaalues <k>, over all cloudy samples of
the flight with the three instruments. The avera@ehe ratio of thek values derived from
FSSP-100 or SPP-100 spectra to the values derised) the Fast-FSSP are reported for
SCMS RF04 and 05 with the NCAR FSSP-100, full raage after removal of the first class,
and for the DYCOMS-II RFO7 and 08, with the NCARFSEOO, full range and after removal
of the first 4 classes. As suggested by the twangkas shown in Fig. 1, tHevalues derived
using a FSSP-100 are significantly underestima88d% of the Fast-FSSP derived values)
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due to the poor accuracy of the first size clasge discrepancy is significantly reduced (93
%) when the spurious counts of the first classnateaccounted for. Values derived with the
full range of the SPP-100 are within 95 % of theoderived with the Fast-FSSP and up to
98 % when the first 4 classes are not accounted for

In summary, the original FSSP-100 probe, with darse size resolution, is not well suited for
measurements of the droplet spectrum width, orrafgted parameter such as théactor.
Moreover, its real-time droplet selection procedpreduces spurious counts in the first class
that significantly affect the calculation of thefactor, especially when the mean volume
diameter is small. Since high concentration potluteouds have lower droplet diameters at
similar LWC than the low concentration pristine snthis instrumental artefact can generate
a fictitious relationship between thefactor and CDNC. This comparison also shows the
impact of limiting thek evaluation to droplet larger than 5.5 um with Bast-FSSP in SCMS
and DYCOMS-II. Indeed, the difference between theanx k> value derived with the SPP-
100 full range [2-47 um] and the one derived usheyreduced range [5.5-47 um] is 0.018,
i.e. a relative error of 2.1%.

One can also notice that the upper limit of the sange varies significantly between probes,
38.4 um and 43.8 um for the Fast-FSSP during SCMID¥ COMS-II, respectively, 52 um
for the FSSP-100 during SCMS and 47 pum for the 88Pduring DYCOMS-II. Sensitivity
tests, however, reveal that the impact of thesterdifices on the meank> values are

negligible, less than 0.5 %.

4.2 The contribution of drizzle particles

In principle, radiative transfer calculations in € should be performed for each model
column with all condensed patrticles, droplets, zlézdrops and precipitating drops. It is thus
meaningful to examine how sensitive are the estomatof thek factor to the presence of
drizzle drops in clouds. The impact of precipitatidrops is not considered here since the
sampled cloud systems were only slightly drizzlimgleed, the most drizzling cases, sampled
during the DYCOMS-II campaign, exhibit"@eciles of drizzle water content of 0.055 and
0.047 gnT for flights RFO7 and RFO08, respectively. During B@ the Merlin-IV was
equipped with a PMS-OAP-200X (diameter range frd&t®310 um with a resolution of 20
pm), and during DYCOMS-II, the NCAR-C130 was eq@@pvith a PMS-OAP- 260X (45 to
635 um, with a resolution of 10 um). These instmi®eare combined with droplet

spectrometers to provide a full spectrum of drapbetd drizzle drops. In Figure 2, thé>

10
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values derived using the droplet probe only arepamed to those derived using the extended
spectra with an upper limit of 55 um, 75 um, anel Whole available range. With a range
extended to 55 um (Fig. 2a), thé> estimations are reduced by less than 2% and #rage
for the 11 ACE-2 and DYCOMS-II flights decreasesnir0.788 to 0.780 that is about 1%.
With a range extended to 75 um (Fig. 2b), the reduds slightly greater, less than 4 % and
less than 2% on average for the 11 flights (fro#88.to 0.773). Finally, with the full OAP
ranges (Fig. 2c), thek> value drops by 13 % for the most drizzling cas®MCOMS-II
(RFO7). On averagek> is reduced to 0.739, that is about 6% lower thHan dstimation
derived using droplet probes only. Interestingli> is affected by a few very smaivalues
(less than 0.5 and down to almost 0) that correspori Hz samples with very small droplets
and a few drizzle drops. This is attested by pigtthe 1 Hz sample values of the ratio of the
droplet and drizzle to the droplets ordyfactor as a function of the ratio of the drizzte t
droplet water contents. THeratio decreases down to 0.2 when the drizzle opldt water
content ratio exceeds unity, and the results pegcigplicate the features shown in Fig. 8 of
Wood (2000). Such samples, with their low extingtiand water content in fact do not
contribute to the cloud albedo, although they imighe meark value. This issue will be
further addressed in Sec. 4.6. Finally, one caicadhat the<k> values are reduced in the
most precipitating clouds, i.e. the marine onesféect that counteracts the reduction of the k
factor in continental clouds suggested by Martiale(1994).

Including drizzle particles in thek> estimations, however, is not consistent with tee of
this correction factor in GCM radiative transferccdations. Indeed, radiative transfer in
GCM is based on the column integrated cloud waterm ratio and precipitating particles
are not accounted for. The separation between cl@idr and precipitation, however, varies
between models, from 50 um to about 80 um (Geofétosl., 2010). Figure 2 demonstrates
that, within this range, the estimations of theoefficient vary by less than 2 % on average.
In the following sections, all the calculations #nerefore based on either the Fast-FSSP or
the SPP-100 with their specific ranges.

4.3 Intra-cloud variability of the microphysics

In real clouds, droplet spectra are highly variahlepace and time. This is illustrated in Fig.
3 with data collected in a cumulus cloud during 8@MS flight mell (Cell A in Burnet and

Brenguier, 2010). During this campaign, cloud sangpktarted in active convective turrets
and lasted until they were collapsing. Droplet $@eeneasured with the Fast-FSSP were

processed at 10 Hz (droplet counts cumulated atdiigm of flight). Such a high sampling

11
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rate is necessary in isolated cumulus because ttaudrses are short, so that 100 m samples
are often heterogeneous with intertwined cleafilaments, and cumulating droplet counts on

too long and heterogeneous samples introduceseable biases in the calculation of CDNC.

Each sample is characterized bykitgalue, wherek =M3/NM2Z, as a function oN (upper
panel) and of the ratio of the liquid water contegpto the adiabatic valug,, at that level

(lower panel). The LWC adiabatic fractiay /q., is used here as a proxy for the level of

mixing between the cloud and its environment, fritv@ cloud base to the observation level.
The colours correspond to the six successive #irpenetrations in this turret, and the
penetration number is indicated above the X axis.

This figure reveals that thHevalues decrease with decreasii@nd decreasing|, /q., - AS

already noticed by Warner (1969), from droplets actpd on sooted glass slides, cloud
samples affected by mixing with the environmentay dir exhibit broad, occasionally
bimodal spectra, with numerous droplets smallen the mode, hence a lowleralue than in
the cloud core where droplet spectra are narrowden averaged over each cloud traverse,
this trend, illustrated by the me&rnvalue of each cloud penetration (larger dots)emd the

progressive impact of the mixing processes dutiegifetime of the convective turret.

4.4 Inter-cloud variability of the microphysics

The next step is therefore to examine if such festare also noticeable at the scale of the
cloud systems. The 33 case studies listed in Tabdee now analyzed concurrently. The
results are summarized in Table 4. The cumulategtteof cloudy samples is indicated in the
last column. Note that data from stratocumulus iayACE-2, DYCOMS-II and EUCAARI
asb1 and 52) are processed at 1 Hz (about 100 i the ones collected in cumulus clouds

are processed at 10 Hz for the same reason ashalne@ntioned in the previous subsection.
The mean CDNC and values, (N) and (k) respectively, are given with the standard
deviation of their frequency distributions for edtight.

Fig. 4 shows, for the 33 case studies listed ind@dbhow (k) varies with the mean LWC
adiabatic fraction(q, /d. ), Where( ) is the average over all cloudy samples of a caglys

The figure corroborates previous findings that tiblo is more pronounced in Cu clouds than
in Sc. It also reveals for cumulus clouds that tdlationship between thie ratio and the
adiabatic fraction observed at the scale of a coiesturret is still noticeable for the entire

12
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cloud systems, witik) increasing from 0.748 to 0.858 whilg, /q.,) increases from 0.167

to 0.447.

Surprisingly, some of the stratocumulus layerst #ra characterized by higher values of the
LWC adiabatic fraction, also exhibit lower valudstlze k factor than the Cu ones, and even
the opposite trend with decreasikgalues when the adiabatic fraction increasespagh
this trend is not statistically significant. In faentrainment-mixing processes are noticeably
different in the two cloud types. Stratocumulusucle® develop in a moist boundary layer so
that entrainment has little impact on cloud micrggbs (Fig. 5 in Pawlowska and Brenguier,
2000), except at cloud top where the cloud is mixath warmer and dryer air from the
inversion layer above. In contrast, isolated cumgidow in a drier free tropospheric
environment so that LWC is progressively dilutedlateral entrainment. This fundamental
difference explains why the LWC adiabatic fractimnlower in isolated cumuli than in
stratocumulus layers. Moreover, cloud top entrammma stratocumulus exhibits extreme
inhomogeneous mixing features (Burnet and Breng@@07), during which dilution of the
LWC is mainly accounted for by a dilution of CDNChie droplet sizes are almost
unaffected. In contrast, lateral entrainment idate cumuli shows more homogeneous like
features. Considering the reduction of kifactor when dilution increases, as shown in Fjg. 3
one would expect Cu clouds to exhibit lowewnalues than the stratocumulus ones. The
impact of entrainment-mixing processes on the @toppectral width and thle factor in
different cloud types thus deserves more examinatio

These effects were accounted for by Martin et 4b94) who mentioned thatwhen
entrainment effects become important the relationship between re and r, breaks down and
such data have been ignored in the analysis’. Our objective, however, is to empirically derive
a k factor value for parameterization of the aerosalirect effect in climate models, i.e. a
value that characterizes cloud systems as a winmlleiding both quasi-adiabatic and diluted
cloud regions.

Dilution and droplet evaporation following entraiant-mixing is not the only source of
variability for thek coefficient. For instance, during the ACE2 medghi, two legs were
flown 60 km apart, that exhibit quite different wat of thek factor, 0.74 and 0.61,
respectively. They also show noticeable differeniceserm of cloud thickness, with the
lowestk value for the thinnest cloud layer.

These observations highlight the importance of #aenpling strategy when trying to

characterize large scale properties of a cloudl fiet GCM parameterizations. Indeed, it is
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difficult with an aircraft to uniformly sample aeld of isolated cumuli, from cloud base to
cloud top, and from their early stage of growththieir dissipation, to derive cloud system
representative values of vertically integrated jptglsparameters. Fig. 5a shows an example
of the SCMS data set, with the vertical profileLd¥C, thek factor and the number of data
points in each 50 m altitude interval above cloadeb For LWC and thle factor, the mean
value and standard deviation at each level arersopesed. This figure reveals that all levels
above cloud base are not sampled uniformly, antdstirae levels exhibit a large variability of
the LWC adiabatic fraction and of tkdactor.

From this point of view, the Sc clouds data setjrduwhich all altitude levels were sampled
with the same frequency during constant climbing @scents and descents, is much more
suited. Figure 5b illustrates this statement wité vertical profile of the factor for all the
soundings of EUCAARI flight as51. The figure shoavkarge range df values at cloud base,
extending from less than 0.4 to 0.90, followed kshanking of the distributions with altitude
and most of the values ranging between 0.80 ar@l 0.9

Considering the importance of the intra-cloud Maifigy, in space and time, and its impact on
the cloud system values of tkefactor, we consider that the contrasting trendseoled in
Fig. 4 between Cu and Sc clouds are not signifieatthey are likely to reflect small
differences in airborne sampling, with varying frans of undiluted cores versus diluted
cloud regions during each flight.

This variability of the microphysics is a seriousstacle to an experimental assessment of the
first indirect effect. Indeed, Twomey adopted abglloperspective when postulating that
clouds of the post industrial era should have &dnglbedo than similar clouds of the pre-
industrial era. Therefore, “similar” here meansi@mliquid water path, similar morphology,
similar life cycle and also similar level of mixings a proxy for the pre- and post- industrial
eras, today observations focus on pristine andifgall cloud systems. To detect and quantify
the aerosol indirect effect, beyond the intra-clowatiability of the microphysics is a
challenge that raises methodological issues, asisbgd in the following sections.

4.5 Mean value of the k factor

The cloud system mean values of kfactor are plotted in Fig. 6a and 6b as a functibthe
mean CDNC values for Sc and Cu cloud types, res@dget The error bars represent the
standard deviation of the parameter frequencyidigions. The red dashed line represent the

average over all cases for each cloud type, witbrange bar for the standard deviation. The
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two values recommended by Martin et al. (1994)iadécated with dotted lines and vertical
bar apart for the standard deviation.

Contrary to the previous analyses, there is noctitée trend of the meadnvalue with the
mean CDNC one in Sc clouds, but the range of CDHEIQes is limited. Most of the ACE-2
cases in Fig. 6a show Iowék> values than the DYCOMS-II and the EUCAARI ones. We
attribute this noticeable difference to the facttthe ACE-2 cloud layers were thinner and
less solid than the others. Note also that fromi@aphysical point of view the four lowest
(k) values correspond to the intermediate cases @618, and 19 July), as opposed to the
greater values of the most pristine (25 and 26 )Jand polluted (8 and 9 July) ones. For the
Cu clouds (Fig. 6b), the range of CDNC values @ader with maximum mean values larger
than 400 cr, but there is no detectable trend either. Theameepver the Cu cases, equal to
0.812 + 0.029 is similar to the Sc average, equ#&.798 £ 0.063, but the standard deviation
is three times lower.

Remarkably, the average of all the 33 cases, S€Canuerged, equal to 0.807 £ 0.047 is very

close to the value proposed by Matrtin et al. ferphistine cases: 0.80 £ 0.07.

4.6 Local mean versus vertically integrated cloud properties.

In the previously published papers, as well ah@analysis above, tlkevalues were derived
locally from the mean surface and mean volume étaldii of each sample, i.e. from light
extinction and liquid water content, while the Tweyrhypothesis refers to optical thickness
and LWP, i.e. to vertical integrals of these meadyrarameters. To approximate such vertical
integrals with horizontal cloud traverses, it woblel necessary to uniformly sample a cloud
system from cloud base to cloud top. The cloudesy&t factor should then be derived as:

K =M,[*/|N[M,[* 7)
where || is the vertical integral that is for the@"™ moment of the spectrum

‘M p‘ :J'OH M, (h)dh. In vertically uniform cloudsk* is obviously equal tc(k>. For linearly

stratified cloud, assuming is constant throughout the cloud? = k%a%h%N_%, where
a=C.,/(413rpy).
It follows that|M | = ?/5k%a% N7SH 3, and|M,| =%/2aH?, and finally:

k: =(35)*(1/2) "k = 0864k,
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where ‘s’ holds for linearly stratified.

The data are therefore processed to derive thel dgstem mean values of CDNC and of the

second and third moments of the droplet spectr{i),, (M,) and (M), as proxies for

their vertically averaged values, i.N|=(N)H , and similarly for M and M. k* is then

calculated according to Eg. (7) and plotted in Fig.and 7b for Sc and Cu case studies,
respectively. The average valueskdfare very similar for the two cloud types down he t
third decimal, with only a slightly greater standlateviation for the Sc cases. The data sets

corroborate the above speculation tktashall be lower thark) . The ratiok*/(k) = 0.91 on

average for both cloud types merged is slighthatgethan the value expected for a linearly
stratified convective cloud (0.864) because entnaint-mixing processes partly counteract
the linear increase of LWC with height above cldaabe, and becauseis not constant
throughout the cloud (Fig. 5), as assumed abodetioe theks value.

This methodology, in whick* is derived by averaging the second and third masnehthe
droplet spectrum instead of averaging locally detik values, is more suited to quantify the
Twomey effect. Interestingly, it does not reveay aalationship betweek* and CDNC. It
minimizes the impact of very diluted or drizzlingnsples that indeed do not contribute to
cloud radiative properties. For instance, the ediion of k* based on the full droplets and
drizzle drops range, as in Sec. 4.2 for the ACEx@ BYCOMS-II campaigns, results in a
much smaller reduction of 2.6 % on average (fror2D.to 0.708), against 6 % fak>.

To account for the ubiquitous heterogeneity of itierophysics in convective clouds, both
horizontally and vertically, GCM parameterizatiavfsthe first aerosol indirect effect should

therefore use a constddt factor of 0.74 instead of the 0.81 obtained ab«wék) )

4.7 Prediction of CDNC in GCMs

All the results reported above are based on CDNGegaactually measured in clouds. These
CDNC values result from CCN activation at cloud éodsllowed by entrainment-mixing
dilution. In most GCMs, the CCN activation processparameterized relying on aerosol
properties (Abdul-Razzac and Ghan, 2000) and, Her mhost sophisticated schemes, on a
prediction of the peak values of vertical veloatycloud base (Ming et al., 2007, Hoose et al.,
2009). An estimate of this initial concentratioefarred to adN,y, can be obtained from
observations when data are available in quasi-ati@lcloud cores, just above cloud base
after CCN activation is completed and before CDMNCdiluted by entrainment-mixing

processes. Such samples are however not systellyaticailable in the Cu data set but we
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found that the 90th percentile of the measured CfdGuency distribution in updraft cores
provides a satisfactory estimateMy:.

The Na parameter was more precisely estimated in ACE-2Zhasaverage of the CDNC
distribution generated with 10 Hz samples selettdte range of altitude from 40 % to 60 %
of the cloud geometrical thickness, void of drizaad with a LWC adiabatic fractiap/Jcag
greater than 90% (Table 1 in Pawlowska and Bremg@93). The same procedure is applied
here over the subset of ascents and descents thuskghtly modified criterions adapted to
the lower resolution (1 Hz instead of 10 Hz): alfieé from 20% and 80% of the cloud layer
thickness andjJ/qcag > 75%. In addition rather than using a single gdhlur a whole flight the
cloud base level is determined for each soundipgrs¢ely to take into account its variability.
During DYCOMS-II the peak CDNC values fluctuatersfgantly along the circle flown by
the aircraft (Burnet and Brenguier, 2007). As aultethe N, values determined for each of
the selected soundings independently are roughlyirwa factor of two except in RF0O7 that
has more uniform values. For the EUCAARI flightkjst variability is similar, with, for
instance during the 15/05 flightaw ranging from 94 to 177 cthin the morning and from 47
to 93 cm® in the afternoon.

The results are summarized in Table 4 and display&igure 8. As already noticed in Fig. 4

for <qc/qcad>, the two cloud types show noticeable differenaedath CDNC and LWC

adiabatic fractions, with no overlap between the thistributions. The values of the CDNC

adiabatic fraction< N/Nact> in Sc (0.72 to 0.96) are greater than in Cu cé8&2 to 0.56).

Note also that, in isolated cumuli, the CDNC adimbfraction (0.46 in average) is greater
than the LWC one (0.27 in average), while they ammilar in Sc (0.87 and 0.83,

respectively). This feature reflects the aboveest@int about the contrasting impacts of
entrainment-mixing processes in the two cloud typesre homogeneous in isolated cumuli,
where the LWC dilution is accounted for by reductiaf both CDNC and the droplet sizes,
than in stratocumulus layers, where it is mainlg tma CDNC reduction at constant sizes.

In summary, if CDNC is predicted in a GCM using argmeterization scheme of CCN
activation that does not include the dilution effe¢ entrainment-mixing processes, this

predicted CDNC value shall first be multiplied byetadiabatic fractionN/N, before

entering in the calculation of radiative transfer.
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5. Discussion

In this analysis of cloud microphysics data sets, vave raised an instrumental and two
methodological issues. First, thke factor derived from FSSP-100 measurements is
underestimated because of instrumental spectruadbrong. Moreover, if the first size class
that is affected by spurious droplet counts is anted for, thek factor decreases with the
mean volume diameter. Second, in the various dagatkat have been analyzed since Martin
et al. (1994) observations, tlefactor was derived locally, most often from 1 Hargples
(about 100 m) of the liquid water content and ligixtinction. Moreover in Martin et al.
(1994), the analysis was restricted to undilutadas that represent only a limited fraction

of the cloud systems. The locklvalues were then averaged to derive a cloud system
representative valuék>. The Twomey hypothesis, however, pertains to tloeicc optical

thickness and liquid water path, i.e. to the vaitintegrals of these local parameters. To

account for the vertical integral, we introduck*aactor that is derived from mean values of
the optical thickness, liquid water path and cqumrmcentration.(k>=k* only if cloud

microphysics is vertically uniform, while in situeasurements and simple cloud models all
agree in showing that vertical stratification o tmicrophysics is ubiquitous. Using the parcel

model of adiabatic cloud in which the liquid wamntent increases linearly with height

above cloud base, we demonstrate that= 0864k), if k is constant throughout the claud

The data sets corroborate this statement, althadigha ratiok* / (k) slightly greater (0.91)

than expected, because entrainment-mixing processasteract the linear increase of the
LWC in convective clouds anklis not constant throughout the cloud. We have izd a
simple model of vertical stratification, but noteat the same issue arises at each altitude level
when integrating horizontally light extinction andWC, since microphysics is not
horizontally uniform.

More generally, airborne data bases contain at teasphysical parameters, the total cloud
droplet number concentration and the liquid watertent. Other physical parameters such as
integral radius (first moment), light extinctione(®nd moment), or reflectivity (sixth
moment) are not commonly archived. Instead, theldtespectrum is characterized by the

radii of the p moments,#(My/N)*"

, Where p=1, 2, 6 for the integral radius, lightiestion,
and reflectivity, respectively. A radius value (uns) indeed easier to interpret than a
reflectivity (unf cm®) for instance, but one shall keep in mind thahsparameters shall not

be averaged to derive large scale estimates oigdiysmrameters. For the same reason that in
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fluid dynamics, extensive variables can be averagbde mean values of intensive variables
are generally meaningless and biased, moments eofdthplet size distribution can be
averaged, but characteristic radii of the dropbetcsrum shall not be. This is also true for any
combination of these parameters, such a& faetor that is derived from the second and third
moment radii.

These results have been obtained using dropletrapacly, while, in principle, drizzle also
contributes to cloud radiative properties. Comlgnidroplet spectrometers with drizzle
probesk* values have been derived that are only 2 % smthléar the ones based on droplets
only. Moreover, to be consistent with GCM parame#gions in which radiative transfer is
derived from cloud water, excluding precipitatingter, we recommend to use tkievalues
empirically derived from droplet spectra only.

The third issue pertains to the adequacy of a skttdo derive large scale cloud properties.
Isolated cumuli exhibit highly variable microphyaigroperties during their short lifetime,
with the cloud depth reaching a maximum beforeoadlcollapses and disappears. Moreover,
these clouds are growing in a dry environment amtagiment-mixing processes generate
significant heterogeneities in the microphysicalds and dilution of the droplet number
concentration. The analysis of the Cu data sefaat, reveals that most of the factor
variability arises from differences in the level difution of the cloud system as a whole.
Aircraft provide snapshots of these highly variahpeoperties, so that an ideal data set should
supply uniform sampling of all levels from cloudseato the maximum depth, over all stages
of cloud development, from the active growth phiasdissipation. The authors are not aware
of such an ideal data set.

The data set issue is less critical for the stratadus clouds case study. Indeed only the
subset of ascents and descents through the clgaddee analysed here to provide a uniform
sampling from cloud base to cloud top. Samplingésaare thus significantly reduced.

With more than 1000 km of cloud samples in isola@a and more than 1000 km of
soundings in Sc cloud layers, these data sets toemeal any relationship between tkfe

factor and the mean droplet number concentratiat,rhight mitigate the Twomey effect.

6. Conclusions

In situ microphysical measurements from past fielgpperiments have been revisited to
quantify the relationship between optical thicknekguid water path and cloud droplet
number concentration that form the basis of the mey hypothesis, namely that cloud

optical thickness increases WY®, at constant liquid water path. To account forhéth of
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the droplet spectra and the resulting bias betwhenmean surface (light extinction) and
mean volume (LWC) droplet radii, Martin et al. (¥99refined the Twomey postulate
showing that the cloud optical thickness ratherdases a&N)"3, wherek<1. If, howeverk
decreases wheN increases, as suggested by Martin et al. (1994) mmmerous papers
afterwards, the first aerosol indirect effect isakeer than anticipated by Twomey.

Such a relationship has therefore been implementsdme GCM parameterizations of the
first aerosol indirect effect, with a low&rfactor in polluted clouds compared to the pristine
ones.

Our analysis of isolated cumuli and stratocumuleskddata bases reveals a noticeable
variability of thek factor, but no detectable trend with CDNC. We ¢ifi@re conclude that the
k factor differences between pristine and pollutedids that have been extensively discussed
in the literature since the original Martin et abservations are biased by instrumental
spectrum broadening, different levels of dilutionthe sampled clouds, rejection of diluted
samples, and, most importantly, averaging Idcahlues instead of averaging cloud optical
thickness, LWP and CDNC to derive unbiased values.

Our analysis also corroborates numerous obsenatistudies of boundary layer clouds,
suggesting that the LWC adiabatic fraction is great stratocumulus layers than in isolated
cumuli, where lateral entrainment has more impattctoud microphysics. The CDNC
adiabatic fraction is close to the LWC one in Scilavtit is slightly greater in Cu, thus
reflecting the more homogeneous mixing type of ©udas compared to the Sc one.

A parameterization of the first indirect effect@CMs begins with a prediction of the droplet

number concentrationN ., . If it is based on a CCN activation scheme, arsu@ing the

scheme is accurate, this initial CDNC value shiadit foe reduced by an adiabatic fraction

k.. =N/N_, . If the cloud scheme discriminates boundary lagetocumulus and isolated

convection, values of 0.87 and 0.46 shall be usedife two cloud types, respectively.

Otherwise, a single value &f_ = 0.67 appears as a good compromise.

Once the mean CDNC value is estimated, calculatidrugptical thickness can be performed
using Eqg. (5) or (6), depending on the assumedceérrofile of LWC, with a constant value
of thek factor. To account for the ubiquitous verticahsifrcation of the convective clouds a
value intermediate between the méaralue and the one corresponding to a linearlyisaa
cloud shall be used. Based on the analysis of (el ACE-2, DYCOM-II, RICO and

EUCAARI data sets, the authors recommend a comnatuek* for stratocumulus clouds
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and for isolated cumuli: 0.74 seems the best comz® for parameterizations of the first
aerosol indirect effect.

In summary the cloud optical thickness is derivadvertically stratified clouds as:
r=A Kk N, ) 2w, @®)
and for vertically uniform clouds as:
-3 W
2p, T
with 1, = (0, / 437D,k Ko No)

In this formula, our analysis suggests tkiatis empirically assessed with an uncertainty of

(9)

less than 10%. The uncertainty on the adiabatatitm k., = N/N_, is greater, of the order

of 20 to 50% even if Cu and Sc are treated sepggr&ecdiction ofNy is a challenge that
cumulates uncertainties on the aerosol particlggnees, including their ability to act as
CCN, and the prognostic of the subgrid verticabegl that drives the activation process. It
is currently admitted that the uncertainty on theutting droplet concentration after CCN
activation is more than a factor of 2. In termgealative uncertainty, the three parameters
kact andNgc: contribute to the optical thickness with a 1/3 powl he contribution of the LWP
iIs more than twice stronger (5/6 for verticallyasiiied and 1 for vertically uniform clouds)
and LWP is probably the most uncertain parameter @CM. It is thus highly recommended
to focus forthcoming efforts on improvements of thek cloud properties (liquid water path
and cloud fraction), on the parameterization of theud base vertical velocity for CCN
activation and on the characterization of the adnpperties in GCMs.

The present study is limited to a cloud system @ggin at scales relevant to present GCM
simulations and plane-parallel radiative transfalcalations. With the refinement of the
model resolution and improvement of radiative tfansode to account for the vertical
stratification, as discussed in Brenguier et &00@b), the results presented here will have to
be improved via more systematic studies of theiapaariability of thek factor, especially

along the vertical and with the cloud type.
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Table 1 List of flights analysed here with the projectrmeg the campaign location, the
aircraft used, the type of sampled clouds and &®H-versions that were operated.

Project Location Aircraft Date Flight ~ Cloud FSSP SPP Fast-
type -100 -100 FSSP

SCMS Florida C-130 22/07/95 RF04 Cu X X
C-130 24/07/95 RFO05 Cu X X

M-IV 04/08/95 me05 Cu X X

M-IV 05/08/95 me06 Cu X X

M-IV 06/08/95 me07 Cu X X

M-IV 07/08/95 me08 Cu X X

M-IV 08/08/95 me09 Cu X X

M-IV 09/08/95 mel0 Cu X X

M-IV 10/08/95 mell Cu X X

M-IV 11/08/95 mel2 Cu X X

M-IV 12/08/95 mel3 Cu X X

ACE2 Canary islands M-IV 25/06/97 me20 Sc X
M-IV 26/06/97 me2l Sc X

M-IV 08/07/97 me28 Sc X

M-IV 09/07/97 me30 Sc X

M-IV 16/07/97 me31l Sc X

M-IV 17/07/97 me33 Sc X

M-IV 18/07/97 me34 Sc X

M-IV 19/07/97 me35 Sc X

DYCOMS-II northeast Pacific C-130  13/07/01 RFO03 Sc X X
C-130 24/07/01 RFO07 Sc X X

C-130 25/07/01 RFO08 Sc X X

C-130 27/07/01 RF09 Sc X X

RICO Caribbean C-130 16/12/04 RFO06 Cu X X
C-130 17/12/04 RFO7 Cu X X

C-130 19/12/04 RFO08 Cu X X

C-130 20/12/04 RF09 Cu X X

C-130 07/01/05 RF11 Cu X X

C-130 11/01/05 RF12 Cu X X

EUCAARI Netherlands ATR-42 13/05/08 as49 Cu X X
ATR-42 14/05/08 asbh0 Cu X X

North Sea ATR-42 15/05/08 asb1 Sc X X

ATR-42 15/05/08 asb2 Sc X X
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Table 2 : Coefficientk values and ratio of thecoefficient derived from the FSSP-100 or the
SPP-100 to the value derived from the Fast-FSSEhéfour droplet spectra shown in Fig. 1.
Data from the FSSP-100 and the SPP-100 are pratesse the full range and after removal
of the first classes. The corresponding diametegea are indicated for each case.

Case k ratio
Fast- FSSP-100 SPP-100
FSSP Full Reduced
Full Reduced Full Reduced
a) SCMS
diameter range (um) [5.2-38.4] [2.6-52] [5.2-52]
RFO5 - 154506.0 0.900 0.656  0.799 0.729 0.828
RFO5 - 163029.7 0.932 0.743  0.820 0.797 0.880
b) DYCOMS-II
diameter range (um) [5.9-43.8] [2-47] [5.5-47]
RFO7 - 095717.0 0.924 0.861 0.876 0.932 0.948
RFO8 - 010909.0 0.956 0.942 0.944 0.985 0.988

Table 3 : Same as Table 2 but for the mean values over @lldgl samples of SCMS RF04
and 05 and DYCOMS-II RFO7 and 08.

Case (k) (ratio)
Fast- FSSP-100 SPP-100
FSSP Ful Reduced Full Reduced Full Reduced
SCMS 0.828 0.658 0.769 0.797 0.933
DYCOMS-II 0.904 0.867 0.885 0.947 0.977
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Table 4 : Summary of the data set with for each flight theemand standard deviatianof
CDNC (N)andk values (k), thek* value, the ratio ok* to (k), the Nag parameter, the

ratioN/N_, , the mean LWC adiabatic fractic{qc/qcad> and the cumulated length of cloudy

sampled_.. The last line for each data set shows the mehresaexcept for the last column
that shows the total length of cloudy samples.-F&3$P measurements are used for all flights
except DYCOMS-II on July 24, 25 and 27 for whicle ®PP-100 is used:

Date N+ o kYto k* k*/(k Nact N/Nac'f qc/qcad Le
<(Cr>n'3) “ <> (cm™) | / (km)

SCMS (1995)

22/07 2944243 0.825+0.060 0.692 0.839 926 0.318 0.213 23.8
24/07 3294235 0.830+0.069 0.707 0.852 759 0.434 0.246 47.9
04/08 120+62 0.811+0.085 0.788 0.972 224 0.536 0.324 70.6
05/08 121+60 0.802+0.074 0.801 0.999 218 0.555 0.321 49.7
06/08 152+72 0.867+0.071 0.759 0.875 274 0.555  0.263 74.8
07/08 225+175 0.819+0.100 0.703 0.858 683 0.329 0.259 56.0
08/08 325+255 0.817+0.052 0.792 0.969 940 0.346 0.264 37.8
09/08 186+123 0.858+0.056 0.805 0.938 447 0.416  0.447 26.7
10/08 129482 0.843+0.077 0.744 0.883 250 0.516 0.344 46.5
11/08 194+118 0.823+0.079 0.739 0.898 424 0.458 0.288 36.5
12/08 312+185 0.840+0.049 0.754 0.898 670 0.466 0.400 19.8
mean 217 0.831 0.753 0.907 529 0448 0306 490.1

ACE-2 (1997)

25/06 50+20 0.841+0.094 0.755 0.898 63 0.794 0.879 84.3
26/06 45+19 0.881+0.085 0.775 0.880 53 0.849 0.916 63.8
08/07 172455 0.811+0.085 0.779 0.961 212 0811 0.833 41.7
09/07 185+74 0.781+0.080 0.752 0.963 258 0.717 0.828 45.2
16/07 107+44 0.666+0.141 0.612 0.919 117 0.915 0.829 39.6
17/07 104+34 0.765+0.103 0.712 0.931 120 0.867 0.809 50.2
18/07 161+54 0.712+0.085 0.656 0.921 173 0.931 0.984 31.0
19/07 127+58 0.754+0.103 0.685 0.909 132 0.962 0.882 74.7
mean 119 0.776 0.716 0.923 141 0.856 0.870 431.2

DYCOMS-II (2001)

13/07 175+64 0.883+0.102 0.844 0.956 194 0.902 0.902 50.0
24/07 126+45 0.856+0.121 0.769 0.898 147 0.857 0.672 80.0
25/07 100+42 0.829+0.120 0.755 0.911 110 0.909 0.783 55.8
27/07 220+71 0.773+0.133 0.743 0.961 245 0.898 0.786 59.5
mean 155 0.835 0.778 0.932 213 0892 0.786 2453
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Table 4 : Continued.

Date  (N)zo (K)+o kK k(k)  Nag  N/Ne (0/0ns) Lo
(cm™®) (cm™) (km)

RICO (2004-05)
16/12 58+40 0.833+0.102 0.731 0.878 108 0.537 0.287 102.2
17/12 28+14 0.779+0.117 0.659 0.846 55 0509 0.266 106.5
19/12 35+20 0.781+0.120 0.706 0.904 75 0467 0214 1724
20/12 35+18 0.791+0.097 0.747 0.944 67 0.522 0.221 49.6
07/01 39+25 0.748+0.126 0.617 0.825 93 0.419 0.167 87.4
11/01 45+25 0.808+0.092 0.762 0.943 87 0.517 0.268 84.1
mean 40 0.790 0.704 0.890 81 0495 0.237 602.2

EUCAARI (2008)
13/05 4461270 0.795+0.044 0.773 0.972 915 0.487 0.174 19.0
14/05 474+400 0.780+0.061 0.750 0.962 1437 0.330 0.236 34.8
mean 460 0.788 0.762 0.967 1176 0.409 0.205 53.9
15/05 107430 0.814+0.067 0.753 0.925 119 0.899 0.852 226.8
15/05 65+23 0.797+0.088 0.705 0.885 72 0903 0.786 1493
mean 86 0.806 0.729 0.905 96 0.901 0.819 376.1

Total cumulated length of samples (km) 2198
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Figure captions

Figure 1: Droplet size distributions as measurdti &) the FSSP-100 and the Fast-FSSP
during SCMS and b) the SPP-100 and the Fast-FS&RyddY COMS-II.

Figure 2: Scatterplot of the mean flight k valueglarived using the size spectra extended
with the drizzle probe with an upper limit set yc6& pm, b) 75 um, and c) the nominal
upper diameter range of the probe (310 pm for tA@-Q00X in ACE-2, and 635 pum
for the OAP-260X in DYCOMS-II), against the valusrived using the droplet probe

only. Error bars correspond to one standard deriati

Figure 3: Scatterplot of the 10 Hz sample k factalues derived from Fast-FSSP data
collected in a Cu during SCMS (points) as functmna) the total droplet number
concentration and b) the LWC adiabatic fraction.aMealue is indicated for each of
the six cloud traverses performed in this turreidar dot) and for the whole data set

(black triangle). Error bars correspond to one diath deviation.

Figure 4: Scatterplot o<fk> values as function of the LWC adiabatic fractibor the LWC

adiabatic fraction, the difference between the 8a&tld the 20th percentile of the
frequency distribution is used as the error batesd of the standard deviation to
represent the variability. Symbols depend on tlogept as indicated in the legend with
open and solid symbols for Cu and Sc clouds, résede For DYCOMS-II pointing
up triangle is for Fast-FSSP data and pointing dovangles are for SPP-100 data.

Figure 5: Vertical profiles of LWC, thk factor and the number of data points in each 50 m
altitude interval above cloud base. For LWC andktfeector, the mean value (black dot)
and the T and 9" deciles of the frequency distribution (error barg superimposed to
the data (grey points). The dashed line on thepaftel corresponds to the adiabatic
LWC profile.

Figure 6: Flight averagekifactor as function of mean total droplet numberaamtration for
the cases studies listed in Table 4, Sc cloud9 end Cu clouds in b). The error bar
corresponds to one standard deviation. The avevhgdl the cases in each figure is
indicated with a dashed line and a light orangefbathe standard deviation. The two

dotted lines with bars apart are the values recamiliect by Martin et al. (1994).

Figure 7: same as Fig. 6 fir values.
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Figure 8: Scatterplot of the CDNC adiabatic fractias function of the LWC adiabatic

fraction
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Figure 1: Droplet size distributions as measurdti &) the FSSP-100 and the Fast-FSSP
during SCMS and b) the SPP-100 and the Fast-FS@&RydnY COMS-II.
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Figure 2: Scatterplot of the mean flight k valusglarived using the size spectra extended
with the drizzle probe with an upper limit set cb& um, b) 75 um, and c) the nominal
upper diameter range of the probe (310 pm for tA@-Q00X in ACE-2, and 635 pum
for the OAP-260X in DYCOMS-II), against the valudsrived using the droplet probe

only. Error bars correspond to one standard deviati
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Figure 3: Scatterplot of the 10 Hz sample k factalues derived from Fast-FSSP data
collected in a Cu during SCMS (points) as functmfna) the total droplet number
concentration and b) the LWC adiabatic fraction.aMealue is indicated for each of
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Figure 6: Flight averagekifactor as function of mean total droplet numbencamtration for
the cases studies listed in Table 4, Sc cloud9 end Cu clouds in b). The error bar
corresponds to one standard deviation. The avevh@gdl the cases in each figure is
indicated with a dashed line and a light orangefbathe standard deviation. The two
dotted lines with bars apart are the values recamdie by Martin et al. (1994).
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Figure 7: same as Fig. 6 fior values.
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Figure 8: Scatterplot of the CDNC adiabatic fractas function of the LWC adiabatic

fraction.
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