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Abstract 2 

This paper describes aerosol modelling in Europe with a focus on Switzerland during summer 3 

and winter periods. We modelled PM2.5 (particles smaller than 2.5 µm in aerodynamic 4 

diameter) for one summer and two winter periods in years 2006 and 2007 using the CAMx air 5 

quality model. The meteorological fields were obtained from MM5 simulations. The 6 

modelled wind speeds during some low-wind periods, however, had to be calibrated with 7 

measurements to use realistic input for the air quality model. The detailed AMS (aerosol mass 8 

spectrometer) measurements at specific locations were used to evaluate the model results. In 9 

addition to the base case simulations, we carried out sensitivity tests with modified aerosol 10 

precursor emissions, air temperature and deposition. Aerosol concentrations in winter 2006 11 

were twice as high as those in winter 2007, however, the chemical compositions were similar. 12 

CAMx could reproduce the relative composition of aerosols very well both in the winter and 13 

summer periods. Absolute concentrations of aerosol species were underestimated by about 20 14 

%. Both measurements and model results suggest that organic aerosol (30-38%) and 15 

particulate nitrate (30-36%) are the main aerosol components in winter. In summer, organic 16 

aerosol dominates the aerosol composition (55-57%) and is mainly of secondary origin. The 17 

contribution of biogenic volatile organic compound (BVOC) emissions to the formation of 18 

secondary organic aerosol (SOA) was predicted to be very large (> 95%) in Switzerland. The 19 

main contributors to the modelled SOA concentrations were oxidation products of 20 

monoterpenes and sesquiterpenes as well as oligomerization of oxidized compounds. The 21 

fraction of primary organic aerosol (POA) derived from measurements was lower than the 22 

model predictions indicating the importance of volatility of POA, which has not yet been 23 

taken into account in CAMx. Sensitivity tests with reduced NOx and NH3 emissions suggest 24 

that aerosol formation is more sensitive to ammonia emissions in winter in a large part of 25 

Europe. In Switzerland however, aerosol formation is predicted to be NOx-sensitive. In 26 

summer, effects of NOx and NH3 emission reductions on aerosol concentrations are predicted 27 

to be lower mostly due to lower ammonium nitrate concentrations. In general, the sensitivity 28 

to NH3 emissions is weaker in summer due to higher NH3 emissions.  29 

 30 
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1 Introduction 1 

Atmospheric aerosols are known to have adverse health effects. They also play an important 2 

role in climate change by modifying the radiative balance of the atmosphere (IPCC, 2007). 3 

PM10 concentrations in Switzerland frequently exceed the national ambient air quality 4 

standards (20 and 50 µg m-3, annual and daily averages, respectively). Several long-term PM 5 

measurements as well as data obtained from field campaigns show that the organic portion is 6 

highly abundant (Lanz et al., 2010b;Hueglin et al., 2006). Organic aerosol (OA) is composed 7 

of both directly emitted primary OA (POA) and secondarily formed SOA. OA has significant 8 

effects on climate and human health, but its sources and evolution in the atmosphere are not 9 

yet fully understood. New studies indicate that oxygenated organic aerosol (OOA) is formed 10 

from OA and its precursor gases, which becomes increasingly oxidized, less volatile, and 11 

more hygroscopic (Jimenez et al., 2009). Analysis of the submicron aerosol in Switzerland 12 

revealed that only a small fraction of OA originates from freshly emitted fossil fuel 13 

combustion, and that a high fraction is composed of OOA (Lanz et al., 2009). This conclusion 14 

was based on analyses of the organic aerosol mass spectra by positive matrix factorization 15 

(Lanz et al., 2007) and by multi-linear engine 2 (Lanz et al., 2008). Modelling organic aerosol 16 

is among the most demanding aspects of air quality simulations because the formation 17 

processes and evolution are poorly understood. In spite of the recent improvements in air 18 

quality models, organic aerosols can be underestimated by a large amount (Hodzic et al., 19 

2009). The recently-developed volatility basis-set approach (Donahue et al., 2006) improved 20 

the agreement between organic aerosol model results and aerosol mass spectrometer (AMS) 21 

measurements (Robinson et al., 2007;Dzepina et al., 2009;Tsimpidi et al., 2010;Hodzic et al., 22 

2010). The discrepancy between models and measurements has also been reduced by taking 23 

into account other processes such as the formation of SOA via aqueous chemistry (Carlton et 24 

al., 2008), oligomerization (Morris et al., 2006), the addition of new precursors (Zhang et al., 25 

2007; Carlton et al., 2010), the treatment of SOA hygroscopicity (Pun, 2008), the treatment of 26 

SOA formation under low-NOx conditions (Carlton et al., 2010).      27 

Several PM measurements during January 2006 in Switzerland found exceptionally high 28 

concentrations (Lanz et al., 2008). Additional measurements were made at Payerne in June 29 

2006 and in January 2007 within the frame of EMEP (European Monitoring and Evaluation 30 

Programme). These detailed aerosol measurements provide a good data base to test models 31 

under different meteorological conditions over the complex terrain of Switzerland. In this 32 
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study, we used the MM5/CAMx model system to simulate the air quality in Europe in one 1 

summer (June 2006) and two winter periods (January 2006, January 2007), focussing on the 2 

particulate matter in Switzerland.   3 

 4 

2 Modelling method 5 

2.1 Model setup  6 

We used the CAMx (Comprehensive Air Quality Model with extensions) model, version 4.51 7 

(Environ, 2008) to simulate air quality in January 2006, June 2006, and January 2007. The 8 

meso-scale model MM5, version 3.7.4 (PSU/NCAR, 2004) was used to generate the 9 

meteorological fields for CAMx. Three nested model domains were used in a Lambert Conic 10 

Conformal projection using 1-way nesting to cover a large part of Europe, central Europe and 11 

Switzerland with horizontal  resolutions of 27 km x 27 km, 9 km x 9 km, and 3 km x 3 km, 12 

respectively (Fig. 1). The MM5 simulations with 31 terrain-following σ–levels up to 100 hPa, 13 

were initialized by data from COSMO7 analysis (COSMO, 2002). Four-dimensional data 14 

analysis (FDDA) using COSMO7 data was applied only for domains 1 and 2. The planetary 15 

boundary layer (PBL) height was calculated using the Eta PBL option, with the Mellor-16 

Yamada scheme (Janjić, 1994). The CAMx simulations used a subset of 14 of the MM5 σ-17 

layers, of which the lowest had a thickness of about 40 m at a surface pressure of 950 hPa. 18 

The model top was set at σ=0.55 which corresponds to a geometric layer top of about 7000 m 19 

above sea level. The initial and boundary concentrations for the first domain were obtained 20 

from the global model MOZART (Horowitz et al., 2003). The photolysis rates were 21 

calculated using the TUV photolysis pre-processor (Madronich, 2002). The required ozone 22 

column densities were extracted from TOMS data (NASA/GSFC, 2005). Dry deposition of 23 

gases was based on the resistance model of Wesely, 1989). Surface deposition of particles 24 

occurs via diffusion, impaction and/or gravitational settling. Separate scavenging models for 25 

gases and aerosols were implemented in CAMx to calculate the wet deposition (Environ, 26 

2008). The CB05 gas-phase mechanism was used (Yarwood et al., 2005). We performed the 27 

simulations for the same periods as the detailed field campaigns where measurements were 28 

conducted with an aerosol mass spectrometer (AMS) at Zurich in January 2006 (Lanz et al., 29 

2008) and at Payerne in June 2006 and January 2007 (EMEP campaigns) (Lanz et al., 2010a).  30 
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Simulated aerosol species with particle sizes smaller than 2.5 µm included sulphate, nitrate, 1 

ammonium, POA, SOA and elemental carbon (EC). The condensable organic gases (CG) are 2 

formed from the oxidation of the aromatic precursors TOL (toluene) and XYL (xylene), as 3 

well as of the biogenic precursors isoprene, monoterpenes and sesquiterpenes (see Table 1 for 4 

the SOA precursor reactions). Partitioning of condensable organic gases to secondary organic 5 

aerosols was calculated using a semi-volatile equilibrium scheme called SOAP (Strader, 6 

1999). Properties of CG/SOA pairs used in CAMx are given in Table 2. Oligomerization is 7 

taken into account in a rather simple way in CAMx.  It was assumed that the SOA 8 

oligomerized to a non-volatile form with a lifetime of about 1 day (Kalberer et al., 2004). 9 

Oligomerization slowly forms organic aerosol oligomers called SOPA (anthropogenic) and 10 

SOPB (biogenic), and it was shown to increase SOA yields (Morris et al., 2006). Pun and 11 

Seigneur (2007) reported that oligomerization may be pH-dependent and therefore further 12 

work is needed to correctly simulate this process. Aqueous sulphate and nitrate formation in 13 

cloud water were calculated using the RADM aqueous chemistry algorithm (Chang et al., 14 

1987). Cloud production of SOA is not taken into account in CAMx. Partitioning of inorganic 15 

aerosol constituents between the gas and particulate phases was modelled with ISORROPIA 16 

(Nenes et al., 1998). The model results for each episode were evaluated mainly at locations 17 

where detailed aerosol measurements were available: Zurich (January 2006) and Payerne 18 

(June 2006 and January 2007). In addition to the base case simulations, sensitivity tests were 19 

performed with modified parameters such as precursor emissions (two simulations with a 20 

50% emission reduction of either NH3 or NOx), air temperature (± 5°C) and deposition 21 

(on/off). 22 

2.2 Emissions 23 

Gridded emissions from various sources refer to a specific year. To harmonize data from 24 

different sources and reference years, emissions were converted to a common reference year, 25 

2005. The annual emissions and time functions for Europe were provided by the Freie 26 

Universität Berlin (FUB) (Stern, 2003; Builtjes et al., 2002). The spatial resolution was 0.125 27 

deg x 0.25 deg. The region of Lombardy in northern Italy was treated differently using hourly 28 

emissions (CITY-DELTA, 2002). Emissions in Switzerland were also calculated separately. 29 

Annual road traffic emission data with a spatial resolution of 250 m as well as the spatial 30 

distributions of total annual NMVOC emissions from industry and households with a 31 

resolution of 200 m were provided by INFRAS (Heldstab and Wuethrich, 2006; Keller and de 32 
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Haan, 2004). The total NMVOC emission was split into the CB05 species following the rules 1 

of Passant (2002). Annual NOx, PM2.5 and PM10 emissions from residential activities, heating, 2 

industry, off-road traffic, rail transport and agriculture/forestry on a 200 m resolution as well 3 

as ammonia emissions from manure, waste treatment and road traffic on a 1 km resolution 4 

were taken from Meteotest. Industrial and residential emissions include substantial 5 

percentages of biomass burning. In Switzerland, about 75% of the residential PM10 emissions, 6 

10% of the industrial and 23% of the agricultural and forestal emissions are released by 7 

biomass combustion. Currently, the annual PM emissions from road traffic are about 3-4 8 

times higher than those from domestic wood burning in our inventory. Primary particulate 9 

emissions were split as 40% elemental carbon (EC) and 60% OA (Szidat et al., 2006) 10 

Biogenic emissions for the CAMx domains were calculated using European and Swiss land 11 

use inventories and MM5 meteorological data. For each European country the deciduous and 12 

coniferous forest fractions were split into separate tree species according to Simpson et al. 13 

(1999). Inside Switzerland, the global data were replaced by data of the “Arealstatistik” (100 14 

m resolution) issued by the Federal Office of Statistics (BFS, 1999) and by forest data (1 km 15 

resolution) taken from the “Landesforstinventar” (Mahrer and Vollenweider, 1983). About 16 

24% of the Swiss area is covered by forests of which 71% are coniferous. Norway Spruce 17 

(picea abies) and fir (abies alba) are the most abundant species (49% and 15% of the trees, 18 

respectively). Monoterpenes are the most important biogenic VOC species in Switzerland, 19 

emitted mainly by Norway Spruce and fir trees. Isoprene in Switzerland, on the other hand, is 20 

emitted mostly by oak trees, which constitute only 2% of the Swiss forests. The method for 21 

the estimation of biogenic emissions is given in Andreani-Aksoyoglu and Keller (1995), 22 

which was updated using recent literature data. The emission rates of sesquiterpenes were 23 

assumed to be 10% (in moles) of those of monoterpenes, based on data relevant for Swiss 24 

forests in Steinbrecher et al. (2009). 25 

2.3 Meteorology 26 

2.3.1 Winter 2006 27 

Before evaluating the results of chemistry-transport model CAMx, we analysed the 28 

meteorological variables because they are essential for the dispersion and vertical mixing of 29 

pollutants. We modelled the meteorological parameters between 1 January and 10 February 30 

2006. We classified the meteorological conditions into 5 periods using the time series of 31 
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measurements at various meteorological stations in Switzerland (see Fig. 2 for Payerne). 1 

During the first period (1-5 January), the measured air temperatures were mostly above zero, 2 

wind speed was moderate and there was no precipitation except at the beginning. The second 3 

period (6-16 January) was characterized by low-wind speed and an extended fog layer over 4 

the Swiss Plateau (region between the Jura and the Alps), as well as lower temperatures. Then 5 

a warm front arrived, causing  precipitation, higher wind speed and a rapid temperature 6 

increase in the third period (17-22 January). Mixed conditions prevailed during the fourth 7 

period (23 January-4 February). In the last period (5-10 February), temperatures and wind 8 

speed increased. The model reproduced the wind direction and precipitation quite well most 9 

of the time. However, there was some difference (with a maximum of ± 5 °C) between the 10 

measured and modelled temperature in the lowest model layer. The effect of such a difference 11 

in temperature on pollutant concentrations was investigated with sensitivity tests and is 12 

discussed in section 3.3. The meteorological model could reproduce wind fields reasonably 13 

well for the days with strong winds, but overestimated the low-wind speeds especially in 14 

periods II and IV. A common element between periods II and IV was the prevalence of 15 

temperature inversions. The comparison of vertical profiles of potential temperature predicted 16 

by MM5 with those from soundings at Payerne clearly shows that the temperature inversions 17 

during the periods II and IV could not be reproduced (see Fig. 3 for some examples). 18 

Temperature inversions were further investigated by examining the differences between the 19 

potential temperatures (Δθ) at Payerne and Chaumont. These stations are relatively close to 20 

each other (about 25 km) and the elevation at Chaumont is about 650 m higher than at 21 

Payerne.  Thus Δθ can be used as a way to detect the presence of a temperature inversion. As 22 

shown in Fig. 4, there was a sharp decrease in the measured Δθ at the beginning of period II. 23 

At the end of that period Δθ increased abruptly. We note that a similar sharp decrease in Δθ 24 

occurred also in period IV. This implies the development of a temperature inversion. The 25 

contrast between low-wind (II and IV) and high-wind periods (I, III and V) can be clearly 26 

seen in Fig. 4. During the times when the meteorological model results do not follow the 27 

observations, the  vertical structure of the atmosphere is not simulated accurately, which is 28 

consistent with the findings from the comparison of simulated and observed profiles of 29 

potential temperature (Fig. 3).  We also compared the modelled wind speeds at higher 30 

altitudes with measurements on a television tower at Uetliberg (1043 m a.s.l.). Fig. 5  shows 31 

that wind speeds at higher vertical levels were also overestimated as in the case of surface 32 

layer. 33 
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2.3.2 Summer 2006 1 

The summer period in June 2006 was divided into 3 parts (Fig. 6). Measurements and model 2 

predictions for meteorological parameters matched reasonably well in the first period (1-11 3 

June), which was mostly dry with increasing temperatures and moderate to strong winds. In 4 

the second period (12-16 June), low wind speeds and night temperatures were overestimated 5 

by the model. This implies that the model underestimates the radiative cooling during the 6 

night. Strong radiative cooling at night leads to strong stratification which in turn is associated 7 

with high pollution levels. Inadequate representation of this phenomenon in the model 8 

probably contributes to an underestimation of pollutant levels after 12 June. During the first 9 

period the night-time surface inversion was not very strong. In the second period however, 10 

there was a surface inversion with a strong gradient that was not properly reproduced by the 11 

model. After 17 June (period III), there were several days with rain and the model 12 

performance varied as a result of these varying meteorological conditions. In general, MM5 13 

could reproduce most of the parameters such as wind direction, precipitation and temperature 14 

reasonably well at the surface except low-wind speeds. 15 

2.3.3 Winter 2007 16 

January 2007 was warmer and had different meteorological conditions than January 2006 17 

(Fig. 7). Temperatures were above zero except for a few days. During the first period (1-12 18 

January), the wind speed was moderate to strong and some precipitation occurred. The second 19 

period (13-17 January) was dry and the wind speed was low. In the third period (18-25 20 

January), the wind speed became higher and the temperature started decreasing. The wind 21 

speed was low again in the last period (26-31 January). The model-measurement agreement 22 

becomes worse under low-wind conditions (in the second and fourth period) as seen in the 23 

case of the previous year.  24 

2.3.4 Modificiation of the wind fields 25 

Meteorological variables such as wind speed and planetary boundary layer height (PBL) are 26 

the crucial parameters for the vertical mixing and dispersion of pollutants and thus these have 27 

a strong effect on surface concentrations.  The simulation of the wind fields over complex 28 

terrain is known to be challenging (Liu et al., 2007; Baertsch-Ritter et al., 2004). Inspite of 29 

using FDDA techniques to obtain more realistic meteorological data, the modelled wind 30 

speeds still show discrepancies compared to measurements, especially over regions where 31 
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wind speeds are low both in winter and summer periods (see Figs. 2, 6, 7). Wind speed is 1 

crucial for the photochemical modeling as high speeds dilute air pollution plumes and reduce 2 

pollutant concentrations. The average measured wind speeds at 12 surface meteorological 3 

stations were 1.7 m s-1, 1.8 m s-1, and 2.5 m s-1 for January 2006, June 2006 and January 4 

2007, respectively whereas the simulated wind speeds in the lowest layer of the smallest 5 

domain were 2.8 m s-1, 2.9 m s-1, and 3.5 m s-1. In a sensitivity test, reducing the wind speed 6 

by a factor of two in all domains and layers improved the results of the low-wind speeds 7 

significantly. Therefore, the reduced wind speeds were used in further simulations for the 8 

low-wind periods. The used procedure ensured mass conservation. We changed only the 9 

horizontal wind fields (u, v) for each vertical level. Since only these fields are transferred to 10 

CAMx, which then calculates the vertical component w at the layer interfaces internally, the 11 

mass conservation is fulfilled. The comparison of wind speeds before and after the 12 

modification is shown at some stations for each simulation period (Fig. 8).  13 

An example for the effect of reduced wind speed on pollutant concentrations in each episode 14 

is shown in Fig. 9. Carbon monoxide (CO) can be used as a proxy for the quality of the 15 

meteorology since its concentration does not change rapidly due to chemical reactions. The 16 

CO concentrations were underestimated during the low-wind periods where there were 17 

significant differences between model predictions and measurements of wind speed. 18 

Reducing the wind speed after June 12 improved the model performance for CO. The 19 

comparison of the modelled PM concentrations (PM2.5) with the AMS measurements is also 20 

shown in Fig. 9. Modelled PM concentrations increased by a factor of 2-3 when wind speeds 21 

were reduced in low-wind periods and matched measurements much better. All the 22 

simulations with CAMx discussed in the following sections were performed with modified 23 

wind speeds.   24 

3 Results and Discussion 25 

3.1 Total aerosol  26 

The modelled PM2.5 refers to the sum of primary aerosol (EC and POA) and secondary 27 

inorganic (particulate nitrate, sulphate, ammonium) and organic aerosol (SOA). The predicted 28 

monthly average PM2.5 concentrations in the European and Swiss domains (27 km and 3 km 29 

resolutions, respectively) are shown in Figs. 10-12 for all episodes. In January 2006, the 30 

modelled concentrations reach up to 70 µg m-3 around the Ruhr area (Germany) and Krakow 31 
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(Poland) where there are substantial industrial emissions (Fig. 10). Primary aerosol dominates 1 

modelled PM2.5 at Krakow whereas aerosols are mainly secondary around the Ruhr area. 2 

Elevated levels can be seen around the large urban areas as well. Monthly average PM2.5 3 

concentrations in the high-resolution Swiss domain (3 km x 3 km) are highest over the Swiss 4 

Plateau (region between Jura mountains and Alps) and they exceed the national ambient air 5 

quality standards especially in areas downwind of Zurich (modelled daily averages are as high 6 

as 65 µg m-3) and Basel. The short-term standard for PM10 concentrations averaged over 24 h 7 

is 50 µg m-3 in Switzerland. The long-term measurements suggest that the PM2.5/PM10 ratio is 8 

about 0.75 (Gehrig and Buchmann, 2003). High concentrations are also predicted in the 9 

southern part of the modelled domain.   10 

The second winter episode in January 2007 was much warmer than January 2006. As seen in 11 

Fig. 11, the distribution of predicted PM2.5 particles in January 2007 is similar to the case in 12 

January 2006, however, concentrations are lower.  13 

In summer, the distribution of PM2.5 particles in Europe is different from winter, as 14 

exemplified in Fig. 12. Although highest levels can still be seen around the Ruhr area (mainly 15 

particulate nitrate and primary aerosols) and Krakow (mainly primary aerosols and particulate 16 

sulphate), large urban areas are predicted to have much lower PM2.5 concentrations in summer 17 

than in winter. The model predicted that a significant contribution to PM2.5 in the European 18 

domain is due to SOA especially in the region from Berlin to the Adriatic sea (Fig. 13).   19 

There were detailed AMS (PM1) measurements at Zurich in January 2006, and at Payerne in 20 

June 2006 as well as in January 2007. In addition, there were daily PM2.5 measurements at 21 

Payerne in June 2006 and January 2007. Moreover, hourly PM10 measurements were 22 

available in all three episodes. A comparison of model predictions for PM2.5 in the high-23 

resolution domain (3 km x 3 km) with the available measurements in all episodes is shown in 24 

Fig. 14. Clearly the particle concentrations were higher in January 2006 than in the other 25 

episodes. In January 2006, model results and measurements were similar during the high-26 

wind periods (I and III), and the different measured size fractions yielded quite similar results. 27 

In the low-wind periods (II and IV), on the other hand, model results were lower than 28 

measurements on some days and there was a large difference between the measured PM10 and 29 

PM1 concentrations in the second period indicating increased coarse mode levels. The average 30 

concentration of modelled PM2.5 in January 2006 was 27.0 µg m-3 which was close to the 31 

average measured PM1 concentration of 29.1 µg m-3. In June 2006, model results (average 32 
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PM2.5 8.1 µg m-3) matched both daily PM2.5 (average 9.9 µg m-3) and hourly PM1 (AMS, 1 

average 8.2 µg m-3) measurements (which were similar) rather well. The high PM10 2 

concentrations measured on 20-21 June 2006 correspond to a Saharan dust event observed at 3 

that time. In January 2007, PM levels were lower than those in the previous year, and the 4 

model (average PM2.5 14.6 µg m-3) reproduced the measured PM2.5 concentrations (average 5 

13.3 µg m-3) reasonably well .  6 

Model predictions in the European domain were also compared with measurements.  Fig. S1 7 

shows the measured and modelled PM2.5 concentrations at Harwell (UK) for each of the 8 

studied episodes. In spite of the coarser resolution of the European domain (27 km x 27 km) 9 

the model could reproduce PM2.5 levels reasonably well most of the time. The average values 10 

for model and measurements were 13.2 and 13.9 µg m-3 in January 2006, 12.3 and 13.5 in 11 

June 2006, respectively.  In January 2007, model results were similar to measurements during 12 

the first three weeks, however an overestimation occurred in the last week. 13 

3.2 Chemical composition 14 

The predicted chemical composition was compared with the AMS measurements. Although 15 

the model results consist of PM2.5 and the AMS measures particles smaller than 1 µm, they 16 

can be compared with each other since the difference between PM1 and PM2.5 measurements 17 

is usually rather small, as seen in Fig. 14. Both measurements and model results suggest that 18 

in winter particulate nitrate and organic aerosol are the main components of aerosols (Fig. 19 

15). This is the case for both winter episodes in 2006 and 2007 at Zurich and Payerne, 20 

respectively. On the other hand, organic aerosol dominates the particle composition in 21 

summer. The model reproduces the relative contribution of aerosol species very well both in 22 

the winter and summer periods. The absolute concentrations from the AMS measurements are 23 

about 20% higher than model predictions in winter and summer 2006. In winter 2007, 24 

measured and modelled concentrations were similar except for modelled OA which was 17% 25 

lower than the measurements.  The model results were evaluated using the statistical 26 

parameters such as the mean fractional error (MFE) and the mean fractional bias (MFB) 27 

recommended by Boylan and Russell (2006) for aerosols. The statistical evaluation of model 28 

results is shown in Table 3 for all the episodes. The lowest Root Mean Square Error (RMSE) 29 

was obtained for EC in all episodes. The acceptable model performance criteria (MFE ≤+75% 30 

and -60% < MFB < + 60%) were met for all species only in January 2007. Performance 31 
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criteria are met in January 2006 at Zurich for all species except sulfate. In June 2006, on the 1 

other hand, performance criteria are not met for nitrate and ammonium. The performance 2 

goals (when both MFE ≤ +50% and -30% < MFB < +30% are met) are obtained for OA in 3 

Zurich and for EC in Payerne in June.     4 

The highest organic aerosol concentrations were measured in January 2006 during the low-5 

wind period II at Zurich (Fig. 16). In general, the model could predict the low concentrations 6 

of organic aerosols reasonably well in the high-wind periods. In the winter low-wind periods 7 

(periods II and IV in January 2006 and 2007), however, the predicted OA is lower than the 8 

measured concentrations for several days. In winter 2006, about 53% of the modelled organic 9 

aerosols are predicted to be POA at Zurich. At Payerne, the fraction of POA is 38% and 26% 10 

in January 2007 and June 2006, respectively (Table 4). The modelled POA fractions are 11 

higher than those derived from measurements using factor analysis of the aerosol mass 12 

spectral data (FA-AMS) (Lanz et al., 2008). Diurnal variations of POA and SOA predicted by 13 

the model and derived from measurements are shown in Fig. 17 for all periods. Both 14 

measured and modelled POA have two peaks in the winter periods; one in the morning and 15 

the other in the evening, where measured POA is taken as the sum of hydrocarbon-like 16 

organic aerosol (HOA) and wood burning organic aerosol (WBOA). Although morning peaks 17 

are similar, the evening peak from the measurements appears much later than that of the 18 

model indicating a more important contribution from wood burning that is underrepresented 19 

in the model. The measured POA and SOA show similar diurnal variations whereas the 20 

modelled SOA has no significant diurnal variation in winter. In summer, model and 21 

measurements show similar diurnal variations, with higher POA in the morning and higher 22 

SOA in the morning and at night. In general, the modelled SOA concentrations are lower than 23 

the measurements while POA is overestimated, especially in summer. The fact that POA is 24 

assumed to be non-volatile in CAMx can lead to too high POA and too low SOA, and better 25 

agreement can be found using the volatility basis set developed by Donahue et al. (2006) as 26 

shown for Mexico City (Hodzic et al., 2010b). Similar diurnal cycles of measured POA and 27 

SOA in winter support the hypothesis that some part of SOA might originate from the aging 28 

of POA. 29 

The model results suggest that SOA originates mainly from biogenic VOCs in Switzerland. 30 

This is in agreement with studies using 14C in Zurich showing that biogenic sources are 31 

dominant in summer (Szidat et al., 2006). The fractional compositions of modelled SOA for 32 
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all the three episodes are shown in Fig. 18. In general, SOA in the model is formed basically 1 

from monoterpenes (blue), sesquiterpenes (green) and oligomerization of biogenic oxidation 2 

products (red). The contribution from anthropogenic precursors to SOA was predicted to be 3 

less than 1%. In the winter periods, monoterpenes produce more SOA than sesquiterpenes, 4 

while the opposite is true in summer. In CAMx, sesquiterpene SOA is not allowed to partition 5 

back to the gas phase at higher temperatures due to its lower volatility, therefore it remains in 6 

the particulate phase. On the other hand, monoterpene SOA partitions to the gas phase at 7 

higher temperatures, which leads to a lower fraction in summer. One should keep in mind that 8 

the sesquiterpene emissions used in this study have a very high uncertainty. The assumption 9 

of sesquiterpene emissions as 10% of monoterpene emissions might be too high. With lower 10 

sesquiterpene emissions, the underestimation of OA would be significantly larger. The 11 

emissions will be updated and a sensitivity study will be performed in the future.  12 

3.3 Sensitivity tests 13 

The deviation between measured and modelled temperature in the lowest model layer was 14 

about ± 5 °C (see Fig. 2). The effect of this difference on aerosol concentrations is 15 

investigated by changing the temperature in the model by 5 °C. The variation in temperature 16 

affects mainly particulate nitrate concentrations. The results showed that particulate nitrate 17 

concentrations increased by up to 5 µg m-3 when the temperature was decreased by 5 °C (Fig. 18 

19a). An increase in the temperature by the same amount, on the other hand, caused a 19 

decrease of the nitrate levels by 2-3 µg m-3. SOA is also sensitive to temperature (Pun and 20 

Seigneur, 2008). However, changes in SOA concentrations due to temperature variations 21 

were very small (up to 0.2 µg m-3). 22 

The effect of deposition processes on the aerosol concentrations was tested by switching off 23 

both dry and wet deposition in the simulations for January 2006. Dry deposition of oxidized 24 

gas-phase precursors of SOA is also included in CAMx. The total aerosol concentrations 25 

increased without deposition (Fig. 19b). Deposition mainly affects inorganic aerosol 26 

components, especially particulate nitrate due to efficient removal of nitric acid, and the 27 

degree of change depends on the meteorological conditions. 28 

There are very few studies in Europe about the sensitivity of aerosols to precursor emissions, 29 

mainly in UK and northern Italy (Redington et al., 2009; Derwent et al., 2009; de Meij et al., 30 

2009). In this study, the sensitivity of inorganic aerosol formation to NOx and NH3 emissions 31 
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was investigated in whole Europe by two simulations for both January 2006 and June 2006, 1 

where either NOx or NH3 emissions were reduced by 50%. Fig. 20 shows the differences in 2 

monthly average PM2.5 concentrations between the two simulations for both winter and 3 

summer in both domains. The blue colour (negative values) shows regions where a 50% 4 

reduction in NOx results in a greater decrease of PM2.5 than a 50% reduction in NH3, while 5 

the red colour shows areas that are more sensitive to a reduction in NH3. These results suggest 6 

that aerosol formation in most of the European domain in winter (Fig. 20, top left) is more 7 

sensitive to NH3 emissions except in central Europe and north west of France where blue 8 

colour indicates a NOx sensitivity. Using a moving air-parcel trajectory model, Derwent et al., 9 

(2009) predicted that aerosol formation in southern UK was ammonia-limited. This is in line 10 

with our results for that region (Fig. 20, top left). As seen in Fig. 20 for the Swiss domain 11 

(bottom left), aerosol formation in the Swiss Plateau is limited by NOx emissions. On the 12 

other hand, the red colour in the southern part of the model domain (southern Switzerland, 13 

northern Italy) indicates a higher NH3 sensitivity for aerosol formation. These results support 14 

our earlier studies based on short-term simulations (Andreani-Aksoyoglu et al., 2008). In 15 

summer, effects of NOx and NH3 emission reductions on aerosol concentrations are predicted 16 

to be lower mostly due to lower ammonium nitrate concentrations (Fig. 20, right). In general, 17 

the sensitivity to NH3 emissions is weaker in summer due to higher NH3 emissions. The land 18 

area in Europe where aerosol formation is NOx-limited in winter is about 3% whereas it goes 19 

up to 55% in summer. We also tested the sensitivity of aerosol formation to emission 20 

reductions lower than 50%. The changes due to 15% emission reductions of either NOx or 21 

NH3 in January and June 2006 in the European domain are shown in Fig. S2. The results are 22 

similar to those in Fig. 20 whereas absolute values are lower, as expected.   23 

4 Conclusions 24 

The aerosols in Switzerland were modelled with the regional air quality model CAMx for one 25 

summer and two winter periods in 2006 and 2007 under different meteorological conditions. 26 

The following findings can be extracted from this study: 27 

- Both measurements and model predictions suggest that organic particulate matter and 28 

particulate nitrate are the main aerosol components in winter. In summer, organic 29 

aerosol, which is mainly secondary, dominates the aerosol composition.  30 

- The relative contribution of aerosol components was modelled very well. The absolute 31 

concentrations of aerosol components were in general reproduced rather well, except 32 
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for the cold winter 2006 where the bias was higher than in the other periods. The 1 

acceptable model performance criteria were met for all investigated components in 2 

January 2007. 3 

- In January 2006, the highest PM2.5 concentrations were predicted around the Ruhr area 4 

in Germany and Krakow in Poland; secondary inorganic aerosol and primary aerosol 5 

were calculated to be the main components in those areas, respectively. In summer, 6 

secondary aerosol dominated the aerosol composition both in Europe and in 7 

Switzerland.  8 

- The contribution of the biogenic emissions to the SOA formation in Switzerland was 9 

predicted to be very large and to originate mainly from monoterpenes and 10 

sesquiterpenes, as well as oligomerization of biogenic oxidation products.  11 

- In all episodes, the predicted primary organic aerosol (POA) fraction was higher than 12 

those derived from the AMS measurements (especially in summer), probably because 13 

volatility of POA has not yet been taken into account in the CAMx model. 14 

Comparison of modelled and measured diurnal variations of POA and SOA indicates 15 

an important contribution from wood burning that is underrepresented in the model. 16 

The wood burning emissions will be updated in the near future. 17 

- Sensitivity tests suggested that temperature and deposition have a strong effect mainly 18 

on particulate nitrate. Nitrate concentrations were inversely correlated with 19 

temperature. PM2.5 concentrations increased significantly (mainly inorganic aerosols) 20 

when the deposition processes were switched off.  21 

- Simulations with reduced NH3 and NOx emissions indicated that inorganic aerosol 22 

formation is more sensitive to NH3 emissions in a large part of Europe (97%) in 23 

winter. The effect of NH3 emission reductions on aerosol mass is predicted to be lower 24 

in summer (45%). On the other hand, model results suggest that aerosol formation 25 

over the Swiss Plateau is NOx –limited in both seasons.  26 
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 1 

Table 1: SOA precursor reactions included in CAMx (Environ, 2008). 2 
Precursor Reaction CG Products1 K298 

2(ppm-1 min-1) 
Anthropogenic    
Toluenes TOLA + OH 0.044 CG1+ 0.085 CG2 8.75E+03 
Xylenes XYLA + OH 0.027 CG1+ 0.118 CG2 3.71E+04 
Biogenic    
Isoprene ISP + O none 5.32E+04 
 ISP + OH 0.015 CG3 + 0.12 CG4 1.47E+05 
 ISP + O3 none 1.90E-02 
 ISP + NO3 none 9.96E+02 
Terpenes TRP + O 0.065 CG5 + 0.29 CG6 4.12E+04 
 TRP + OH 0.065 CG5 + 0.29 CG6 7.76E+04 
 TRP + O3 0.065 CG5 + 0.29 CG6 1.33E-01 
 TRP + NO3 0.065 CG5 + 0.29 CG6 9.18E+03 
Sesquiterpenes SQT + OH 0.85 CG7 2.91E+05 
 SQT + O3 0.85 CG7 1.71E+01 
 SQT + NO3 0.85 CG7 2.81E+04 
1 : Yield values are in ppm/ppm 3 
2: Rate constants are shown for 298 K and 1 atmosphere in ppm-1 min-1.  4 

5 
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Table 2: Properties of CG/SOA pairs in CAMx (Environ, 2008) 1 
 

Species 
 

Molecular  
Weight 

(g mole-1) 

Saturation 
Concentration 

(µg m-3 at 298 K) 

Heat of 
vaporization 
(kJ mole-1) 

CG1/SOA1 150 7.82 66.8 
CG2/SOA2 150 227 66.8 
CG3/SOA3 130 0.726 42 
CG4/SOA4 130 136 42 
CG5/SOA5 180 3.92 75.5 
CG6/SOA6 180 55.8 75.5 
CG7/SOA7 210 0 - 

SOPA 220 - - 
SOPB 220 - - 

 2 
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Table 3. Statistical parameters for aerosol components at Zurich (urban background) and Payerne (rural) in three episodes. CE is 1 
the collection efficiency (determined from sulfate filter measurements) used in AMS measurements. EC was measured by an 2 
aethalometer. The bold numbers indicate the time when the model performance criteria are met  (MFE ≤+75% and -60 < MFB < 3 
+ 60%)*.  4 
 5 

January 2006 (Zurich) June 2006 (Payerne) January 2007 (Payerne) Aerosols 
(µg m-3) Model Obs. 

CE=0.5 
RMSE MFB 

(%) 
MFE 
(%) 

Model Obs. 
CE=1 

RMSE 
 

MFB 
(%) 

MFE 
(%) 

Model Obs. 
CE=1 

RMSE 
 

MFB 
(%) 

MFE 
(%) 

NO3  9.56 11.47 7.26 -17 55 0.97 0.99 1.53 -91 140 6.89 5.66 3.00 36 58 
SO4  3.11 6.06 4.76 -65 98 1.36 1.56 1.10 -28 63 1.82 1.43 1.87 3 74 
NH4  3.90 5.58 3.37 -38 60 0.79 1.07 0.83 -49 77 2.67 2.07 1.27 36 58 
OA  9.83 13.45 5.70 -28 39 4.51 6.00 3.10 -35 50 5.31 6.37 4.10 2 59 
EC  3.50 2.17 2.22 43 56 0.69 0.95 0.46 -19 36 1.13 1.02 0.50 20 41 

*Mean Fractional Bias, 

! 

MFB =
1
N

C mod(t) "Cobs(t)
(Cobs(t) + C mod(t)) /2t=1

N

# $100     Mean Fractional Error, 

! 

MFE =
1
N

C mod(t) "Cobs(t)
(Cobs(t) + C mod(t)) /2t=1

N

# $100 6 

N: number of effective data in the period without the spin-up day  7 
Cmod (t) and Cobs(t) :simulated and observed concentrations at time t, respectively) ((USEPA, 1991;Boylan and Russell, 2006)).  8 

 9 

 10 
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Table 4. The POA and SOA fractions from model simulations and from AMS 1 
measurements using factor analysis. 2 

measurements model periods 
POA (%) SOA (%) POA (%) SOA (%) 

January 2006 (Zurich) 45 55 53 47 
June 2006 (Payerne) 6 94 26 74 
January 2007 (Payerne) 29 71 38 62 

 3 
4 
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Figure captions: 1 

Figure 1: Terrain heights (m asl.) of the model domains with horizontal resolutions of 27 km 2 
x 27 km (domain 1), 9 km x 9 km (domain 2), 3 km x 3 km (domain 3). 3 

Figure 2: Comparison of measured and modelled wind direction (deg), wind speed (m s-1),  air 4 
temperature (°C) and precipitation (mm) at Payerne (NABEL station) in January-February 5 
2006.  6 
Figure 3: Comparison of vertical profiles of potential temperature (K) at 12:00 local time 7 
from soundings at Payerne (red) and from MM5 meteorological model (blue). Top left: 4 8 
January (period I), top right: 9 January (period II), bottom left: 18 January (period III), bottom 9 
right: 3 February (period IV). 10 
Figure 4 : Difference of potential temperature (Δθ) between Payerne (NABEL station, 489 m 11 
asl.) and Chaumont (MeteoSwiss station, 1137 m asl.) during January-February 2006 (data at 12 
12:00 UTC);  measurements in red, MM5 model results in black.  13 

Figure 5: Comparison of modelled wind speed (m s-1) at the 6th model level (mid-point at 14 
approximately 992 m asl.) with measurements at Uetliberg (ENET station, 1043 m asl.) in 15 
January 2006.  16 
Figure 6: Comparison of measured and modelled wind direction (deg), wind speed (m s-1),  air 17 
temperature (°C) and precipitation (mm) at Payerne (NABEL station) in June 2006. 18 
Figure 7: Comparison of measured and modelled wind direction (deg), wind speed (m s-1), air 19 
temperature (°C) and precipitation (mm) at Payerne (NABEL station) in January 2007. 20 
Figure 8: Comparison of modelled and measured wind speed at Payerne (rural) in January 21 
2006 (top), at Haerkingen (motorway) in June 2006 (middle) and at Duebendorf (suburban) in 22 
January 2007 (bottom), before (left) and after the adjustment (right). The term 23 
modelled/measured in each plot represents the slope of the correlation. 24 
Figure 9: Effect of reduced wind speed on CO in June 2006 (Payerne), and on PM in January 25 
2006 (Zurich), June 2006 (Payerne), January 2007 (Payerne). 26 
Figure 10: Modelled monthly average PM2.5 concentration in January 2006 in the European 27 
(27 km x 27 km) (top) and Swiss domains (3 km x 3 km) (bottom). 28 
Figure 11: Modelled monthly average PM2.5 concentration in January 2007 in the European 29 
(27 km x 27 km) (top) and Swiss domains (3 km x 3 km) (bottom).  30 
Figure 12: Modelled monthly average PM2.5 concentration in June 2006 in the European (27 31 
km x 27 km) (top) and Swiss domains (3 km x 3 km) (bottom).  32 
Figure 13: Modelled monthly average secondary organic aerosol (SOA) concentration in June 33 
2006 in the European domain (27 km x 27 km). 34 
Figure 14: Comparison of  PM1 (hourly), PM2.5 (daily) and PM10 (hourly) measurements with 35 
PM2.5 (hourly) model predictions at Zurich in January 2006 (top), at Payerne in June 2006 36 
(middle) and at Payerne in January 2007 (bottom). 37 

Figure 15: Fractional composition of measured (left) and modelled (middle) aerosols as well 38 
as absolute concentrations (right) in January 2006 at Zurich (top), in June 2006 at Payerne 39 
(middle) and in January 2007 at Payerne (bottom). 40 
 41 



 25 

Figure 16: Comparison of modelled and measured organic aerosols as well as modelled POA 1 
and SOA in January 2006 at Zurich (top), in June 2006 at Payerne (middle) and in January 2 
2007 at Payerne.  3 

Figure 17: Diurnal variation of monthly average measured (AMS, PMF) and modelled POA 4 
and SOA in January 2006 at Zurich (top), June 2006 at Payerne (middle) and January 2007 at 5 
Payerne (bottom). 6 
Figure 18: Fractional composition of modelled SOA at Zurich in January 2006 (left), at 7 
Payerne in June 2006 (middle) and in January 2007 (right). AROM: aromatic precursors, ISP: 8 
isoprene, TRP: monoterpenes, SQT: sesquiterpenes, POLA: polymerized anthropogenic SOA, 9 
POLB: polymerized biogenic SOA. 10 
Figure 19: Results of sensitivity tests, Zurich, January 2006. a) change in modelled nitrate 11 
concentrations when air temperature is modified b) change in modelled PM2.5 concentrations 12 
when deposition processes are switched off. 13 

Figure 20: Difference in monthly average aerosol concentration (µg m-3) between two 14 
simulations with a 50% emission reduction of either NOx or NH3 in January 2006 (left) and in 15 
June 2006 (right) for both European (top) and Swiss (bottom) domains. Aerosol formation is 16 
more sensitive to NOx emissions in blue regions and more sensitive to NH3 emissions in red 17 
regions. 18 
 19 
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