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1 Direct model of gas transport in firn

The notations chosen for the main physical variables are pre-
sented in Table 1. The subscriptα is generally used for trace
gases while the superscriptso or c indicate the considered
quantity in the open or closed porosity network, respectively.5

The first and second partial derivatives with respect to space
are indicated with[·]z and[·]zz, respectively, and the one with
respect to time as[·]t. ∇ is the gradient operator in 3-D space.

1.1 Model equivalencies

The proposed transport model



























[ρoαf ]t+[ρoαf(v+wair)]z+ρoατ

−

[

Dα

(

[ρoα]z−ρoα
[ρair ]z
ρair

+Ass

)]

z
=0

ρoα(0,t)= ρatmα (t)
RT

Mf
[ρoα(zf ,t)]z−ρoα(zf ,t)= 0

(1)

is expressed in terms of mass density as it was established10

from mass conservation. This allows for a direct relationship
with the transport terms definition. While keeping the den-
sity as the main variable can be useful for a robust algorithm
implementation, it is interesting to change the state variable
in order to compare with other published firn models.15
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1.1.1 Equivalence with formulation in amount of gas

Defining the gas quantityq(z,t) = f(z)× ρoα(z,t), (1) is
equivalent to:
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RT
Mf

[q(zf ,t)/f(zf)]z−q(zf ,t)/f(zf)= 0

(2)

The model proposed by Rommelaere et al. (1997) is ob-
tained from equation (2) ifAss =Ass,sim (the convective
region was constructed by settingq as constant in the upper
part),Dα = fD (the diffusivity is directly defined as one in20

a porous media),q(zf ,t) = 0 (no gas in contact with the at-
mosphere in the last layer) and adding a radioactive decay
term (which was not considered here as it does not apply to
the studied gases but could simply be introduced as a mass
loss onρoα). When this model was used in a first attempt to25

calculate a multi-gas constrained diffusivity, some problems
appeared due to the convective region (lack of accuracy in
the upper part) and to numerical oscillations (bottom bound-
ary condition and terms containing the inverse off , that goes
to zero at the end of the close-off region).30
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Table 1. Main physical variables

Notation Physical variable

Ass(z) global steady-state Darcy transport term (kg.m−4)
Ass(z) local steady-state Darcy transport term (kg.m−4)
aaccu snow accumulation rate (m eq water/yr)
c(z,t) mass concentration (kg.m−3)
D(z) diffusivity (m2yr−2)
Dα(z) effective diffusivity of gasα in firn (m2yr−2)
Deff (z) effective diffusivity of CO2 in firn (m2yr−2)
Dα,g molecular diffusion coefficient of gasα in free air

(m2yr−2)
Dair molecular CO2 diffusivity in free air (m2yr−2)
Deddy(z) eddy component in effective diffusivity (m2yr−2)
f(z) open porosity (m3m−3)
g gravitational acceleration (9.81 m.s−2)
M molar mass (kg/mol)
m(z) measured mixing ratio (mol/mol)
Ng number of trace gases
P (z) pressure (Pa)
rx→y(z) rate of fluid mass transfer fromx to y

(kg.m−3.yr−1)
R ideal gas constant (8.314 J.mol−1.K−1)
T firn temperature (K)
v(z) firn sinking speed (m/yr)
wf (z,t) relative fluid advection speed with respect tov

(m/yr)
z depth location in the firn (m)
∆z depth increment between model layers (m)
ǫ(z) total porosity (m3m−3)
κ(z) permeability (m2)
λ radioactive decay rate (yr−1)
µ dynamic viscosity (kg.m−1yr−1)
ν(z) inverse of the firn tortuosity
χx mole fraction of gasx (trace gas or air) in the gas

mixture
φ(w,t) filtration vector (m/yr)
ρfirn(z) firn density versus depth (kg.m−3)
ρice(z) ice density (kg.m−3)
ρoair/α(z,t) air/trace gas density in open pores (kg.m−3)
ρcair/α(z,t) air/trace gas density in closed pores (kg.m−3)
̺α relative diffusivity of trace gasα with respect to

Dair

σ(z) uncertainty on measured mixing ratios (mol/mol)
τ (z) rate of gas volume exchange between open and

closed networks (yr−1)
ωα specific weight of gasα in the cost function

1.1.2 Equivalence with a formulation in gas concentra-
tions, using a Lagrangian frame

The transport model (1) can be expressed in terms of gas
concentrationc(z,t)= ρoα(z,t)/ρair(z) by noticing that:

ρoα = cρair, [ρoα]z = ρair [c]z+[ρair]z c

and (air transport and trapping equilibrium):

[ρairf(v+wair)]z+ρairτ =0

The gas dynamics is then expressed in terms of concentration
as:

∂c

∂t
+(v+wair)[c]z =

(

fz
f
+

[ρair]z
ρair

)

Φ+[Φ]z (3)

with the mixing ratio fluxΦ(z,t) =D([c]z+Ass/ρair) and
D=Dα/f .

Our model is set in an Eulerian frame (fixed with respect
to the surface) and can be expressed in a Lagrangian coordi-
nate (moving with particles that have a speedv+wair in the
Eulerian frame) using the relationship:

dc

dt
=

∂c

∂t
+(v+wair)[c]z

whered/dt denotes the Lagrangian derivative. The dynamics
(3) is then equivalent to:

dc

dt
=

(

fz
f

+
[ρair ]z
ρair

)

Φ+[Φ]z

and the air transport model (determined by firn sinking and35

air trapping) defines the absolute position (Eulerian frame)
of the relative coordinates, which is necessary to relate the
modeled concentrations to the firn measurements. Compar-
ing this expression with the model proposed by Trudinger
et al. (1997), the equivalence is established (neglecting the40

radioactive decay) if[ρair]z/ρair =Mairg/RT (hydrostatic
air distribution) andAss =Ass,sim. The main advantage of
the Lagrangian framework is that it allows us to track sur-
face alterations of the flux within the firn. Indeed, the snow
melting process is thus modeled by Trudinger et al. (1997)45

as the sinking of a layer with reduced diffusivity. Such a
phenomenon could be mapped in the Eulerian framework by
defining a time-varying diffusivity, parameterized in terms of
the firn sinking speed. However, it involves in both cases the
use of finer numerical schemes (and hence larger simulation50

times) that are not compatible with the proposed multi-gas
optimization goal.

1.1.3 Equivalence with an isotopic ratio formulation

Isotopic ratios are geochemical variables of particular inter-
est for the study of inert gases. When an isotopic ratio is
mostly constant in the atmosphere, its values in firn can be
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used, for example, to compare the timing of greenhouse gas
changes versus climate (Severinghaus et al., 1998). The be-
havior of an isotopologue1 with respect to isotopologue2 is
typically expressed with the geochemicalδ notation:

δ=

(

χ1,2

Rstd

M2

M1
−1

)

×103=

(

ρ1/ρ2
Rstd

M2

M1
−1

)

×103

whereδ is expressed inh, χ1,2 is the mass ratio of gas1
with respect to gas2, Rstd is the standard molar ratio for55

the gases considered (constant scalar variable),ρ1,2 are the
concentrations in air and the ratio of molar massesM2/M1

is introduced to express the mass ratio in terms of a molar
ratio.

If ρ1 andρ2 are both considered to vary with time and
depth, the computation ofδ implies to solve the transport
equations (1) for both isotopes in air in parallel and then ob-
tain their ratio. If2 is considered as a dominant gas that has
a constant concentration with respect to time and is trans-
ported with air, a compact expression can be obtained forδ.
First, setting[ρ2]t =0 implies that (3) writes equivalently as
(considering the transport in gas 2 instead of air):

fρ2[χ1,2]t+fρ2(v+w2)[χ1,2]z = [fD1,2([χ1,2]zρ2+Ass)]z

whereD1,2 is the diffusivity of gas 1 in gas 2. Then, ex-60

pressingχ1,2 and its partial derivatives in terms ofδ andρ2
provides the dynamics:

f
∂δ

∂t
+f(v+wair)[δ]z

=
1

ρ2

[

ρ2fD1,2

(

[δ]z+
M2/M1×103

Rstdρ2
Ass

)]

z

This transport model can be compared with the one pro-
posed by Severinghaus et al. (2010). Both models are equiva-
lent if: (1) the depth variations inρ2 are neglected ([ρ2]z =0)
to simplify the flux derivative, (2) an eddy diffusion term is
added specifically to the flux associated with Fick’s law (it
does not affectAss), (3) the steady-state equilibrium is set
with (considering the depth-variations of the temperature):

Ass =
Rstdρ2

M2/M1×103

(

(M2−M1)g

RT
(δ+1)+Ω[T ]z

)

whereΩ is the thermal diffusion sensitivity. The first term on65

the right side of the previous equation corresponds toAss,sim

computed on(M2−M1) while the second term denotes an
external force applied on the fluid by the temperature gradi-
ent. The fact thatAss,sim containsM2 (which comes from
[ρ2]z/ρ2 =M2g/RT ) reflects the impact of the hydrostatic70

pressure variations of 2 on the transport model (hence the
hypothesis[ρ2]z = 0 is only partially used, to simplify the
flux expression). Such analogy may be useful to associate
the proposed model with a module of heat transport in firn
and investigate the impact of temperature gradients on the75

transport of gases.

1.2 Discretization of the transport equation

1.2.1 Background on the discretization of PDEs

The proposed trace gas transport model belongs to the gen-
eral class of models described by:80

[q]t =D[q]zz+C[q]z+Sq

q(0,t)= q0(t), k1[q]z(zf ,t)+k2q(zf ,t)= 0

whereq(z,t) is a generic transported variable,S(z) a sink
term andk1 andk2 ensure that the net flux atzf (location
of the end boundary condition, e.g. bottom of the firn) is85

zero. The transport coefficientsD(z) andC(z), associated
with the second and first spacial derivatives, are referred to
as diffusion and convection, respectively. This distinction,
instead of the physical diffusive and advective transport used
previously, is motivated by the specificities of the associated90

mathematical aspects and numerical schemes.
The discretized model is set by introducingQk =

[Qk
1 ...Q

k
i ...Q

k
N ]T ∈ R

N×1 as the vector of discretized
q(z,t) at the space locationszi and the time instanttk. The
resulting variation law for depthi (considering an implicit95

time discretization scheme, for example) is:

Qk+1
i = Qk

i + ts
[

DiD(Qi−1,Qi,Qi+1)
k+1

+C(Qi−1,Qi,Qi+1,Ci)
k+1+SiQ

k+1
i

]

where ts is the sampling time andD(·) andC(·) are the
discretization operators for diffusion and convection, respec-100

tively.
The space-discretization can be achieved, for example,

with a central difference scheme forD and a Lax-Wendroff
(LW) scheme forC (the model thus remains stable for
D(z) = 0 provided that the Courant-Friedrichs-Lewy condi-105

tion, denoted as CFL in the sequel, is satisfied). The choice
of a LW scheme is also motivated by the improved accuracy
for convection modeling (the numerical diffusion typically
associated with a central or first order upwind scheme is thus
avoided). Further details on the stability of the numerical110

schemes may be found in PDE or computational fluid dy-
namics textbooks, such as (Mattheij et al., 2005) or (Hirsch,
2007). According to this choice:

D(Qi−1,Qi,Qi+1)
k+1 =(Qk+1

i−1 −2Qk+1
i +Qk+1

i+1 )/∆z2

C(Qi−1,Qi,Qi+1,Ci)
k+1 =115

αi

ts

(

αi−1

2
Qk+1

i−1 −αiQ
k+1
i +

αi+1

2
Qk+1

i+1

)

where∆z is the spatial step andαi = Cits/∆z.
Considering the fact that the transport coefficients are

assumed to be constant in time and introducing the time-
varying boundary condition onq(0,t) with the vectorQk

0 =120

[qk0 0 ...0]T ∈R
N×1, the discretized model writes in the ma-

trix form:

Qk+1 = Qk+ ts
[

AQk+1+BQk+1
0

]

⇔Qk+1 = (I/ts−A)−1[I/tsQ
k+BQk+1

0 ]
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whereA=AD +ACS andB = BD +BCS. AD, ACS are125

tri-diagonal matrices andBD, BCS are vectors with entries:

AD,1 =
D1

∆z2
[0,−2, 1], AD,i=

Di

∆z2
[1,−2, 1],

AD,N =
DN

∆z2
[1,−1, 0],

ACS,1=
α1

ts

[

0,−α1,
α1+1

2

]

+S1,

ACS,i=
αi

ts

[

αi−1

2
,−αi,

αi+1

2

]

+Si,130

ACS,N =
αN

ts

[

αN −1

2
,
−αN +1

2
, 0

]

+SN ,

BD,1=
D1

∆z2
[1], BCS,1=

α1

ts

[

α1−1

2

]

where[·, ·, ·] is a line vector with three entries, centered at
thei index (used as both line and column indexes)

This space-discretization can also be used in an explicit135

time-discretization scheme for specific purposes, in which
case:

Qk+1 = Qk+ ts
[

AQk+BQk
0

]

⇔Qk+1 = ts[(I/ts+A)Qk+BDQ
k
0 ]

Hybrid explicit/implicit schemes (such as Crank-Nicolsonif140

the weight of each is equivalent) may also be devised.
Note that for gases with constant atmospheric concen-

tration Qk
0 =Q0 is constant (no time-varying input in the

model) and the concentration profile is directly obtained (a
time loop is unnecessary) asQ=A−1BQ0. This relation-145

ship is also used in the numerical model as an estimate of
the initial condition, as it depicts the gas equilibrium in the
firn if the atmospheric concentration remained constant fora
“sufficiently long” period of time.

1.2.2 Impact of space discretization150

The discretization schemes discussed in the previous section
are illustrated on NEEM Greenland site (EU hole) with a
multi-gases diffusivity calculated with 395 depth levels.All
simulations were performed with the same diffusivity pro-
file, obtained from the inverse diffusivity model set with a155

LW scheme sampled withN =395 depths and atmospheric
scenarii provided every month.

The impacts of the convection term discretization scheme
and the number of discretization depths are presented in Fig-
ure 1, where LW, central and first-order upwind (FOU) dis-160

cretizations are compared for three numbers of depthsN .
Concerning the effect ofN , it appears that large differences
occur betweenN =100 andN =200 butN =200 provides
a good approximation of the full resolution (N =395). Con-
cerning the convection term discretization scheme, central165

difference tends to be more sensitive to the space discretiza-
tion. Only slight differences can be observed forN = 395

except for the gases with constant atmospheric concentra-
tions, for which the central scheme induces an important mis-
match at the upper BC (removed from the figure). The im-170

provements of the central and FOU schemes on some gases
(i.e. SF6 and CH3CCl3) are balanced by an increased er-
ror on some others (i.e. CFCs and HFC-134a). This is di-
rectly related to the fact that the inverse diffusivity model
involves a balance amongst all the gases and all the measure-175

ment depths. A different discretization scheme in the inverse
diffusivity model would imply a different diffusivity profile,
which inherently accounts for the numerical properties of the
model.

Similar conclusions can be obtained on Antarctica sites180

(for example at Dome C, presented on Figure 2), where dis-
crepancies can be observed with a central scheme, while
FOU tends to increase the convective transport.

1.2.3 Impact of time discretization

The effect of time-discretization is investigated on Figure 3185

where explicit, equally balanced explicit/implicit (Crank
Nicholson, denoted as CN) and implicit schemes are com-
pared for different sampling timests. The initial atmospheric
scenarii being provided withts = 1 month, linear interpola-
tion is used for a finer time resolution. The convection space190

discretization is achieved with a LW scheme. Concerning the
implicit or explicit/implicit schemes, it appears that choosing
ts larger than a week tends to smooth out the transients due
to seasonal variations (observed in the convective region for
CO2 and CH4, and the peaks at 65-70 m for CH3CCl3 and195

14CO2). The explicit scheme necessitates a much smallerts
and to keepts/∆z below a specific constant (approximation
of the CFL condition), hence significantly increasing the di-
rect model simulation time, as reported in Table 2. Explicit
discretization experiences the same sensitivity with respect200

to N as implicit discretization and an implicit scheme with
ts =1week provides the same results as an explicit scheme
with ts = 30 minutes. These results imply that an implicit
or CN scheme withts =1 week is the most suitable for the
inverse diffusivity model at Greenland sites, as it provides a205

reasonable trade-off between accuracy and simulation time.
Running this time-discretization test on Antarctica sites(not
presented here) leads to the same conclusions. Finally, gen-
erating the Green’s function and running the inverse scenario
model for both implicit and CN schemes has shown that CN210

may induce numerical instabilities for the atmospheric his-
tory reconstruction. Implicit time discretization is thusre-
tained as the final choice.

Overall, using appropriate depth and time steps, the sen-
sitivity of our model to the tested dicretization schemes is215

lower than its sensitivity to the relative weight factors ofthe
different gases used for diffusivity minimization (see next
section). Similar differences in discretization schemes are
unlikely to explain the differences between firn models used
in the inter-comparison study of Buizert et al. (2011).220
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Fig. 1. Impact of the convection term discretization on the trace gases concentration at NEEM (EU hole) for 100 (‘··· ’), 200 (‘- - -’) and 395
(‘—’) depth levels (∆z≈ 0.8, 0.4 and 0.2 m, respectively): Lax-Wendroff (blue, reference), central (red) and first order upwind (green).

2 Inverse diffusivity model

2.1 Cost function normalization

The impact of cost function normalization at NEEM (EU
hole) is illustrated by Figure 4, where the reference approach
(based on measurements and scenario uncertainties) is com-225

pared with normalization approaches based on surface, aver-
age and maximum values of the concentrations in firn. The
normalization by surface values gives more relative weight
(values higher than one) to data points with concentrations
higher than the surface value. It thus fits better gases for230

which the concentration is increasing with depth (CH3CCl3
and14CO2), thus providing a better fit of their peaks in deep
firn, but deteriorates other gases (such as SF6, HFC-134a
and CFCs). The normalization by mean concentration em-
phasizes the gases with concentrations that do not cancel at235

the bottom of the firn (CO2 and CH4). Normalizing with
the maximum value gives the least weight to gases with a
peak (CH3CCl3 and14CO2) and is the closest to the refer-
ence case.
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Fig. 2. Impact of the convection term discretization on the trace gases concentration at Dome C forN =100 (‘ ··· ’), 200 (‘- - -’) and 502
(‘—’) depth levels (∆z≈ 1, 0.5 and 0.2 m): Lax-Wendroff (blue, reference), central (red) and first order upwind (green).

Table 2. Averaged simulation time per gas associated with the pro-
posed time-discretization schemes for NEEM EU (1800 to 2008,
full close-off depth at 78.8 m, 12 gases, left) and South Pole1995
(1500 to 1995, full close-off depth at 123 m), obtained on aPC
laptop equipped with the processor i5 540 m (2.53 Ghz, 3 Mo):

Method ts ∆z a Simulation time a

Implicit 1 day 0.2 m 4.02 / 22.25 s
Implicit 1 week 0.2 m 0.63 / 3.91 s
Implicit 1 month 0.2 m 0.26 / 1.48 s
Explicit 15 min 0.2 m 5.09 / 29.45 min
Explicit 30 min 0.4 / 0.61 m 24.39 s / 1.34 min
Explicit 1 h 0.8 / 1.23 m 7.19 s / 12.13 s
Imp-explicit b 1 week 0.2 m 0.63 s / 3.77 s
Imp-explicit b 1 month 0.2 m 0.27 s / 1.48 s

a: NEEM EU / South Pole;b: Crank-Nicholson.

2.2 Single versus multiple gases at NEEM US240

Figures 5 and 6 are the NEEM-US equivalent of the NEEM-
EU results presented in Section 3.5 of the article. Only three
reference gas datasets are available for the NEEM-US drill
hole whereas nine were measured for the NEEM-EU drill
hole. Figures 5 and 6 illustrate the fact that using two ref-245

erence gases already strongly improves the robustness of the
calculated diffusivity with respect to using only one refer-
ence gas.

2.3 Additional sensitivity tests for NEEM-EU

The inverse model for diffusivity calculation requires an ini-250

tial solution to start the minimization procedure. In order
to evaluate the impact of this initial diffusivity distribution
on our results, two different calculations were performed at
each site:

– one using a rough parameterization of diffusivity versus255

open porosity;
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Fig. 3. Impact of the time discretization on the trace gases concentration at NEEM (EU hole,∆z=0.2 m and a zoom on specific regions
to highlight the differences): explicit with a sampling time ts=15 minutes (red), implicit (blue) withts =1 day (‘—’), 1 week (‘– – –’) and
1 month (‘- - -’), and implicit-explicit (green) withts =1 week (‘—’) and 1 month (‘– – –’).

– one using a null diffusivity at all depths.

The simple parameterization used in the first case is the
following: if f > 0.12 andD> 1,D=(2.6f−0.312)∗Dair,
whereD is the calculated initial diffusivity,f the depth-260

dependent open porosity of the firn andDair the CO2 diffu-
sion coefficient in free air. Deeper in firn, definingz1 as the
first depth at whichf < 0.12 or D< 1, the following equa-
tion is used:D=1010(z1−z)/(zCOD−z1), wherezCOD is the
full bubble close-off depth (f =0). The second formulation265

allows for a faster decrease of the diffusivity with depth than
the first. Figure 7 shows that the initial diffusivity profile
affects the final solution, but these differences are not large
enough to induce a visible change on trace-gas concentra-
tions in firn. As the minimization algorithm could converge270

to a local minimum (induced by the problem nonlinearities
and non-uniqueness of the solution), the above two initial
conditions were used at all modeled sites (see Section 3).
Two similar solutions are always obtained, suggesting that

the solutions are not importantly affected by local minima.275

Likely in relation with Arctic warming, the snow accu-
mulation rate at NEEM has varied in the recent past: the
mean accumulation rate over the last 200 years (used in our
reference simulation) is 0.216 m/yr ice equivalent, whereas
the best estimate current day accumulation is 0.227 m/yr ice280

equivalent (Buizert et al., 2011). Snow accumulation rate di-
rectly affects the firn sinking speed (or advection), thus itcan
potentially influence the model results, especially in the bub-
ble close-off zone. Our results show that the accumulation
rate only affects the14CO2 peak (see Figure 7), which oc-285

curs deep in the air trapping region (in comparison with the
location of the CH3CCl3 peak, the air trapping is multiplied
by 2.6 and the open porosity by 0.8). This illustrates a limi-
tation induced by the stationary hypothesis made on the firn
sinking (induced by a constant accumulation rate) and the290

potential sensitivity of gases that have an important transient
behavior in the close-off region.
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Fig. 4. NEEM diffusivity (in m2/year) concentration profiles (EU hole) for different cost function normalization approaches: with uncertain-
ties (black, reference solution), surface concentration (purple), average concentration (turquoise) and maximum value (green).

Another source of uncertainty on the model results in deep
firn is the chosen parameterization of the closed porosity ver-
sus depth. Using the parameterization proposed by Severing-295

haus and Battle (2006) (modified to match the full close-off
depth of the reference simulation at NEEM) leads to a very
similar result as modifying the accumulation rate: only the
14CO2 peak height is affected, and it is similarly amplified.
Using the parameterization proposed by Schwander (1989)300

induces no visible change from the reference solution (which

uses Goujon et al., 2003). In a last test, the full close-off
depth was shifted deeper by one meter. Once again, only
the 14CO2 peak height is affected, and it changes less than
when modifying the accumulation rate. Finally we should305

note that the fit of the reference gases dataset is not signif-
icantly affected by these tests (the RMSD changes by less
than 0.01).
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Fig. 5. Single gas inverse diffusivity model results for NEEM (US hole): each gas is used in turn to compute the diffusivity (in m2/year).
Results are shown for CO2 (blue), CH4 (green) and SF6 (red), and the 3 available gases (black, reference simulation).

Fig. 6. Multiple gases inverse diffusivity model results for NEEM (US hole) using 2 reference gases: the dispersion of the diffusivities (in
m2/year) and concentrations is greatly reduced in comparisonwith the single gas diffusivity depicted in Figure 5. Results are shown without
CO2 (blue), CH4 (green) and SF6 (red), and with the 3 available gases (black, reference simulation).

3 Diffusivities at Arctic and Antarctic Sites other than
NEEM310

3.1 Datasets used to constrain the inverse model

For each reference gas, the model uses an atmospheric time
trend and concentrations in firn together with the associated

uncertainties. The methodology used here is very similar to
the one described in detail by Buizert et al. (2011), thus this315

section will focus on the differences with respect to Buizert
et al. (2011).
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Fig. 7. Impacts of the initial solution and accumulation rate valueat NEEM (EU hole) on the diffusivity profile (in m2/year): reference
solution (with a parameterized initial solution and an accumulation rate averaged over 200 years) (‘—’), initial solution at zero for all depths
(‘- - -’) and accumulation averaged over 20 years (‘– – –’).

The base atmospheric time trend scenarii used for Arc-
tic sites are those described in Buizert et al. (2011), and the
Antarctic scenarii are their analogs built using the consistent320

(same data sources) South Hemisphere datasets. We should
note that the short term variability (sub-monthly) of tracegas
concentrations is smaller in the South Hemisphere than in the
North Hemisphere as all species have dominant North Hemi-
sphere emissions. Moreover, South Hemisphere ice core325

records were used when building North Hemisphere CO2 and

CH4 scenarii, and the uncertainty on inter-hemispheric gra-
dients does not apply to the South Hemisphere scenarii. Even
with these reduced uncertainties, scenario errors are still
the dominant error term in many cases for Antarctic sites.330

The calibration scales used to calculate best estimate trace
gas concentrations have changed over time (see e.g. http:
//www.esrl.noaa.gov/gmd/ccl/summarytable.html). More-
over, scale differences between atmospheric measurement
networks need to be taken into account (see Buizert et al.,335
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2011, supplementary material). Our base atmospheric time
trend scenarii were rescaled on a site by site basis to the
most appropriate scale, taking into account relevant uncer-
tainties. For instance, CH3CCl3 uncertainties include un-
explained variable differences between AGAGE and NOAA340

network measurements (Buizert et al., 2011). The figures
below thus display the original datasets together with model
results using calibration scale-converted atmospheric time
trend scenarii.

Uncertainties on firn data were estimated based on analyti-345

cal precision and the consistency of duplicate measurements
as in Buizert et al. (2011). When only few duplicates per
drill site were measured, but datasets obtained with the same
methodology were available at several sites, the mean un-
certainty is calculated with the consistent pool of datasets.350

Buizert et al. (2011) considered seven sources of error in the
overall uncertainty: (1) Analytical precision, (2) Uncertainty
in atmospheric reconstructions, (3) Contamination with mod-
ern air in the deepest firn samples, (4) Inter-laboratory and
inter-borehole offsets, (5) Possibility of in-situ CO2 artifacts355

in deep firn, (6) Undersampling of seasonal cycle, (7) Unex-
plained EU-US borehole difference (SF6 only). Errors (1),
(2) and (6) were calculated with the same methodology. Er-
ror (4) could not be estimated in many cases as measure-
ments were performed by a single laboratory. Error bars360

were enlarged when calibration-scale related issues were sus-
pected, due to e.g. a constant offset in the upper firn be-
tween the direct model (scenario-based) results and firn data
(see e.g. Martinerie et al., 2009). This reduces the weight of
the suspect species with respect to other gases in the diffu-365

sivity calculation. Other error sources are site and species
specific, we generally used data elimination rather than er-
ror bar enlarging in the presence of possibly contaminated
data. Due to the fast diffusion of gases in the upper firn and
age mixing in deep firn, trace gas profiles have to be some-370

what smooth. Thus data points showing deviations from the
expected smoothness are interpreted as outlier points. Elimi-
nated data points are shown in grey on the following figures.
In some cases (e.g. near the deepest sampling level), anoma-
lous concentrations are not straightforwardly detected. Spe-375

cific tests related to that issue were performed at some sites.
We should note that site by site adaptation by increase of er-
ror bars or data elimination reduces the risk of producing a
biased solution due to the strong weight attributed to anoma-
lous data in the cost function. As a drawback, it also reduces380

the significance of comparing cost function values between
sites. On the other hand, multi-gas diffusivity tuning can pro-
vide an improved way of evaluating the consistency of an
overall dataset and detect outlier points. Further site by site
indications are provided in the relevant sections below.385

3.2 DE08

DE08 is located near the top of the Antarctic Law Dome. The
measurements shown on Figure 8 were sampled at DE08-2

and performed at CSIRO (see Trudinger et al., 1997, and ref-
erences therein). The deepest CFC-11 sample is inconsistent390

with the overall dataset and considered as an outlier (not used
in diffusivity calculation). A more ambiguous situation oc-
curs for the deepest CO2 sample for which the model/data
difference falls just outside the error bar. As DE08 is a warm
site, a deep firn CO2 anomaly similar to the one observed at395

NEEM (Buizert et al., 2011) or North GRIP (see Section 3.5)
could be suspected. A sensitivity test was performed to com-
pare diffusivities calculated with/without this data point. The
effect is limited to the deepest firn, and CH4 (a fast diffusing
species) is the most affected.400

3.3 Devon Island

Devon Island, North GRIP, Berkner Island, Dronning Maud
Land and Dome C firn air pumping operations were per-
formed in the frame of two EC research programs, most
datasets for these sites are available from the BADC database405

(FIRETRACC, 2007; CRYOSTAT, 2007). In this study, we
privileged LGGE data for CO2 and CH4, and UEA halocar-
bon data to maximize the consistency of our diffusivities in
the perspective of multi-site atmospheric time-trend recon-
structions.410

Multi-gas constrained diffusivity (Fig. 9) brings a remark-
able improvement to the fit of the Devon Island dataset with
respect to single-gas diffusivity (Martinerie et al., 2009).
Only the multi-gas diffusivity follows the unusual wigglesin
the trace gas depth-concentration profiles, which are likely415

due to the presence of about 150 refrozen melt layers in the
Devon Island firn.

3.4 Summit

Reference gas measurements for Summit 2006 were per-
formed at NOAA ESRL. A specific issue for this site is the420

inconsistency of the SF6 dataset with the other trace-gas data
(see Figure 10). At the time of Summit 2006 firn air measure-
ment, the NOAA ESRL analytical system was optimized to
measure near ambient SF6 values, and a calibration bias is
suspected for lower SF6 concentrations. Buizert et al. (2011)425

also describes SF6 specific issues at NEEM. We should note
that NEEM and Summit are the most recently drilled sites in
this study (2008 and 2006), thus an inconsistency of the firn
data with the recent SF6 scenario could also contribute to the
SF6 upper firn issues at NEEM and Summit. Summit diffu-430

sivities were calculated with/without SF6. The most affected
species are those with the latest emission start: CFC-113 and
HFC-134a. As including SF6 brings the fit of CFC-113 and
HFC-134a outside error bars at some depths without allow-
ing for a good fit of SF6, the diffusivity calculated without435

SF6 is used as our reference diffusivity.
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Fig. 8. Diffusivity (in m2/year) and gas concentrations at DE08: parameterized initial diffusivity (‘—’), zero initial diffusivity (‘- - -’) and
using CO2 at the deepest level (‘– – –’).

3.5 North GRIP

North GRIP firn data were introduced in Section 3.3. We
should note that the two deepest CO2 data points show a
similar anomaly as in the NEEM firn (Buizert et al., 2011).440

North GRIP presents a unique feature in the near-surface
firn (Fig. 11): firn data in the first∼8 meters deviate from
the monthly scenarii for at least three species: SF6, CFC-11
and CFC-12. This may be interpreted as the fast diffusion
in the firn of an atmospheric anomaly. This situation looks445

like what is expected from in a firn convective zone where
very rapid transport would produce an absence of concen-
tration gradient with respect to the atmosphere. However,
the modeled surface concentrations cannot deviate from the
scenario values at drill date, and the diffusivity calculation450

produces very variable results in the upper 10 meters. Ar-
tificially setting the drill date atmospheric scenario values
to the near-surface firn value for SF6, CFC-11 and CFC-
12 leads to a correct simulation of the upper firn results.
Thus the suspected atmospheric event should have occurred455

at a sub-monthly time scale (our atmospheric scenarii have a
monthly time step). Most importantly, deeper firn concentra-
tions show very little sensitivity to the near-surface diffusiv-
ity.

3.6 Berkner460

Berkner firn data were introduced in Section 3.3. A specific
issue for this site is the fact that data below 58 m depths are
suspected to be contaminated by a leak in the air pumping
system (Worton et al., 2007). Using no data below 57 m
depth (Fig. 12) produces a good match of the non-suspect465

dataset but leads to anomalously narrow age distributions by
comparison with other sites. Using the apparently least con-
taminated data point: CH4 at 63 m depth leads to Green func-
tions more consistent with other sites without modifying the
fit of the other data. The absence of constraint in the deep470

Berkner firn thus likely leads to an increased uncertainty on
the Green function.
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Fig. 9. Diffusivity (in m2/year) and gas concentrations at Devon Island: parameterized initial diffusivity (‘—’) and zero initial diffusivity (‘-
- -’).

3.7 Siple Dome

Reference gas measurements for Siple Dome were per-
formed at NOAA ESRL (Butler et al., 1999). At 55 m depth,475

all species show a positive concentration anomaly (see Fig-
ure 13), thus this depth level was not taken into account in
diffusivity calculation. A specific test was performed for the
56.5 m depth level: halocarbon measurements at very low
concentration levels are difficult to perform and can be more480

sensitive to contamination. In our base case simulations,
only the CO2 concentration is considered at this last mea-
surement depth. If concentrations of SF6, CFC-11, CFC-113
and CH3CCl3 at 56.5 m depth are also taken into account,
the modeled CO2 concentration increases, deviating from the485

CO2 deepest data point.

3.8 South Pole

Two drilling operations performed at South Pole in 1995
(Fig. 14) and 2001 (Fig. 15) were modeled. Reference

gas measurements for South Pole were performed at NOAA490

ESRL (Battle et al., 1996; Butler et al., 1999).

Halocarbon concentrations in the deep South Pole 1995
firn show non-monotonous variations. Data points below the
shallowest level showing a higher concentration than the up-
per depth level were not considered for diffusivity calculation495

(except for SF6, for which it would have eliminated all data
below 70 m).

Less reference gas data are available for South Pole 2001.
Sampling procedure tests were performed during this drilling
operation, which may explain the presence of outlier points500

also for CO2 and CH4. A direct model test was performed
using the South Pole 1995 reference diffusivity while simu-
lating South Pole 2001. The fit of the reference gas data ex-
ceeds error bars only around 115 m depth. We should note
that our simulation conditions are more different between505

South Pole 1995 and South Pole 2001 than between NEEM-
EU and NEEM-US. In addition to the use of different end
dates (drill dates) for the atmospheric scenarii, the SouthPole
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Fig. 10. Diffusivity (in m2/year) and gas concentrations at Summit: parameterized initial diffusivity (‘—’), zero initial diffusivity (‘- - -’)
and using SF6 as a reference gas (‘– – –’).

simulations use different density profiles (measured for each
operation).510

3.9 Dronning Maud Land

Dronning Maud Land (DML) firn data were introduced in
Section 3.3. The CH4 (and to a lesser extent CO2) data at this
site show unusual wiggles (Fig 16). As a consequence an in-
creased experimental uncertainty (15 ppb instead of 10 ppb)515

was assigned to CH4 at DML. The initial solution test pro-
vides somewhat different solutions in the upper firn, although
within error bars. One produces a better fit of CH3CCl3, and
a degraded fit of SF6, the other one does the reverse. The two
fits are of nearly equivalent quality (their root mean square520

deviations from the data (RMSD) differ by less than 1%).
Thus the DML case illustrates the fact that our inverse al-
gorithm does not always find the absolute minimal solution.
However the numerous tests performed at 13 drill sites never
produced a seemingly erratic behavior of the model, or solu-525

tions with significantly different quality.

3.10 Dome C

Dome C firn data were introduced in Section 3.3. Dome
C is the site where the RMSD minimized by the inversion
algorithm is the highest (RMSD= 0.98). The model/data530

comparison on Figure 17 suggests that the model has diffi-
culty to conciliate the different datasets around 85-90 me-
ters depth. Near surface unfitted points (CO2 at ∼ 0 m and
∼ 10 m, CFC-12 at∼ 0 m), which might be due to the in-
ability of the model to capture sub-monthly time scale atmo-535

spheric variability, have a high weight in the cost function
and also degrade the quality indicators of the solution.

3.11 Vostok

CO2 and CH4 measurements in the Vostok firn were per-
formed at LGGE (Rommelaere et al., 1997). The two ref-540

erence gases are very consistent: the model fits both datasets
well within error bars (see Figure 18). The15N of N2 record
at Vostok shows a 13 m deep convective zone: gravitational
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Fig. 11. Diffusivity (in m2/year) and gas concentrations at North GRIP: parameterizedinitial diffusivity (‘—’), zero initial diffusivity (‘- -
-’) and changing the final (drill date) atmospheric scenariovalues for SF6, CFC-11 and CFC-12 (‘– – –’).

fractionation of15N starts at 13 m depth (Bender et al., 1994).
The model gravitational fractionation for all gases also starts545

at 13 m depth for the reference simulation and the initial so-
lution test. In the second test shown in Figure 18, modeled
gravitational fractionation starts at the firn surface. Theup-
per firn diffusivity produced is less different from the refer-
ence case than the diffusivity from the null initial solution550

test. However in the initial solution test, higher diffusivi-
ties above 20 m seem compensated by lower diffusivities be-
low and produce no visible difference on the modeled trace
gas concentrations, and a RMSD close to the reference solu-
tion (3.5% difference). On the other hand, starting gravita-555

tional fractionation at the surface leads to a RMSD increase
by 35%) and modifies somewhat the fit of the CO2 dataset.
In our inverse model context, this does not mean that CO2

is more affected by gravitational fractionation than CH4, but
that the model prioritizes the fit of CH4 data, which have560

smaller error bars (in fact a higher signal to noise ratio) in
the upper firn.
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Fig. 14. Diffusivity (in m2/year) and gas concentrations at South Pole in 1995: parameterized initial diffusivity (‘—’) and zero initial
diffusivity (‘- - -’).
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Fig. 15. Diffusivity (in m2/year) and gas concentrations at South Pole in 2001: parameterized initial diffusivity (‘—’), zero initial diffusivity
(‘- - -’) and with the diffusivity obtained from the 1995 measurements (‘– – –’).
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Fig. 16. Diffusivity (in m2/year) and gas concentrations at DML: parameterized initial diffusivity (‘—’) and zero initial diffusivity (‘- - -’).
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Fig. 17. Diffusivity (in m2/year) and gas concentrations at Dome C: parameterized initial diffusivity (‘—’) and zero initial diffusivity (‘- -
-’).
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Fig. 18. Diffusivity (in m2/year) and gas concentrations at Vostok: parameterized initial diffusivity (‘—’), zero initial diffusivity (‘- - -’) a nd
starting gravitational fractionation at 0 m rather that 13m(‘– – –’).


