Authors’ reply to comment of Anonymous Referee #1
We thank the referee for the constructive reviewwfpaper.

Before we address the individual referee commewgsgive a brief overview of the most
important changes compared to the original version.

1) MLER UVAI

We only recently found out (see comments of ref@ethat the so-called MLER cloud
description, described in Ahmad et al. (2004), waed to improve NASA’s UVAI
algorithm of TOMS in the update to version 7 (besidmany other changes).
Unfortunately, this information is not availableorfin existing algorithm description
documents and caused us to believe that the TOMAIWére still based on the LER
assumption (like the operational UVAI from GOME, IB®ACHY, and GOME-2). The
application of the MLER concept for the calculatiohUVAI constitutes an important
improvement, especially for measurements in thegree of clouds: cloud effects on the
UVAI are largely reduced. In the revised manuscig include MLER UVAI and
discuss the differences to the LER UVAI. One ingérgy finding is that although the
cloud effects are reduced using the MLER concemy tare still not sufficiently
corrected: in the presence of clouds (and absenaerosols), and MLER UVAI can still
substantially deviate from zero. Also, like for LER/AI, the MLER UVAI determined

in the presence of clouds cannot be interpret@dqoantitative way, because they are not
representative for the respective UVAI without theud influence.

2) Cloud correction for UVAI

As suggested by one of the reviewers, we invegithathether the effects of clouds and
aerosols on the UVAI were additive. This was a vemjuable suggestion, because it
turned out that this is generally not the case!sThinding had two important
consequences:

a) cloudUVAI cannot be used to correct the cloudaffor satellite measurements that
are also affected by aerosols. But it can stilubed to test whether a measured UVAI in
the presence of a cloud is caused by the cloudeglonif there may be an additional
effect from aerosols.

b) we developed a scheme for the quantitative cbore of the measured UVAI in the
presence of clouds, taking into account the simebasly measured cloud properties
(mainly the effective cloud fraction). Although shcorrection scheme is not perfect, we
were able to derive more realistic UVAI for measneats with small effective cloud
fraction than without that correction.

3) Simulations with a Mie model

In addition to Lambertian and Henyey-Greenstein idlBud models, we also simulated
cloud effects based on more realistic Mie modelkil&\in general the results are similar
to the results of the HG model, in specific casdsstantial differences between Mie and
HG cloud models occur caused by the different pHasetions. These effects are
systematically investigated and described in theseel version.



General comments

The authors simulated the effect of clouds on theAgdrosol index using MERIS and
SCIAMACHY data. The method could be interestingHerstudy of effect of clouds on
aerosols. The authors mainly discussed the negptivieof the UV aerosol index, which
is not so popular for readers. It might be goodetophasis the differences between the
UVAI used here and the positive part used to detbsbrbing aerosols. As | understand
the authors try to use UVAI quantitatively, it woube nice to see some examples,
especially the negative UVAI.

Author reply:

In the revised version of the manuscript we givailsir emphasis to both the negative
and positive part of the UVAIL Both parts are aféet by all three cloud effects
mentioned in the paper. However, the magnitudehefdoud effect is systematically
different. In the revised version we added newrkguFigs. 11 and 12) which describe in
detail the cloud effects on the UVAI depending ffieaive cloud fraction and (relative)
cloud height.

Although the aim of the current paper is the inigagion of the effects of clouds on
UVAI, we also added a new section on the correctbrmeasured UVAI based on
simultaneously retrieved effective cloud fractidhshould however be noted that this
simple correction scheme has its limitations anoukhbe rather seen as a starting point
for more sophisticated future algorithms.

We have re-written the abstract and introductiormike the focus of the paper more
Clear.

Specific comments

Page 24137, line 20 'If aerosol radiative effecte &0 be quantified on a global scale,
both ...” What aerosol radiatve effects do you méare? How to calculate aerosol
radiative effects using aerosol index? Do you mibaneffect of aerosols on the radiative
fluxes, the radiative forcing of aerosols?

Author reply:

We meant the radiative forcing of aerosols, the ngtieation of which requires
information on aerosol absorption, layer heightwadl as optical thickness. This section
was re-written and the sentence was removed, hwsaleradiative effects are still
mentioned elsewhere in the text.

Page 24138, line 1 "The quantitative interpretat@nUVAI is not straightforward ..."
Why do you want to use UVAI quantitatively? SSAkmaderived from smoke particles,
is it possible to derive SSA for the scatteringoaets from UVAI?

Author reply:

There are several reasons to use aerosol infoom#&ton UVAI quantitatively, most
notably: (1) UVAI are determined in the presencelofids; (2) UVAI give information
on aerosol absorption withoatpriori input; and (3) there is a long time series of UVAI



in existence, starting with the TOMS instrumentsason (1) was mentioned elsewhere
in the text, but reasons (2) and (3) are now adadde introduction section, which reads:
“Although difficult to use in a quantitative mann&fVAIl are very suitable to indicate
the presence of aerosols and their absorption giepevithouta priori input, such as
assumptions on size distribution or particle shaplee long time series of UVAI
available, starting with the TOMS instruments ie tate 1970s up to the currently active
sensors SCIAMACHY, OMI and GOME-2 provides us wé&hunique and interesting
dataset.”

It is not easy to derive SSA for scattering aer@shle to the relative insensitivity of
UVAI to scattering aerosols (compared to absorl@agsols). The following statement
was added in the revised manuscript:

“In principle, the retrieval of AOT and SSA of staing aerosols from UVAI is less
complicated because UVAI is nearly independenthef dltitude of a scattering aerosol
layer (Penning de Vries et al., 2009). This adwgatis partially negated by the reduced
sensitivity of UVAI to scattering aerosols compateabsorbing aerosols.”

Page 24138, line 14 "Much less known is the fact.(ds it (2) or (3)? What is the effect
if the clouds and aerosols are mixed? Could youagxpnore about (2)?

Author reply:

There was an error in the previous manuscript,(@hdhould read (3). This section was
thoroughly revised, as were other parts in the reempt referring to cloud and aerosol
effects on UVAI, which are now explained in moréaile

Page 24138, line 24 - 25. What UVAI do you getrédfie correction, subtracting the
cloudUVAI from UVAI? Is the corrected UVAI equatiie clear UVAI?

Author reply:

This was an extremely useful comment (see also antsrof referee 2) that led us to
completely rethink our cloud-correction concept. @spection, our assumption that
cloud and aerosol effects on UVAI could be summed found to be incorrect. As a
consequence, we re-wrote large parts of the maiptisond added Section 5, which is
dedicated to a new cloud-correction procedure.

Page 24139, line 2-3 "information on cloud hetenogjgy" It is not clear to me. Do you
mean the 3D structure of the clouds?

Author reply:
No, we mean the 2D structure: the distribution lé tloud within the plane of the
satellite pixel. In the process of re-writing, tieéerred sentence has disappeared.

Page 24139, line 13-15 The UVAI sensitive to adsasdecause of less Rayleigh
scatter event? Why not to explain aerosol and Rglylecattering have different
wavelength dependence and the scattering phasexnoéterosol particles and air
molecules are different? If the aerosols is clasthe surface it will not shield the



underlying atmosphere.

Author reply:

The phenomenological explanation of UVAI was im@dwand now reads:

“Because aerosol optical properties (scatteringspHanction, spectral dependences of
optical thickness and absorption) differ from thagemolecules, the presence of an
aerosol layer causes a change in contrast betweeavalengthh and a reference
wavelengthy, in the UV range.”

Page 24140, line 26-27 ‘SCIAMACHY was developed.ta by use of . . . (DOAS)?
Could you reformat this sentence? Although many BGC#lgorithms are used in
SCIAMACHY product, SCIAMACHY is more than a DOASument.

Author reply:

The referee is right; the sentence was rephrasadwl reads:

“SCIAMACHY is mainly used for the measurement oé thaseous composition of the
Earth’s atmosphere (Bovensmann et al., 1999; Waginalt, 2008) by use of Differential
Optical Absorption Spectroscopy (DOAS, (Platt amat®d 2008)).”

Page 24141, line 4 ‘The feature that make SCIAMAGHYque is the limb-nadir
matching . . .. Could you reformat this sentendé@mally people understand that
SCIAMACHY has limb and nadir observation modeolf gay ‘limn-nadir matching’ it
feels like more emphasized on the matching butlindd or nadir measurements
themselves.

Author reply:

This sentence was also rephrased:

“The feature that makes SCIAMACHY unique are theeralating measurements in the
limb and nadir modes, which allow collocated meaesents of the total column of a
trace gas (in nadir geometry) and its stratosphgnéle (in limb geometry).”

Page 24141, line 25 ‘visible wavelength range’? Yo mean UV wavelength range or
visible? Why do you use H-G phase function? Hoferdifice is the H-G phase function
compare to phase function for ice clouds particlek®v can you know the clouds are
water, ice or mixed phase? Change ‘Henyey-Greamgiarameterization’ to ‘Henyey-

Greenstein scattering phase function parameteonatialso for the texts later in the

paper.

Author reply:

The UV-visible wavelength range is meant; it isreoted in the manuscript. The
Henyey-Greenstein phase functions were initiallgdufor their simplicity. In the revised
manuscript, simulations using phase functions fiia calculations were included and
the results compared to those obtained using He@yegnstein phase functions. For
nadir geometry and small solar zenith angles, ifierdnces were found to be minor, but
for selected viewing geometries differences onaitter of 0.5 UVAI unit or larger were
found. These results are presented and discussked revised manuscript.



Page 24142, line 8-12? Do you need to mention cthogdlet size?

Author reply:
The droplet size is now mentioned.

Page 24142, line 24-25 What do you mean ‘homogenaod heterogeneous clouds’?
From your example it seems that the cloud algorittannot distinguish cloud fraction
and cloud albedo.

Author reply:

The referee is right in saying that the HICRU clalgbrithm cannot distinguish cloud
fraction and cloud albedo. We have rephrased thisee, which now reads:

“A major shortcoming of Cfs is that it cannot discriminate between opticdtiyntand
optically thick clouds: for example, a g#of 0.5 can be due to clouds with a cloud
albedo of 0.8 (COT = 50) covering 50% of the pidsl,clouds with a cloud albedo of 0.4
(COT = 10) covering the complete pixel, or anythimd¢petween.”

Page 24143, line 4-5? ‘. . .determined by the suiedstructure..? What is the subpixel
structure of the cloud? Do you use the sub-pixekstre in your correction for UVAI?

Author reply:

We mean the distribution of the cloud within a Baigepixel. In Sect. 4.1 we use cloud
properties from MERIS to determine the sub-SCIAMAYGHIixel structure of clouds and
improve the agreement between measured UVAI anceligabicloudUVAI. The
sentence was changed to:

“The dependence of cloudUVAI (UVAI resulting from anpolluted cloud) on Gkis
determined by COT as well as g&m”

Page 24143, line 13 “. . .UVAI does not dependmsfipon cloud altitude’ Could you
give some numbers here? How strong is the UVAIlrepece on cloud altitude? What is
the surface albedo used in your calculations in. &g

Author reply:

The dependence is only very small: less than 0.AlMits. This is now mentioned in
the paper. The surface albedo is 0.05, which is mantioned in Sect. 2.3 and in the
figure caption.

Page 24143-24144 Could you refer to ‘Fig. 1(a)’teesd of ‘left panel in Fig. 1'?
Please change it for all the figures in the pagig. Eb Why do you use effective cloud
fraction for ‘thick clouds’ instead of ‘thin clou®sAre they the same values? Is the
UVAI actually cloudUVAI? Could you specify in tteption of the figures what results
instead of ‘Results from. . .’? Please clarify U\&kld cloudUVAI in the texts.

Author reply:



The different panels in Figs. 1-4 are now labeRegand B and the figure captions were
changed to be more informative.

The effective cloud fraction is equal to the (getnal) cloud fraction for thick clouds,
but for consistency the axes of Figs. 1-3 areabiélled CEy. This is now explained more
explicitly in the manuscript.

The referee was right in criticizing the inconsmtese of UVAI and cloudUVAL. This
was improved throughout the manuscript, and expthin more detail in the
introduction.

In Fig. 1 The thin and thick cloud type are not ortpant for CFeff larger than 0.7
which means in reality the thin or thick cloud tygssumption is important. How many
percentage of the clouds with CFeff larger thar?0.7

Author reply:

The frequency distribution of Gf~depends on region and time of year, but it can be
estimated for the studied region in the Pacific &cky looking at the size of the data
points in Fig. 8. (see also the average cloudiftvadh the figure below). A large fraction
of pixels has Cf < 0.7, therefore, as the referee observes, thieelbdthin or thick
cloud assumption is important.

effective cloud fraction (cloud cover+ cloud albedo)

BT T T T T T

00 01 02 03 04 0% 06

Figure 1. Average HICRU effective cloud fractiom Winter (From the PhD thesis of M.
Grzegorski, University of Heidelberg, 2009)

Page 24144, line 8 Change ‘Figure 2’ to ‘Fig. 2’ &€gou add the lines in Fig. 1(a) to
Fig. 2 to make the comparison more clear?

Author reply:
Both figures were changed in the revised manusditwe decided not to add the lines
from Fig. 1 to Fig. 2 because we felt that the figwould become too crowded.

Page 24145, line 11 — 19 In your simulation you pss&itive and negative viewing angle.
Is it better to explain the east-west bias as reéabizimuth dependence? Have you looked
the UVAI dependence on the scattering angle?



‘The scatter on the curve in Fig. 3b is caused by. Why are there small errors in the
calculated cloud reflectances? How accurate is S®AN for these calculations?

The scatter in Fig 3b might indicate that the siatigins are not stable. Why does it not
happen in Fig. 3a? Have you used enough 'streamsjuadrature angles’ in the
simulations.

Author reply:

In our simulation we use positive viewing anglethwelative azimuth angles of 0° and
180°, as is now explained in the text. For simplidn Fig. 4 viewing geometries with a
relative azimuth angle of 0° are given positiveniieg angles, for relative azimuth angles
of 180° the viewing angles were multiplied by -heTEast-West bias is caused by the
dependence of cloudUVAI on relative azimuth angteather, on the scattering angle.
This is now formulated as follows:

“The largest effects are seen for the positive ingvangles (RAZI = 0°), nominally on
the eastern part of SCIAMACHY'’s swath, and implyiafminsic East-West bias of
cloudUVAI for cases where SZA is larger than al2Qft.”

The referee is thanked for the observation thaenotigh streams might have been used
for the SCIATRAN cloud simulations, as this wasaad found to be the case. The
calculations were repeated with higher precisiersteown in Fig. 4.

Fig. 3 caption, please move ‘(a)’ in front of ‘Vieyg geometry is nadir’, because viewing
angles are changing in Fig. 3b. The symbol in Bigshould be 'triangle’ according to
the caption, but ‘circle’ is used.

Author reply:
This has been done.

Page 24145, line 24 ‘The LUT of cloudUVAI contain’, please also add relative
azimuth angle. Do you have surface albedo in th&2.How about O3 absorption?

Author reply:

The relative azimuth angle was added in the seateharface albedo was 0.05 for all
calculations, as mentioned in Sect. 2.3. Variatioozone absorption was not taken into
account; an ozone profile for mid-latitude summaswassumed. This is now also
mentioned in Sect. 2.3.

Page 24146, line 3 “. . .compared to UVAI measilrg&CIAMACHY’. UVAI cannot be
measured. Please reformat this sentence.

Author reply:
The sentence was changed.

Page 24147, line 6 Change ‘unclouded pixel’ to didkee pixel

Author reply:
The sentence was changed.



Page 24147, line 9 Can you give the UVAI values?

Author reply:
The effect of non-absorbing aerosols with AOT =i8.less than 0.2. This is how given
in the text.

Page 24148, line 1-4 Have you tried other cloud e®dr RT models in the simulations?
What are the possible calibration problems? Can gowsome simulation including the
calibration errors? It could be interesting to stbe effects on cloudUVAI due to different
calibration errors.

Author reply:

We have now added results based on a Mie cloud Immatethis could not explain the
discrepancy between measured UVAI and modelleddtIdAl, as discussed in some
detail in Sect. 6. Comparison with results fromwdetions using the McArtim Monte
Carlo model or the DAK model (in both cases witmigey-Greenstein clouds) showed
excellent agreement with the results obtained uSBEATRAN.

It is known that SCIAMACHY still suffers from calibtion problems (see references in
the text), which are worsened by the degradatigdh@bptical channels. Also, the
polarisation correction is imperfect, partly dudtie fact that the polarisation
measurement devices do not work properly. Asunislear what the exact effects on
SCIAMACHY reflectances are (if we would know, weudt in principle correct for
them), it is unfortunately not possible to assassarrors in UVAI caused by these
calibration inaccuracies.

Page 24149, line 15 How do you explain the smalhbdlity in the simulated UVAI?
What parameters could impact the simulated UVAliesP

Author reply:

The variability in simulated cloudUVAI comes froimet dependence of cloudUVAI on
viewing geometry, as is demonstrated in Fig. 4. [Bvaaiations of Ckx within a Ckx
bin can also lead to differences in modelled cloydU

Page 24150, line 13 Fig. 8-9, the labels for tlgeifes are wrong. Change Fig. 8 A2-F2,
A3-F3 to A1-F1, A2-F2. Also change the labels ig. B

Author reply:
The figures were changed and it was made surettbdabels are correct.

Page 24152, line 25 “. . . the clouds cause sigaifi UVAI'. What is significant UVAI?
Author reply:

Significant UVAI here means: on the order of 1 UMAIit. This is now said explicitly in
the text.



Page 24153, line 3-6 Does the aerosol and cloufisnmation have the same resolution?
It seems that your aerosols information has higlesplution than clouds.

Author reply:
Aside from the high-resolution MERIS data usedtha case studies in Sect. 4.1., the
cloud data have the same spatial resolution ag#d.

Page 24153, line 10-12 Why the thick cloud assumpsi better than the thin cloud
assumption?

Author reply:

The agreement between the cloudUVAI determinedguiia thick cloud assumption and
the measured UVAI appears to be better than fottimecloud assumption (at least for
CFe > 0.5). This section was thoroughly revised ansl fihding is now explained better:
“Comparison of panels A-C in Fig. 10 suggests tbaCF. < 0.5 the assumption of
“thin” clouds (optically thin clouds covering antea satellite pixel) is more appropriate,
whereas for larger Gk “thick” clouds (optically thick clouds with variéd geometrical
cloud fraction) occur more frequently.”

Page 24152, line 7 How can you know the phaseitbumétr a specific cloud?
Fig. 5. caption change (G, F) to (G) (F). chang®f(the thin clouds)’ to ’(for thick
clouds)’

Author reply:

Unfortunately, we do not know the phase functioftioé scatterers of) a specific cloud.
For this reason, we approximate the phase funetiinan assumed, effective Mie or
Henyey-Greenstein phase function.

The figure captions were changed in the revisedusaipt.



