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Reviewer No. 1 (Anne Jefferson)

We thank Anne Jefferson for her constructive reveemments, which helped us to im-
prove the quality of our publication.

This paper describes results from a field camptighcompares in-situ and remote
measurements of the aerosol extinction as welldssare study between HTDMA
g(RH) and humidified nephelometRH) measurements. The extinction comparison
identifies specific air mass source regions andsa@itypes that account for differences
in the remote and in-situ measurements.

Experimental Section:

Was the nafion tubing a bundle of many tubes onglestube? What was the tube ID?
Reply: The Nafion dryer consists of a single Nafiobe (Perma Pure LLC), as described
in the cited technical paper by Rahel Fierz-Schiendler et al. (2010b), the tube diameter
is 1.7 cm.

Is it possible to apply the sama €brrection factor to the MAX-DOAS retrievals sath
this difference can be eliminated when comparimgntfeasured extinctions to the surface
in-situ measurements?

Reply: The Q correction factor (scaling factor) is a MAX-DOASBexific retrieval factor
and there is no physical reason to apply this fact¢he in-situ measurements. It ac-
counts for an uncertainty in the absolute valuthefexisting Q cross sections Greenblatt
et al. (1990); Hermans et al. (2002). The scdigor here is based on studies by
Wagner et al. (2009) and Clémer et al. (2010). Tdlsg have mentioned in their papers
that the estimated scaling factors have an unogytas high as +0.10, which is much
larger than the difference between the scalingpfaatsed by different groups in the pre-
sent study.

4.1 Wet neph analysis



How much does the fitted value RH) differ if RH values down to the lower limit of
the dehydration branch are used? There are sodepadints above 70% RH that doing
the fits over a larger RH range will decrease therfcertainty. What is the variability in
the scattering coefficient over the 3 hour timerfeaof the humidity scans? My concern
is that the air mass and aerosol can change signtfy over such a long time period. Is it
possible to average the humidity scans over an tiol@ss?

Reply: Taking only values below 70% RH of the datayidn branch does not signifi-
cantly improve the fitting result (these are anywaly few points). An entire humido-
gram was recorded every 3 hours with one hydrat@mhone dehydration scan (each took
1.5 h). This time was chosen to ensure a RH equuitibwithin the system during the
scans. At the high RH of 85% the 1.5 h long hydraind dehydration scans were fitted
separately for RH>70%. The scan from 70% up torad®0-95% and back again took
approximately only 1 hour, so within this hour, gve to assume no air mass change.
No significant difference was found for the tworfches at this high RH, which addi-
tionally backed up our assumptions. One hour avegagne can be used, but the noise
due to less data points is increased, while themg¢picture does not change (see Figure
A below, where the 1-hour average has been addeig tba as shown in the manuscript).
Therefore, we would prefer leaving the Figures witB-hour averaging time frame.
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Figure A. Same as Fig 1a shown in the submitted magcript, except that the result for a 1-hour av-
eraging time has been added.

4.2 Factors influencinf{RH)

How does the 165 nm diameter size of the HTDMA carago the median volume or
surface area aerosol diameter during the measutgragad?

Reply: The mean surface area diameter is not weletated (R<0.1) with theg(RH) at
165 nm. This can already be seen in Fig. 3, whexertean diameter of the entire size
distribution is only slightly (anti-) correlated thig(RH). The coarse mode volume frac-
tion is e.g. a much better proxy for the sea saitrtbution, as can be seen in Fig. 3 and
6.

Trish Quinn has a paper where she shows a nicelabon between fRH and the ratio of
OC/( OC +S04). (Geophys. Res. Lett., 32, L22809100029/2005GL024322) Can
you compare fRH to this fraction or to the masstfoa of OC or total carbon rather than
just BC? I don't know if there was any aerosol cietry measured or if there are past
measurements from this region to which you carrr&€ may have a minor influence
on fRH or its influence is coincidental with its-emission with OC as OC will comprise
a much larger fraction of the aerosol mass thank3#@p in mind that BC usually com-
prises a larger portion of the aerosol mass inrioele aerosol than in accumulation
mode aerosol, so its influence will be more appai@ngRH than fRH.



Reply: Unfortunately, the aerosol chemical compaositvas not measured during our
campaign at Cabauw. The BC volume fraction cleanly correlates with the hygro-
scopic fraction (as can be seen in Fig. 3 andsisudised in the text).

4.3 Closure Study

In your calculation of g from Equation 2 what veaduid you use for,aandk? How did
you determine?

Reply: For the water activity,ahe relative humidity can be used, if the Kehemt is
neglected, which is justified for large particles Etated in the manuscript). The vatue
is then calculated by inserting the RH of the H-TBkheasurement (in our case 90%)
and the measured growth factor. For clarificativa,have modified the sentence in Sec-
tion 4.3: “Since the H-TDMA measured at a consRHtE90%, the value aj(RH) for
different RH was calculated using Eq. (2), wheitead of the water activity,dhe rela-
tive humidity RH is used.”

Place the empirical equation f@(RH=85%)=b;+ . . . on a separate line with a number.
The following sentence would be clearer if writt@ime result of thé(RH) calculation
using Equation 9 fog(RH) compared to the measurements is presenteid.ibdr.” Oth-
erwise it's unclear as to hoifRH) was calculated, whether from the measg(@&H) or
from the empirical equation.

Reply: Yes, we agree and have modified this papdges suggested. Also reviewer #3
suggested to writg(RH) instead of just using, so we changed it throughout the manu-
script.

4.4.1 MAX-DOAS

The error bars for the in-situ data are for thertgph measurements. Depending on the
ambient RH, the single largest source of uncestamlikely from the derived scattering
enhancement factor §(RH). An uncertainty of 1-2% in the measured RH peopagate
to a very large uncertainty f(RH) and the calculated ambient scattering coeificiln

the Experimental Section can you give informatibow the type of RH sensor used in
thef(RH) measurement and how this sensor was calils?aah you give an approxi-
mate range to the uncertainty in t(&H) andf(RH) measurements?

Reply: Yes, the exact RH inside the nephelometarasicial value for the determination
of the exact(RH). We use a combination of a Rotronic HygroGH&, accuracy 1.5%
RH) and a dew point mirror (Edge Tech, Model 2dDéwprime DF, accuracy 0.1°C)

to determine the RH inside the nephelometer cel @erz-Schmidhauser et al. (2010b)
for more details). The HC inside the cell was aalied with standard salts before and
after the campaign. The dew point mirror was usedetect and correct for shifts in the
HC calibration during the four months (the tempamis measured by the dew point
mirror at the outlet of the nephelometer). Fronsthealibrations, an uncertainty of 10%
in thef(RH) measurements was estimated. This assumptiaraddition supported by
the good agreement between the growth factoreveti via Mie theory compared to the
H-TDMA measured values (for non-sea salt casesi-ge®).

We have added in the WetNeph experimental secfidre RH inside the nephelometer
cell is monitored by a HygroClip (Rotronic), whialas calibrated before and after the



campaign with standard salt solutions, and in amdity a dew point mirror (Edge Tech,
Model 2000, Dewprime DF). More technical detaila ba found in Fierz-Schmidhauser
et al. (2010b).”

Concerning thg(RH) uncertainties, we have modified tHé garagraph of Sect. 3.1.5
(Measurement of the hygroscopic growth factor):

“...The growth factors in this study were determingthin £ 0.05, which is typical for a
well-maintained TDMA system (Swietlicki et al., 2)0

In a complex location such as Cabauw, with se\diffdrent aerosol sources, the parti-
cles are typically externally mixed. This is retkst in the hygroscopic growth factor
spectrum by a widened distribution, or even byrtyeseparated growth modes, for a
given patrticle size. The Piecewise Linear methothefTDMAInv Toolkit (Gysel et al.,
2008) was used to retrieve the growth factor distrons. Although many different
sources can contribute to the aerosol populatigically one of the sources dominated.
Therefore, simply using the average growth faaborefach distribution is sufficient to
describe the temporal variation of the growth @ #tcumulation mode particles at 90%
RH. In this work only the data at the largest dres165 nm, was utilized as the larger
particles contribute to the optical propertiesmiest (Sundstrom et al. 2009).”

Reviewer No. 2 (anonymous)

We thank the % anonymous reviewer for his or her useful and pctide comments,
which helped to improve the clarity and qualitytieé manuscript.

*Overview*

This paper utilizes humidified nephelometer measergs to (a) determine if there is a
somewhat simple aerosol measurement that can deapeedictf(RH) — the scattering
enhancement value due to hygroscopic growth andofimpare in-situ extinction meas-
urements adjusted to ambient conditions with rereetesing extinction measurements.
The authors do a very nice job of pulling togetindsrmation from many different in-
struments. The comparison with the MAX-DOAS analtidneasurements is especially
nice as we need to be able understand how remasenganstruments relate to the much
longer term record of in-situ monitoring.

*Science related comments*

P29690

Lines 8-11 — the two sentence discussion of logssassvague — in what way were the at-
tempts to characterize losses inconclusive? Bdianore detailed about the losses ac-
cording to theory. | wouldn’t be picky about thiscept that in the comparison with re-
mote sensing instruments, losses are mentionegassile reason for disagreement but
the reader doesn’t get any feel for what the lossigbt be (i.e., what size of particles
might be lost and the order of magnitude of theigartransmission efficiency is as a
function of size — is it mostly coarse aerosolimy,toptically inactive particles that are
lost...or both?)



Reply: No direct measurements of the particle losgere made at the Cabauw tower yet
(e.g. with two parallel operating size distributiostruments one at the inlet entrance and
one at the basement). Nevertheless, we have maas@estimate of the particle losses
using the aerosol loss equations from Baron anteWél(2001). The result for the Ca-
bauw inlet (input values: 60 m long pipe with intebe diameter of 45 mm, tilted by
0.5° from the vertical position, flow rate of 60np can be seen in Figure B (below) to-
gether with the differential scattering coefficielt,/dlogD (derived from the mean
number size distribution measured between 4-182009 and an assumed refractive
index of 1.54+0.01i via Mie theory). In the optieative diameter range of 0.1 tqufn

the losses are below ~10-20%. Below 0 losses through diffusion clearly reduce the
collection efficiency, while the same is true farficles larger than ~1 -12n where

losses through sedimentation will occur. The diffn losses occur for rather small par-
ticle which are less relevant for the extinctiormat wavelengths, while the sedimenta-
tion losses occur at a size ranges where the deroster concentration is comparable
small. The MAX-DOAS or LIDAR measurements were peried and compared for
wavelengths between 355 and 477 nm where the imdrief larger particles is much
smaller compared to larger wavelengths like 700 nm.
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Figure B. Estimated losses for the inlet at Cabauand the calculated differential scattering coeffi-
cient (using the mean size distribution measured b&een 4 July — 18 July 2009) for the three
nephelometer wavelengths (assuming a refractive imd of 1.54+0.01i).

In addition, the good agreement of the optical peters calculated from the measured
size distribution (APS and SMPS) points towardsigaificant losses within the differ-
ent branches of the tubing system located in tisernant of the tower, so the main spot
for possible losses would be located before thadiriag, most probably in the Nafion
dryer located at the inlet entrance. We would estinthe total losses to be lower than 10
— 20% to be measured in the scattering coeffici€at: clarification, we have added the
following in Sec. 3.1.1. (Inlet system): “Lossesaiingh diffusion (for smaller particles
with D<0.1um) and sedimentation (for larger particles with Q¥R) are expected to be
below 10 - 20%. Since the main contribution toeRkénction in the visible nephelometer



wavelength will be in the size range between 0d lum, the effect of particle losses on
the dry extinction coefficient is assumed to beltsnghan 10 - 20%.”

P29692

Out of curiousity — why not use the Collaud Coet@60orrection for the MAAP? | think
it's more different than merely changing the vatiéC’ in the Weingartner correction. (i
realize that for the purposes of comparing with emiextinction it makes little differ-
ence).

Reply: Coen et al. (2010) discuss various aethaenoerrections and not a specific
MAAP correction procedure. The correction valu€e#4.09 was taken for the aethalom-
eter and is specific for the Cabauw site. The Waaitmgr correction is a simplified pro-
cedure and absolutely suitable for our applicatnly the spectral dependence (Ang-
strom exponent) was taken from the aethalometawéflable) the absolute value for the
absorption coefficient was taken from the MAAP whis assumed to be more precise.

P29701

Lines 1-27 — | could not follow the discussion istparagraph and it needs to be rewrit-
ten for clarity. | think the point is that both chistry and size distribution play a role in
determiningf(RH) but the role of each differs depending ondbtial aerosol and per-
haps chemistry is most important most of the ti@we possible re-write could be mak-
ing two paragraphs one describing the correlationack thereof) witt(RH) and a sec-
ond paragraph doing the same g@RH). Some other things that might improve clarity
would be to provide some scattering size distrdmdi(i.e., dscat/dlogdp vs dp instead of
dNdlogdp vs dp) for different types of aerosol -\ghould be able to do that using the
measured size distributions and the mie code. ladviomagine (perhaps incorrectly) that
for the clean marine and slightly polluted marinestof the scattering at both low and
high RH is for the larger particles. You could apgesent scatter plots of the different
properties in figure 3 VRRH) colored by air mass type. It might at the viegst be help-
ful to show a plot ofj(RH) andf(RH) — either a scatter plot or a time series (neaiyb

the time period covered in figure 6), colored bynegarameter such as airmass origin or
coarse mode fraction. I'm not saying any of thdséspvould be required, I'm just trying
to help figure out the best way to explain what'g@trying to explain. | am particularly
confused by the sentence: ‘The rather low cor@tetof(RH) and the significant correla-
tion tog(RH) can be explained by the fact that a largersmanode fraction is an indica-
tor for the presence of sea salt, which exhibliggaer hygroscopic growth while a larger
BC fraction is an indicator for anthropogenic pttha with a reduced hygroscopic
growth.’

Both f(RH) andg(RH) are indicators of hygroscopic growth of theosel and thé(RH)
curves for different aerosol types in figure 2 segfgone might expect correlation be-
tweenf(RH) and larger coarse mode fraction and/or BCtifvac

Reply: Yes, we have re-written that paragraph (#lesentences which were unclear to
the reviewer). We have also moved the part disngdbie trajectories to the previous
Sect. 4.1. (WetNeph analysis). See revised marpiscri

The time frame with concurrent aerosol in-situ nobeasents was, compared to the entire
campaign, quite short (4-18 July, same time pesiwdsed for the closure study). Show-



ing the time series of all those measurements wioailtbo confusing. We already show
the main and most complete time series of theestadt enhancement plus the scattering
and absorption coefficients to get an idea of tlagmtude of the effect (in addition to
Fig. 2 which shows the humidograms). Figure 3 gssed to show in a summarized
way the correlations of other intensive parameteféRH) and to demonstrate what pa-
rameters would be important to predi@H) (which will be discussed further in the clo-
sure study). Showing all different kinds of scafiats might mislead the reader to find
(and maybe use!) functional descriptions of certalationships, which were not clearly
seen. However, we have decided to add an additimuak in the review comments that
covers the period 4-18 July and which hopefullyHar helps to communicate our mes-
sage (see Figure C below).
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Figure C. 48-hours backward air trajectories (FLEXTRA) arriving at Cabauw during 4 — 18 July
2009 color coded with other in-situ measured propéies. Panel (a): Volume coarse mode fraction;
Panel (b): BC volume fraction; Panel (c): Hygroscoje growth factor retrieved from WetNeph, Dry-
Neph, absorption and size distribution measurementgia Mie theory; Panel (d): Hygroscopic growth
factor measured by the H-TDMA (at 90% RH and at thedry size of 165 nm); Panel (e): Scattering

enhancement factorf(RH=85%,550nm); Panel (f): Julian day.

P290702




Line 17 — ‘inversion of the dry scattering and apsion coefficients’ just for clarity: (a)
does this mean you are adjusting refractive indicg#s calculated scattering matches
measured scattering? (b) are you using a size-depénrefractive index or a constant
refractive index for the whole size distribution?

Reply: Yes, this inversion means that the refracindex is changes until the measured
scattering coefficient and single scattering albffdahe calculated value. With this, we
are only able to derive a mean value for the wkde distribution. For clarification, we
have added the following sentence: “With this irsi@n only a mean refractive index
(representative for the entire aerosol size digtidm) can be derived.”

P29708

BIRA uses asymmetry and SSA from sunphotometectuniparison improves if use in-
situ measurements. . .is this related to poor sigarresults of sunphotometer data at low
AOD? | believe AERONET only includes SSA and asyritgnealues in their level 2 in-
version products at AOD (blue) > 0.04

Reply: Yes, this could be a possible reason. Iwéeh missing AERONET measure-
ments the SSA and asymmetry values were intergblsife have added a sentence:
“This however can be caused by the large unceytaiinthe single scattering albedo and
the asymmetry factor retrieved from AERONET at la@D.”

*Typos, wording suggestions*

Please use g(RH) for growth factor. This makesaterconsistent with the (RH) usage
and also the letter g is used for other aeros@maters such as asymmetry parameter.
LIDAR is capitalized in title but not in text...

Reply:g(RH) and LIDAR is now being used consistently witkie text.

P29685
Line 5 — add the word ‘also’: . . .are ALSO strondependent. . .
Reply: Changed accordingly.

Line 20 — second ‘needs’ should be ‘need’: . . sird distribution NEED to. . .
Reply: Changed accordingly.

Line 25 — add ‘from MAX-DOAS': . . .extinction coifients FROM MAX-DOAS were.
Reply: Changed accordingly.

Line 27-28 — change sentence: Differences WERE SINQWbe dependent on the
MAX-DOAS retrieval algorithm applied.
Reply: Changed accordingly.

Line 28 — add the word ‘extinction’: . . .in-SittKEEINCTION data. . .
Reply: Changed accordingly.

P29686
Line 10-11 move the word ‘also’ on line 10 to beféstrongly depend’ on line 11
Reply: Changed accordingly.



P29687

Line 24 — add the word ‘almost’: . . ..but ALMOSIways. . . (since you provide the
Morgan et al 2010 reference which does use huradlifieph data)

Reply: Changed accordingly.

P29688

Line 12 — change ‘was’ to ‘were’: The data WERE gamed. . .. (the word data is
plural)

Reply: Changed accordingly.

Line 15 — add the word ‘also’: . . .measurementseewd SO compared. . .
Reply: Changed accordingly.

P29690
Line 2 — define MAAP and SMPS the first time theg ased
Reply: Changed accordingly.

Line 20 — get rid of the word ‘and’: . . .humidifilollowed by a dryer. . ..
Reply: Changed accordingly.

P29691

Line 2 — | don't like the choice of the word ‘*knoidsut I'm not sure what is better —
described?

Reply: Yes, we have modified the senteri@zliquescence is described as a sudden up-
take of water of an initially dry and solid parécit the defined deliquescence relative
humidity.”

Line 18 — the Anderson corrections also accounlkaimp non-idealities
Reply: We have added to that sentence: “... which ateounts for non-idealities of the
light source in the nephelometer.”

P29692
Line 13 — rewrite: . . .larger than 0.8 most of timee. . ..
Reply: Changed accordingly.

P29693
Line 14 — rewrite: . . .which results in a reduntio size. . . .
Reply: Changed accordingly.

Line 25 — rewrite: . . .monodisperse particlesegosed to controlled. . ..
Reply: Changed accordingly.

P29697
Line 25 — replace ‘between’ with ‘over’: . . .vang LR’ OVER a range of values. . .
Reply: Changed accordingly.



Line 26 — replace ‘verified’ with ‘determined’
Reply: Changed accordingly.

P29698

Line 5 — rewrite: The prediction &fRH) without explicit wetneph measurements at
Cabauw is also discussed in section 4.3.

Reply: Changed accordingly.

Line 26 — I'm guessing the 90th percentile valueutth be higher than 1.52?
Reply: Yes, an error has occurred here. The comatiber should be fperc=1.93 and
90" perc=2.9), which has been corrected.

P29699
Line 1 — add the word ‘dry’ in front of absorption:.and DRY absorption. . .
Reply: Changed accordingly.

Lines 7-8 — rewrite: Distinct periods of loweredebevated(RH) values (see Fig 1a)
were correlated with the origin of . . ..
Reply: Changed accordingly.

P29700

Line 6-8 — rewrite: The maritime slightly pollutedsed (Fig 2d) reveals a similarly high
magnitude of(RH) as the clean maritime case (Fig 2b), but withdeliquescence, while
the maritime heavily polluted case is. . .. (I thyou mean ‘clean’ instead of ‘clear’ in
this sentence)

Reply: Yes. We have changed it accordingly.

Line 11 — Russell reference — two ‘L’s in Russell.
Reply: Reference corrected.

P29702
Line 21 — replace ‘the one’ with ‘that’: close teiAT of water
Reply: Changed accordingly.

P29703

Line 1 — ‘low absorption’ clarify — do you mean argcs cause little to no absorption or
that they have an absorbing component? If you nteasecond should include a cita-
tion.

Reply: Yes, we want to state that the absorbingpmmant of organics is small compared
to BC. For clarification, we have modified that s&rce: “... which is expected to

lower the hygroscopic growth while having a mingffience on the refractive

index (negligible imaginary part of the refractimelex compared to BC, Nessler et al.,
2005a).”

Line 7 — replace ‘next to’ with ‘in conjunction kit



Reply: Changed accordingly.

P29706

Lines 13-20 — rearrange: put period after ’. . .JANEC are used’. Then move sentence
‘BIRA and IUPHD retrievals to after . . .JAMSTECeansed. Then have new sentence:
For the MPI data a mean aerosol extinction coefficin the BL is estimated by retriev-
ing the layer height and aerosol optical thickness.

Reply: Changed accordingly (Start of last sentetightly changed to: “In the MPI re-
trieval a mean extinction ...”)

P29707
Line 6 - should be 12 pm ?
Reply: Yes, this has been corrected.

Line 13 — replace ‘giving’ with ‘and gives’: . .elng compared AND GIVES no informa-
tion. . .
Reply: Changed accordingly.

Line 15 — replace *;displays’ with ‘display’: Figes 8 and 9 DISPLAY the . ..
Reply: Changed accordingly.

P29711
Line 11 — replace ‘main’ with ‘best’: The BEST qtigynto estimate. . .
Reply: Changed accordingly.

Line 13 — ‘or derived from chemical composition m@@ments’ | think you need to be
careful here — | imagine you could get a usg{&@H) value from high time resolution,
size-resolved chemistry measurements (e.g., AMS)inuguessing a@(RH) value de-
rived from bulk filter measurements might not bénakpful (if one can even gg{RH)
from bulk filter measurements!).

Reply: Yes, that's correct. And even an AMS wilvegroblems to access the sea-salt
contribution. Since we have not measured the creroamposition anyway, we've de-
leted that part of the sentence. New: “The beshtiyato estimatd(RH) from other con-
tinuous in-situ measurements was found to be tigedsgopic growth factor measured
e.g. by aH-TDMA.”

Line 14 — replace ‘provide favorable results’ witbrrelate well withf(RH)’

Reply: Changed accordingly.

Reviewer No. 3 (anonymous)

We thank the 3rd reviewer for his or here helpfud @roductive comments, which sig-
nificantly helped to improve the quality of the isad version of our manuscript.

Overall Quality of the Paper:



Measurements of the aerosol scattering enhancdastatf(RH) are presented for the
Cabauw site for the first time and represent a daamtribution to additional scientific
knowledge of(RH), and is regarded as a main strength of thempdjhis is compli-
mented by quite a good closure study using a casgpabetween measured and calcu-
latedf(RH) values. The comparison of an in-situ extrafgslAnterpolated aerosol extinc-
tion coefficient from a single point (60m altitud&jth remote sensing data is less con-
vincing and is considered to be a definite ovexahkness of the paper. Some main
weaknesses of the work stem from (a) a comparifonsitu single point extinction co-
efficient with values inferred from MAX-DOAS aerdsextinction coefficient values —
not yet validated in the open literature — and(lspmparison with lidar signals requiring
extrapolation from a height of about 750 m to clisground. Referenced work is very
good and the paper on the whole is clearly writhdare detailed comments are given
below.

Comments on results

(i) In-situ data

The work is centred on measurements and calcutatmaxamine the effect of relative
humidity on aerosol scattering at the Cabauw atimasp site in the Netherlands. Aero-
sol optical and microphysical measurements werpred at the site over the period
from the 19th June up to about 4th October, 200@. 8erosol measurements were taken
at a 60m height on a 213m tower, which also hoaset#orological sensors including
that of temperature and dew point (relative huryg)dit 6 heights between 10m and
200m. Results of the aerosol scattering enhancefaetorf(RH) are presented for the
Cabauw site for the first time. Closure in the faha comparison between measured
f(RH) and calculatet{RH) is quite good, which is helped by the fact ttlasure is made
at a high relative humidity (85%), reducing deperaies on particle chemical composi-
tion (and therefore on patrticle refractive indéi)e assumption of a constant growth fac-
tor g (for particle diameter 165nm) with size, is likebybe incorrect, and is acknowl-
edged by the authors. Indeed, the work of Swietktlal (2008) shows from HTDMA
field data, that the growth factor g generally eases with particle size for rural, conti-
nental and marine aerosol — which will lead to adarestimation of calculaté(RH), as
reflected by the closure study results in Figueg .3 the discussion of the effect of par-
ticle size and hygroscopicity d(RH), a largef(RH) is attributed to non-linearity in
Mie-scattering, which could be elaborated upon mase specific manner, since Mie
non-linearity is a sensitive function of size (@mesparameter) and refractive index. In-
deed, Mie theory calculations show that the efficiefactor for scattering does increase,
at visible wavelengths, with a decrease in imagimaaex of refraction (as the particle
becomes more hygroscopic).

Reply: We agree, maybe we haven’t enough emphasiiethct in the corresponding
paragraph. For a fixed chemical composition (arddiwavelength)¥(RH) decreases
with increasing particle diameter, as we have oleskand modeled for Artic aerosol (see
Fig. 9 in Zieger et al. (2010) whei@H) has been calculated for different mean diame-
ters and different NaCl to organic mass ratiod)e ihfluence of size and chemical com-
position onf(RH) is also the reason not to give an analytiqak¢ion forf(RH) as a func-
tion of g(RH) as asked by the other reviewer, although teetation is comparable high.
An additional Figure with model calculations woldel beyond the scope of our manu-



script and has already been shown in other pulitsit but we have modified that sen-
tence for more clarity:

“This may also point towards effects of non-lingam the Mie-scattering, where both
size and chemical composition are input paramelfeitse chemical composition (hygro-
scopic growth and refractive index) is assumecdetadnstant for a given wavelength,
f(RH) will decrease with increasing particle sizgislcan be compensated if the size
changes concurrently with its hygroscopicity. A gameffect was e.g. observed and
modeled for Arctic aerosol (see Fig. 9 in Ziegeale2010), where smaller but less hy-
groscopic particles had a similar magnitudé(BH) compared to larger but more hygro-
scopic particles (in that case the coarse modealgasdominated by hygroscopic sea
salt).”

Of course, the prediction 6fRH) remains quite a challenge in the absence ofvedge

of aerosol chemical composition. In that regard,dhsumed dry particle chemical com-
position is not given and should be specified. {N8IO, was chosen for Arctic aerosol
(Zieger et al, 2010), but is probably not apprderfar the Cabauw site.

Reply: Unfortunately no aerosol chemical compositiceasurements were available dur-
ing the campaign. We have retrieved the dry refraghdex using the measured dry ab-
sorption and scattering coefficients as well astieasured dry size distribution. Of
course, one could argue that this procedure isggauand in circles, but — as already
mentioned — the closure was performed at high RHiaaddition repeated with a fixed
dry refractive index, which does not significantlyange the agreement between the cal-
culated and measured scattering coefficients gheeneasured number size distribution
governs the magnitude of the calculated scatteraadficient. Using m=1.599+0.024i for
550 nm (used in Fierz-Schmidhauser et al. (201@g)dlluted air at Mace Head, Ire-
land) gives y=(30.014)x+(2.2e-07+2.4e-7)frand R=0.94, similar to the one given in
Fig.5a. This is then reflected in a slightly woesgeement between calculated and meas-
uredf(RH) (y=(0.64:0.029)x+(0.57+0.078), &0.61) using the growth factor of the H-
TDMA, caused by the calculated dry scattering ¢oiefiits which are in the denominator
in the equation fof(RH).

We have clarified this at the end of the third gaaph in Sect. 4.3 (closure study):

“Keeping the dry refractive index at a fixed vallmes not significantly change the agree-
ment within this closure study. Despite the faet tifhe number size distribution domi-
nates the magnitude of the calculated dry scagemefficient the variation of the dry
refractive index still has an influence. Taking.eny1.5291+0.024i at 550 nm (used in
Fierz-Schmidhauser et al., 2010 for polluted aiMate Head, Ireland) gives
y=(1.0+0.014)x+(2.2e-0¥2.4e-7)m" and R=0.94 for the comparison of the wet scatter-
ing coefficients to the calculated values (ana§ig. 5a). For the comparison of the
measured and calculaté@®H) using the growth factor of the H-TDMA (analtmFig.

5b) gives a slightly lower agreement y=(Gt64029)x+(0.5%0.078) and R=0.61.

To further demonstrate the effect of the limitexksiange of the H-TDMA measurements
for the closure study, the hygroscopic growth fact®



The paper would have benefited through examiningertttoroughly the variation of
f(RH) with air mass type, through a more detailessification of air mass back trajecto-
ries, with respect to sector direction, distancenfisource, and possibly through extend-
ing the air mass travel time from 48hours. Sinee@abauw site is inland from the North
Sea, varying in distance from about 60 to ~ 100#epending on direction from the
ocean, all so-called maritime air parcels are deofanodified maritime’. The authors
should describe how ‘maritime’ air masses are wifidated from ‘maritime slightly pol-
luted’. The distinction between ‘maritime slighpplluted’ and ‘maritime heavily pol-
luted’ should also be quantified.

Reply: The aerosol at Cabauw is highly variablsire and composition. We have tried
to classify the air masses arriving Cabauw usiegRhEXTRA trajectories to categorize
them into groups to preditfRH) for certain air mass types. We have also telsteger

air mass travel times. Unfortunately, this attemps not successful due to the high vari-
ability in the aerosol composition. For example,naasses directly coming from the
oceans can be pure sea salt or be mixed with ésthtopogenic pollution just before
reaching Cabauw. A climatology that could also eduby users would need in our opin-
ion a longer measurement period covering at leadt gear. So we have decided to
show only examples of averaged humidograms ongcssd individually applying cer-
tain criteria which is clearly mentioned in thetteXevertheless, for clarification we will
mention the selection criteria used in the revisadhuscript. We have modified the fol-
lowing sentences in the second paragraph of S&ct(Hactors influencin§RH) at Ca-
bauw):

“A typical maritime case is presented in Fig. 2&léstion criteria used: direction of ar-
riving air parcel between 45°68< 315°;f(RH=85%,550nm) > 3.5, average of 4 hu-
midograms).”

“The maritime slightly polluted case (Fig. 2d; wR2RB5° <6 < 315° and
f(RH=85%,550nm) > 3, average of 31 humidograms)aisve similarly high magnitude
of f(RH) as the clean maritime case (Fig. 2b), but eutideliquescence, while the mari-
time heavily polluted case is characterized by mowrer values of(RH) (see Fig. 2e;
with 225° <6 < 315° and(RH=85%,550nm) < 2, average of 25 humidograms).*

“Figures 2c and 2f show two examples of air maks&#ng a continental origin (conti-
nental south: 135° @ < 225° and(RH=85%,550nm) < 2, average of 48 humidograms;
continental east: 60° &< 135°, average of 75 humidograms)”

We have also modified the last sentence of thiagraph:

“A simple and generalized categorization usingainenass trajectories could not be es-
tablished due to the high variability of size amanposition and the short measurement
period. For a better statistical analysis a lorigee period of at least a year would be de-
sirable.”

The requirement of a second nephelometer to meé#seigerosol scattering coefficient
under dry conditions begs the question as to hewmtkt’ nephelometer compared with



the dry nephelometer under identical low relativenidity dry conditions? This is not
addressed in the paper and should be.

Reply: Yes, of course, the comparison of the digpheédometer and the WetNeph system
measuring at dry conditions (humidifier turned ¢f@ls been done (in addition to the
nephelometer span gas calibration before and thitgetampaign). We have forgotten to
mention that in the manuscript and have added:

“Both nephelometers were calibrated (with partitke air and C¢) and compared di-
rectly (WetNeph without humidifier system). In afiloln, the scattering coefficients at
dry conditions (Riemepi<40%) were compared for the entire campaign. Fluead
measurements it was found that the WetNeph saagtedefficients at dry conditions
were slightly higher than the ones of the DryNegB0(nm:Owetneph
=1.07*Cdrynept8.7¥10'mM™, RP=0.99; 550 NMOyetneph=1.06"Cdryneptit6.7+10'm™,

R*=0.97; 700 NMOuetneph=1.03"Cgrynepit4.5¥10'm™, RP=0.94), which was caused by
differences in the absolute calibration of the redpimeter (WetNeph nephelometer
measured directly higher scattering coefficients) bpsses in the humidifier (~5%, see
Fierz-Schmidhauser et al., 2010a). The WetNeph uneasents were therefore corrected
accordingly. “

The aerosol size distribution is measured usingnabination of a SMPS (up to aerosol
particle diameter of 520nm) and an APS which messsfrom a diameter of 500nm. Data
from the 2 instruments is used to yield the congpgete distribution, but how good was
the overlap between the 2 instruments? There distussion of this in the paper, and
certainly should receive attention.

Reply: We have found that the APS-SMPS agreemem sufficiently good for our pur-
poses. In the figure below, mean surface and vokigeedistributions are shown, which
have been categorized according to their volumeseomode fraction measured by
SMPS and APS. The fine mode (d<500nm) dominatemtmst of the cases and the APS
coarse mode fits well to the SMPS. Small differeneere found for large volume coarse
mode fractions (most probably sea salt), which mingtve been caused by non-sphericity
and density effects in the APS size attributionisT® a commonly known problem of the
APS sizing as can be found in the literature. Rorpurposes, we concluded the agree-
ment between SMPS and APS to be sufficient anchalicdpply any further time (air
mass) dependent corrections to the APS. The SMB&iistely the more important in-
strument to measure optical relevant particle®torwavelengths (see differential scat-
tering coefficient d/dlogD in the Figure below). We have added in the insantal sec-
tion:

“The overlap between the SMPS and APS showed tmbd for most of the cases.
Small differences seen in the transition of theuaw size distribution were caused by
variations in density and shape influencing the AR#qg. However, they were found to
be negligible for our purposes, since the scatjeroefficient is dominated by contribu-
tions from the fine modeb<500 nm, measured by the SMPS). The measured volume
size distributions could be well fitted using agimodal lognormal size distribution
equation.”
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Figure D. Mean size distributions measured by the 8PS (<520nm) and APS (>520nm). The size
distributions were averaged according to their coase mode volume fraction (Mp<s/Vyot) to show the
influence of air mass types. The percentage of oatance is given in the legend. The black curve
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Panel (b): Mean volume size distribution; Panel (c)Mean volume size distribution fitted with a 3
modal lognormal distribution; Panel (d): Differential scattering coefficient (for 550 nm and a refrac-
tive index of 1.54+0.01i).

Use is made of measured aerosol absorption casifeat a range of wavelengths, using
an Aethalometer Model AE-31, to derive an absorpfagstrom exponemt,, The
conversion of aerosol absorption coefficient assuezd by the MAAP at the ‘opera-
tional’ wavelength of 637nm to a different waveltng performed through the use of
Eq. (6), i.e. using an absorption Angstrém expowngptdetermined from a different in-
strument — an Aethalometer. However, there is m@icgy that the ‘instrumental’ ab-
sorption Angstrém exponent,, obtained from the Aethalometer measurements at a
range of wavelengths is necessarily the same aklwewbtained by a MAAP, had it
had a variable wavelength capability, in view of thfferent measurement principles and
characteristics of the 2 instruments. This shoeldilscussed and justified in the revised
version of the paper.

The use of a constant value for Angstrém expongnof 0.84 based on an initial rela-
tively short period (~ 1/6 of the total measurenyeriod) of the campaign, from ~ 19th
June to July 6th, and assumed to be valid therghfteughout the remaining period up to
~ 4th October, is certainly questionable, and néeds justification and discussion.



Reply: We think that the use of the measured Abgstxponent from the aethalometer
and the assumption of a constant value for therphen coefficient is justified in our
case, because of the following reasons:

« The variation of the Angstréom exponent within theseweeks was not very
large (mean 0.84, fpercentile: 0.71, 0percentile: 0.98). Usually a value of 1
is used in the literature for urban aerosol (sgeRussell et al., 2010, ACP).

« The Angstrom exponent is only needed to calculaeambient extinction coeffi-
cient, where the scattering coefficient is clednly dominating factor and the as-
sumption of different constant Angstréom parame@s only a negligible influ-
ence on the ambient extinction coefficient. Thidesnonstrated in Figure E be-
low, where we have calculated the ambient extinctioefficient using other con-
stant Angstrém parameters for the absorption (LH),and 2.0). A value of
around 1 would be a typical range for urban potiigerosol (Russell et al.
(2010)) and the comparison shows that the resulldvonly change our ambient
extinction coefficients by less than 1%. Also highalues of 1.5-2 have only a
slight influence of 1-2%. A value of 2 would prolyabe a too high assumption at
Cabauw, since it is a typical value for mineraltdrRassell et al. (2010).

For clarification, we have added the following ssme in Sect. 4.4 (Comparison to re-
mote sensing data):

“The assumption of a constant valueogfsis justified in our case because of the low
variation of the measured value {1fercentile: 0.71, 9dpercentile: 0.98) and due to the
negligible impact ofx,,s0n the ambient extinction coefficient where thatsring is the
clearly dominant part (e.g. taking 1 or 1.5 axadivalue folo,,swould increase the
ambient extinction coefficient only by a factorlo002 or 1.01, respectively).”

- Entire campaign
10
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Figure E Ambient extinction coefficient recalculatel taking fixed Angstrém exponent for the absorp-
tion coefficient compared to the one used in the 8pt. The comparison is shown for the entire cam-
paign.

Calculated volume concentration of BC from BC masscentration requires an assumed
value for density of BC particles, which is notgivin the paper.

Reply: Yes, we have used a density of 2.1 §/¢aee
http://www.inchem.org/documents/icsc/icsc/eicsOAith) and have added this informa-



tion in the manuscript. The value might be at tphpar limit for possible BC densities,
but it is suitable for our usage since we used adlue to check for possible correlations
of the BC volume fraction to other in-situ paramgtend to parameterize the hygro-
scopic growth factor.

(i) Comparison to remote sensing data

The paper describes the attempt to compare irasitosol extinction coefficient (based
on measured aerosol scattering coefficient + aéeimmrption — assumed not to vary
with RH) at a single point (60m above ground),@cosol extinction coefficient inferred
from MAX-DOAS profiles for lowest altitude levelsawying from 0-200m up to 20-
5000m. Comparison of a single point measuremeft pribfile measurements is at the
best of times a seemingly precarious scientific@se, since it requires a host of as-
sumptions, so that attainment of apparent fairegent using the 2 approaches may
simply be just fortuitous. There is no evidencevpied that the assumption of a well
mixed aerosol layer is justified for each of theipds when in-situ versus MAX-DOAS
intercomparisons were made.

I would have thought that available ceilometer dathdar data would have provided
evidence of aerosol layering? The MAX-DOAS techeitpas been shown to yield quite
reliable retrieved profiles of gaseous componenish as N@and Q (Roscoe et al,
2010). However, as far as the referee is awarpubtished work has appeared to date on
the intercomparison of the MAX-DOAS technique tbalgly validate aerosol extinction
coefficient profiles, with other profiling technigs such as lidar. Reference is made in
the paper to a paper in preparation (Friess @04I0), but this has not yet appeared in
print. In the absence of such validation work, ddirgers in the referee’s mind as to the
reliability of MAX-DOAS inferred vertical profile®f aerosol extinction coefficient, pre-
sented in Figures 7 to 10.

Reply: We disagree with the reviewers’ opinion ttheg MAX-DOAS in-situ comparison
is just a “precarious scientific exercise”. We hahewn that for certain conditions (low
AOD and low PBL) an agreement exists between amimesitu and MAX-DOAS (see
e.g. the golden day in Fig. 7) and found a goodetation between the different meas-
urement techniques. This can not just be “fortistorthe MAX-DOAS retrieval is most
sensitive to the lower height levels, where the ARDis blind due to the overlap prob-
lem, which in addition justifies such an approastpeesented here. Nevertheless, the dis-
agreement for most of the cases is an importadirfgnfor the MAX-DOAS community
and will help to further quantify the capabilitiesnd limits) of this novel technique. It
should also be mentioned that in a recent studyi ey al. (2010) a good agreement was
found between aerosol extinction coefficients esteid from MAX-DOAS and in-situ
measurements.

The following reasons are brought forward to furjustify our approach:

* The assumption of a well mixed layer between 00 20is an inevitable one, due
to the configuration of the MAX-DOAS retrieval. Thgsumption of a constant
aerosol type (=chemical composition without watantent) is probably justified
in this rather small layer during daytime measunmesieAn exception is the MPI
group, which uses a simpler retrieval techniquethedefore our assumption of a



well mixed layer had to be extended to the actet@iaved layer height, which is
of course more arguable compared to the one fod th200 m layer (this is
clearly stated in the manuscript). At Cabauw, weiarthe good position to have
continuous relative humidity measurements withen@h 200 m layer, since the
RH is one of the main factors influencing the eatilon coefficient within this
layer. Of course, for MPI the assumptions becomeerpooblematic since we had
to use RH data from a weather model (COMSO). Ttwalgmrrelation to the four
different MAX-DOAS retrievals - despite their difences - is a sign that the as-
sumption of a well mixed layer can be made for thtker small level.

» The agreement of columnar densities is not a $ighthe actual profile is correct
(as we have stated in the paper). Roscoe et dlOj2ihly compared slant column
densities recorded during the CINDI campaign andateshow the agreement of
the vertical profiles of N@or Oy, they also do not show a validation by other in-
dependent measurement techniques. This has dtd slmown, which is work in
progress.

» The same is true for the vertical profiles of tieeosol extinction coefficient. Yes,
there are only a few studies comparing the veragéihction profiles with inde-
pendent LIDAR measurements. Irie et al. (2008) laecet al. (2009) i.e. made
comparisons between lower-tropospheric verticalilpof the aerosol extinction
coefficients retrieved from JAMSTEC MAX-DOAS andicoident LIDAR ob-
servations at Tsukuba, Japan. They found reasemragioéement for layers of 0-1
and 1-2 km to within 30% and 60%, respectively,fmst cases. However, these
very few studies also show the need for furtheepehdent validation studies like
ours. Friel3 et al. are currently analyzing theewe&d profile shapes of the differ-
ent groups. To include these results and the dismusvould go beyond the scope
of our work and has to be discussed in a sepatdiecption.

» For clarification, we have added in the manuschiptfollowing sentence:

Added after the first paragraph of Sect. 4.4.1sHould be pointed out that the com-
parison of the lowest MAX-DOAS extinction coeffiaiewith in-situ measurements is
of special interest since the MAX-DOAS retrievathis highest sensitivity at the
ground (Friel3 et al. (2006)) while LIDAR measuretseare usually challenged with
the overlap problem at low altitudes. In a recéndl (Li et al., 2010), good agree-
ment was found between aerosol extinction coefiisieetrieved from MAX-DOAS
and surface in-situ measuremem4AX-DOAS aerosol extinction coefficient pro-
files have only been compared in very few studigs et al. (2008) and Irie et al.
(2009) made comparisons between lower-troposphieriecal profiles retrieved from
JAMSTEC MAX-DOAS and coincident LIDAR observatioasTsukuba, Japan.
They found reasonable agreement for layers of Oeill1a2 km to within 30% and
60%, respectively, for most cases. However, thesg few studies also show the
need for further independent validation studies tike one presented here.”

There are also some issues with the comparisamsifu aerosol extinction coefficient,
with that inferred from lidar. As pointed out byethuthors, the lidar ratio (LR=aerosol
extinction coefficient/aerosol backscatter coefit) can be directly measured by the
CAELI lidar above about 750m in altitude. Commenthow those lidar ratios compare



with previously measured values for similar typenaasses would be informative. For
example, Rosen et al, 1997 (in JGR) present medsire/alues for near surface aero-
sols over the south western USA. Are the valudsRoat the levels below 750m taken to
be equal to the value of LR measured directly addlvest possible level (at ~750m)? If
so, this presumes that the layer between ~ 750ngmohd is well mixed, but is there is
no evidence presented for such an assumptionafir ef the 22 profiles. What are the
error bars associated with the inferred lidar a@restinction coefficient with height in
Figure 11, which are desirable in order to bettiegricompare with the in-situ values? Is
there a reason as to why the mean ambient aendasatt@n coefficient in Figure 12,
determined by the lidar, does not have accomparsfirgy bars? It is rather odd that
mean values for certain profiles do not seem toespond with individual data points for
some of the data shown. For example, three visilglet-time square values (largest
value of ~ 1.9 on y-axis), above about an in-silue of 0.3 x 10 m™ do not seem to
have a mean value shown?, or am | simply misreatiagoints? Similarly, there are 4
vertical circular gray (daytime points) with largeslue ~2.85 — is their mean value
shown?

In summary, | do believe there is need to give nmigi@mation on the data presented in
Figure 12, probably in the form of a Table — numigpoints used to obtain each mean
value — to be accompanied by a standard error alu@ wf LR used for each of the 22
cases, corresponding to a specified (thicknessimim level. On the face of it, the data
below 1x 10" m™ for o, (355nm) looks more like a scatter-plot, and iificult to see
any good degree of agreement between the in-sitlider values in the range of val-
ues between 0 and 1xien™.

Reply: We agree that further information has t@atided to the LIDAR/in-situ com-

parison and that Fig. 12 might have been a bitugin§ to the reader in its original

form, so we have substantially modified this Figilewever, we are still convinced
that our approach is justified because of the Yalhg reasons:

* Rosen etal. (1997) report LR from near-surfacesms of an arid region in the
southwestern U.S., which on the one hand is pretradil comparable to the aero-
sol found at Cabauw, where more urban pollutedraadtime aerosol is found
and on the other hand is not measured by a LIDARad a combination of
nephelometer and backscatter sonde is used. Neles#hthey find values
around 40 sr and compare their results to otheliefuiwhere the LR e.g. meas-
ured in Japan ranged from 20 to 70 sr or in Tu¢sb8.) measurements showed
LR around 20£9) sr. A good overview on measured LR is given bjllgt et al.
(2007) where observed LR from different aerosoésypre being discussed. For
marine aerosol typical values are 23)sr (at 532 nm, observed at the North At-
lantic), and for urban haze in central Europe£B] sr (at 355 nm) are reported
(both measurement refer to values in the PBL).ififleence of RH on the LR for
different aerosol types is nicely discussed anavsh®.g. in Ackermann (1998).
LR for continental aerosol might vary between 0990% RH in the range of
roughly 40 — 70 LR, while for maritime aerosol tla@ge is roughly between 15
and 25 sr (both at 355 nm). These ranges werenalserved with the CAELI LI-
DAR (observed values LR ~ 8 — 60 sr). To demornstita effect of RH on the
LR, we have added a second panel to Fig. 12 shotvengR measured in the in-
dividual layers between 700 and 1700 m versus th@Rhe individual layer



(a)
60

taken from the COSMO weather model. One can gdgeraserve for most of

the cases an increase of LR with increasing RHersame range as e.g. modeled
in Ackermann (1998). Of course, it has to be assliat the aerosol type is con-
stant throughout this layer, which is certainly gisen for all profiles. In addi-
tion, we have used these LR-RH-relationships toutate (interpolate) the LR for
the mean RH measured at the ground. These poimésagided in the scatter plot
(red crosses). No extrapolation was performed dulkd unknown functional re-
lationship (so the number of compared profiles éased from 22 to 15). As de-
scribed in the paper, the LIDAR extinction coefficis were determined by aver-
aging the measured backscatter coefficient belddvr2@nd multiplying this
value with the measured LR of the upper layerdeblts of showing these individ-
ual points as in the original version, we haveaegt! these points by error bars
giving the range of the retrieved extinction cagéit if the minima and maxima
value of LR are taken to calculate the ground vallrese error bars are therefore
an indicator of the variability and uncertaintyafr approach. Taking the meas-
ured LR from the lowest level is probably stilleagible way since it is probably
still the most representative value. We have Keptihear (orthogonal) regres-
sion lines in Fig. 12 (now Panel b), but have adal#urd regression line for
those points were the LR was interpolated to theevaf the ground RH. The
overall message has not changed but we have remtitts section completely
(see below).

The averaging time of the LIDAR extinction profikas (1.85+0.5) hours
(meanzstd).

The points that were missed by the reviewer weeegnt in the plot (close to the
1:1 line, maybe a bit hidden behind the regreski@s, but visible). In the new
version this should be better visualized using @ntgle points and error bars.
We have found a minor error in the routines th&tudated the average backscat-
ter coefficient in the lowest layer (below 200 nierefore the slopes and R
slightly changed (improved) compared to the previoersion.
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Figure F. Panel (a): The LIDAR ratio LR measured in200-m altitude intervals between 700 and 1700
m versus the RH in the individual layer (taken fromCOSMO). Grey crosses denote the LR of the
lowest layer, red crosses show the interpolated LR®r the RH measured at the ground (mean ~60-

200 m).

The profiles used to retrieve the interpokad value are shown in blue. Grey are all profiles



(where no interpolation was possible or where no Wleph measurements were available). Panel (b):
Comparison of the extinction coefficiento,, at the ground retrieved from LIDAR vs. the in-situ val-
ues (mean for ~60-200 m). Circular points denote thmean value if the LR from the lowest level is
taken (black daytime measurements; blue nighttime masurements). Red crosses show the mean
value if the LR interpolated to the ground RH is t&ken (see Panel a). The error bars in the y-directio
give the range of the retrievedse, taking the measured minima and maxima LR of the uper layer.
The x-error bars give the calculated error in the anbient in-situ measurement. The solid lines repre-
sent linear orthogonal regression (see legend).his figure will replace Fig. 12 in the manuscript)

Rewritten Section 4.4.2:

Due to the long averaging times, only 22 profilegl{in the period 23 June--20 Septem-
ber, averaging time 1.85+0.5 hours (mean + standiation) of the aerosol extinction
coefficient measured by the CAELI LIDAR could bergmared to the in-situ measure-
ments. The aerosol extinction coefficient (at 359 wan be measured directly using the
Raman channel above approximately 750 m. The battkssignal, retrieved using the
Raman method, starts at approximately 60 m andearsed to extrapolate the direct
measurement alep if an appropriate LIDAR ratio LR (Eq. 7) is assuintnstead of an
educated guess, the measured LR of the upper lbgergen 700 and 1700 m was de-
termined (mean values for 200 m thick levels) andtiplied with the backscatter signal.

An example day is presented in Fig. 11. The extinas directly measured above ~750
m (black line). The LR of the upper layers increasté height from LR = 37 to LR = 48
(due to changing RH and/or aerosol type changésaar signal to noise ratio). These
values are used to calculatg by multiplying the backscatter signal with the e in-
situ values at dry (black square) and at ambientlitions at the RH measurement of the
tower (color coded circles) are also shown. Thgdd®H gradient results in a strong in-
crease obep concurrently determined indirectly from both thesitu aerosol measure-
ments and the LIDAR measurements.

The LR values are within the range as e.g. modayefickermann (1998) for marine
(LR=~10-25 between RH=0-99%) or continental aer@isB=~40-70 between RH=0-
99%) or as observed by Miller et al. (1997) foraurlhaze in central Europe
(LR=58+12). As mentioned above, the LR dependsdessihe aerosol composition also
strongly on the RH. To illustrate the effect of RH the LR measured here, the LR of the
individual layer versus the layer RH is shown ig.Ai2a. The RH-profiles were taken
from a re-analyzed weather model (COSMO). One tmemve that for most of the cases
the LR increases with increasing RH, similar toredel results of Ackermann (1998)
or the measurements of Salemnik et al. (1998).dDfse, also the aerosol type might
change with altitude which can not be excluded.here

The LR of the lowest possible height level was iplid with the mean backscatter co-
efficient measured between (~60-200 m) to retreeweean extinction coefficient for the
ground (see Eg. 7). In addition, the individuatiested LR-RH-relationships (see Fig.
12a) were used to calculate (interpolate) the LRHe mean RH measured at the ground.
With this method only 15 profiles could be compasette the no extrapolation was per-
formed. The result is shown in Fig. 12b. The ebrars denote the range of the retrieved



extinction coefficient taking the maximum and minim value of the measured LR to
calculateoep at the ground.

Orthogonal linear regressions (without weightseaded that the LIDAR retrieveak,

were about ~1.7 -- 1.8 higher compared to the ambloesitu values. There is no large
difference if the LR interpolated to the ground Rfktead of the LR from the lowest
layer) is being used, which indicates that the e lowest level has been a good esti-
mate for the LR at the ground (at least for moghefcases). Both setsaf, are well
correlated to the ambient in-situ value$<®82-0.96). Nighttime measurements showed
to have a better agreement (slope 1.¥20@6) compared to daytime measurements,
which might be due to lower noise in the LIDAR ma@a&snents during nighttime How-
ever, this improvement has to be treated with saree only 6 profiles were measured
during nighttime.

Technical Corrections (in order of appearance in tle article)
The number indicates the line number

Section 1

Page 5: 5 sizes more relev&itanged accordingl®3 extinction coefficien€hanged
accordingly.24 , but nearly alwaysChanged to “but almost always* (see reviewer #2)

Page 6: 5 MPI - should give the full name, followsd(MPI) Changed accordingly.
ambient aerosol extinctio@hanged accordingly.15 in situ measurements of .. (should
state what measuremen@)anged accordingly “... in-situ measurements of®@sol
extinction coefficient ...”16 xtinction coefficienChanged accordinglySection 2 22
‘approx.” should write the word out completely, aaddo elsewhere in the article
Changed within the entire articl22 33km north east of. . . 23 west south west oé it
Changes to north east and south west.

Page 7 ‘Section’ to replace ‘Sect.” SectiofSéct.” is the official abbreviation within the

text as wanted from ACP, so we kept it like it I8 lowest layer of the atmosphere from
ground level up to We just changed it to “lowest ground layer.” and dot add the spe-

cific height since it was variable and will be exipled in the corresponding chapter.

Page 8 2 and 3 Should give the full name of MAApfved by (MAAP), and also for
SMPS and APSChanged accordingly.

Page 9 5 of inorganic sal&hanged accordingly.

Page 11 8 counted by the CRthanged accordingl24 was set up to. Changed ac-
cordingly.

Page 14 24 Raman scattered wavelength (?Tin@)Raman scattered wavelengths used
here is 387 nm, shifted from 355 nm by nitrogene Raman shifted wavelength at 607



nm is also available, shifted form 532 nm, but thé&s not used in this study. For clarifi-
cation, we have added “(here: 387 nm)”.

Page 15 9 60m? (on page 28, line 6, 70m is statedhe numbers should be consistent
with each othelres, we changed it to 60 m (the lower limit).

Page 16 2 first sections — should give the SectionbersChanged accordinglyll was
set up.Changed accordingly. After Equation (8) , where a is . . .and. is.We have
added: “where andy are two independent curve fit parameters(the intersect at
RH=0\% andy parameterizes the magnitude of the scatteringrex@maent).” 20 at these
high. Changed accordingly. ..26 ‘ perc.’ should be written out fulyhanged within the
entire manuscript.

Page 17 2 (at 670nm?) or should it be (at 637nna®) per Section 3.1.3 line ¥4£s, it
should be 637 nm, which was used (670 nm is theevgiven by the manufacturer). We
have changed it within manuscrigd Should give the typical number of humidograms
used to compute the averages, we have added that info to the selectionraiia the
text (see comment above).

Page 18 2 ‘can not’ should be written as ‘cannt{iing and RusselChanged accord-
ingly.

Page 19 3,4 should state th&H) is correlated positively, even if somewhat ga

with Vapd/Vior, While f(RH) is correlated negatively witha¥s/V o1, also somewhat

weakly 4 correlation of ? tifRH) Yes, we have changed that sentence to: “The BC vol-
ume fraction Mc/Vio (@ssuming a density of 2.1 gé&jrshows only a weak negative cor-
relation, while the coarse mode volume fractigpdV ot Shows only a weak negative
correlation withf(RH).”

Page 23 10 does not changeChanged accordingly.

Page 24 1 , where h. .Changed accordingly.
Page 25 15 . . .entire data set, for the time dergiven in Table 1Changed accordingly.

Page 28 Section 4.4.2 17 concurrently determinéidaatly from both the in-situ aerosol
measurements and the lidar measureméltanged accordingly.

References
Page 31 10 7113 — 7113?hanged to 7113-7131.
Page 32 27 .. .. -2319-2010, 2010a. . . . (d&2&®0") Corrected.

Page 34 8 droplets, Trans. Faraday.Corrected.



Page 35 17 U., and Fiebig, M. . .. .. 19 Roozehdéeet al.? (‘et al’ should be deleted
or else replaced by other authors’ nantesirected ... “et al.” removed.

Page 38 6 WMO/GAW reference should include the RdgomberWe have added
“GAW Report No. 153"

Table 1

k More detail should be given in the text and ia Trable caption of ‘water soluble and
soot particlesWe have added in the footnote k of Table 1:With a number mixing ra-
tio of 0.46 and 0.54, respectively.”

Fig. 1 Line 2 ..Netherlands, over the period froid dune to the beginning of October,
20009. line 5 670 or 637nnhanged accordingly. It should of course be 637 nm.

Fig. 2 Line 2 . . .mean aerosol scattering enhaeoem ..Changed accordingly.

Fig. 5 Why not use the same multiplication facethier 10-4 or 10-5) on both axes of
Fig. 5 (a)?Changed accordingly.

Fig.8 (b) x-axis label: 477nm or 450nt3hould be 450 nm. For clarification we have
added a new footnote in Table bgpis retrieved at 450 nm due to specifications ef th
radiative transfer model and the employed OPACldeta (Hess et al. 1998).”

Fig 8(c) 476nm or 477nm®e have added in Table 1 as a footnote: “The re&tdeg, is
for 476 nm, which is the £xross-section- weighted mean wavelength overittiegf
window used.”

Fig.8 caption , line 3: . . .interpolated in acade with the appropriate wavelength;
Changed accordingly.

Fig. 12 caption line 1: . . .extinction coefficiadgtermined indirectly from lidar vs. in-
ferred extinction coefficient obtained indirecthpin in-situ aerosol optical and micro-
physical measurements (mean . . . Line 3 heiglet ishould specify)Ve have changed
that figure substantially and with this also itaption (see comment above).

Further changes

» The FLEXTRA trajectories by NILU were in the originversion calculated with
slightly wrong coordinates for Cabauw (old: 51.38§rrect: 51.97°N). This has
been fixed and (as expected) the overall resulhbashanged. Acknowledge-
ment to Ann Marie Fjaeraa added, who re-calculttediir mass trajectories.

» The fixed hygroscopic growth factor used in thesale study assuming a con-
stant hygroscopic growth was gH=90%)=1.48 (and not 1.4). This has been
corrected in the figure labeling.

» Update of references and corrected minor typos.
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