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Abstract. In spite of the strict EU regulations, concentra-
tions of surface ozone and PM10 often exceed the pollution
standards for the Netherlands and Europe. Their concentra-
tions are controlled by (precursor) emissions, social and eco-
nomic developments and a complex combination of meteo-
rological actors. This study tackles the latter, and provides
insight in the meteorological processes that play a role in O3
and PM10 levels in rural mid-latitudes sites in the Nether-
lands. The relations between meteorological actors and air
quality are studied on a local scale based on observations
from four rural sites and are determined by a comprehensive
correlation analysis and a multiple regression (MLR) analy-
sis in 2 modes, with and without air quality variables as pre-
dictors. Furthermore, the objective Lamb Weather Type ap-
proach is used to assess the influence of the large-scale circu-
lation on air quality. Keeping in mind its future use in down-
scaling future climate scenarios for air quality purposes, spe-
cial emphasis is given to an appropriate selection of the re-
gressor variables readily available from operational meteoro-
logical forecasts or AOGCMs (Atmosphere-Ocean coupled
General Circulation Models). The regression models per-
form satisfactory, especially for O3, with anR2 of 57.0% and
25.0% for PM10. Including previous day air quality informa-
tion increases significantly the models performance by 15%
(O3) and 18% (PM10). The Lamb weather types show a sea-
sonal distinct pattern for high (low) episodes of average O3
and PM10 concentrations, and these are clear related with the
meteorology-air quality correlation analysis. Although using
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a circulation type approach can provide important additional
physical relations forward, our analysis reveals the circula-
tion method is limited in terms of short-term air quality fore-
cast for both O3 and PM10 (R2 between 0.12 and 23%). In
summary, it is concluded that the use of a regression model
is more promising for short-term downscaling from climate
scenarios than the use of a weather type classification ap-
proach.

1 Introduction

Ground-level ozone (O3) and particulate air pollution (PM10)
have been identified as two of the most important air pol-
lutants for Europe in general (Jol and Kielland, 1997;
Brunekreef and Holgate, 2002) and over the Benelux re-
gion in particular (Tulet et al., 2000). Since their adverse
health effects have been observed for decades, the supervis-
ing European institutions have produced appropriate legis-
lation and several emission reduction measures have been
taken to reduce ambient air pollution (European Commu-
nity, 1999; WHO, 2000, 2005). Nevertheless, levels of O3
and PM10 continue to exceed frequently the target values and
the long-term objectives established in EU legislation. More-
over, international literature shows that air pollution contin-
ues to be detrimental to human health despite these emission
standards (van der Wal and Janssens, 2000; Medina et al.,
2004; Schlink et al., 2006).

In recent decades, typical causes of high ozone and PM10
pollution received ample treatment in the scientific literature.
Relatively high levels of these pollutants are usually associ-
ated to the close proximity of high precursor emissions and
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as a result of industrial and societal developments. Moreover,
ambient air pollution is also strongly influenced by meteoro-
logical factors, due to a complex combination of processes
and influences, namely; emission, transport, chemical trans-
formations, and removal via wet and dry processes (Seinfeld
and Pandis, 1998). Thus, weather/climate elements play a
significant role in all these processes’ components. On a lo-
cal scale, emission (e.g., biogenic or dust emissions) may
depend on climate variables such as temperature and surface
wetness; (photo) chemical processes depend on temperature,
humidity, solar radiation fluxes and cloudiness; the precipi-
tation process influences wet removal. From a regional point
of view, short and long-term transport depends on the mag-
nitude of surface turbulence and on the atmospheric circula-
tion (at the synoptic scale). This means that the distribution
of pollutants is not only dependent on the spread of its emis-
sions, but is also affected by various weather/climatic drivers
(Giorgi and Meleux, 2007).

Over the last few decades, the effects of chemical trac-
ers on climate change have been investigated extensively
(Intergovernmental Panel on Climate Change, 2007). Con-
versely, comparatively less attention has been devoted to the
issue of climate-change effects on air quality (Andersson and
Langner, 2007a; Jacobson, 2008). However, we believe that,
in order to understand the full range of atmospheric processes
that govern the evolution of air quality under a changing cli-
mate, one has to understand and quantify the processes that
impact on the atmospheric pollutants on a present time scale.
Air quality is affected by both local (in situ) and regional
scale processes on a few tens and hundreds kilometers. As
current AOGCMs (Atmospheric-Ocean Coupled Global Cli-
mate Models) are only capable of resolving phenomena at
the resolution of a few hundreds of kilometers, the climate
change-air quality interactions are hampered. Furthermore,
many chemical atmospheric elements, and particularly those
with adverse impacts on human health, such as tropospheric
O3 and PM10, have a lifetime of the order of some hours to
days (Seinfeld and Pandis, 1998). As a result, their distribu-
tion is highly variable in space and time and is often tied to
the distribution of sources (Giorgi and Meleux, 2007).

The main aim of this paper is to study the above-
mentioned weather climatology-air quality relation at both
the regional and local spatial scales. On the one hand,
weather-air quality interactions on the local-scale are quan-
tified based on techniques often used in short-term air qual-
ity forecasts. Here, the selection of an appropriate method
depends on its simplicity, practical feasibility, sufficient ac-
curacy and should be computationally inexpensive, so that it
can easily be applied to output of different climate models
(Semazzi, 2003). The latter rules out the use of a complex
climate-air quality modelling system (in off-or online mode),
a field of research that has been reviewed comprehensively
recently by Giorgi and Meleux (2007).

Many empirical prediction models have been developed to
investigate the relationships between meteorological and air

quality data. Numerous reports describe model results on dif-
ferent air quality variables and different locations from multi-
ple linear regression (MLR) analysis (Hubbard and Cobourn,
1998; Barrero et al., 2006; Stadlober et al., 2008), nonlinear
multiple regressions (Cobourn, 2007), artificial neural net-
works (ANN) (Gardner and Dorling, 1998; Nunnari et al.,
1998; Reich et al., 1999; Benvenuto and Marani, 2000; Perez
et al., 2000; Perez, 2001; Kukkonen et al., 2003; Hooyberghs
et al., 2005; Papanastasiou et al., 2007), generalized addi-
tive models and fuzzy-logic-based models (Cobourn et al.,
2000). Other authors compared several methods on a single
dataset (from the same measurement site) or combined vari-
ous approaches in order to improve the specific air pollutant
forecast (Agirre-Basurko et al., 2006; Goyal et al., 2006; Al-
Alawi et al., 2008). Comrie (1997) compared the potential of
traditional regression and neural networks to forecast ozone
pollution under different climate and ozone regimes. Model
comparison statistics indicate that neural network techniques
are only slightly better than regression models for daily
ozone prediction. Cobourn et al. (2000) compared nonlin-
ear regression and neural network models for ground-level
ozone forecasting in Louisville (USA). They conclude that
both models performed essentially the same, as measured by
various errors statistics. In contrast, Gardner and Dorling
(2000), concluded that significant increase in performance
is possible when using MLP models, whereas the use of re-
gression models are more readily interpretable in terms of the
physical mechanisms between meteorological and air quality
variables.

Taking into account results obtained in previous research
showing a similar performance between linear regression and
neural network techniques, we decided to employ here a step-
wise multiple linear regression model which guarantees, si-
multaneously, robustness and simplicity. Practical feasibil-
ity is obtained by including these parameters that are pro-
vided/forecasted individually by AOGCMs/operational mod-
els. On the other hand, the discriminative power of a cir-
culation classification method is tested as an air quality as-
sessment tool, keeping in mind its potential future use in
downscaling future climate scenarios for air quality purposes
(Huth et al., 2008). Prior to the selection of variables for
the model, a comprehensive correlation study is conducted
between the meteorological and air quality variables. Af-
terwards, levels of O3 and PM10 are reconstructed using a
stepwise multiple linear regression technique and a circula-
tion pattern approach. Finally, both methodologies results
are objectively compared, with the aim of stressing their cor-
responding strengths and weaknesses for long-term air qual-
ity assessment studies.

To the best of our knowledge, this approach has never be-
fore been conducted for the Benelux area. In fact, this inte-
grated approach connects both atmospheric chemistry on the
local scale using observations from rural sites in the Nether-
lands and synoptic climatology based on ECMWF (European
Centre for Medium-range Weather Forecasting) operational
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Table 1. Characteristics of the meteorological and air quality measurement sites in the Netherlands for the period 2001–2006.

Code Location Latitude Longitude Height Start End Available variables

(m) measurements measurements (see Table 1 for description)
Meteorological stations (KNMI)∗

375 Volkel 52.07◦ N 6.65◦ E 20.1 01/03/1951 Present DD, FF, Tmean, Tmin, Tmax, Rain,
P0, RH

340 Woensdrecht 51.45◦ N 4.35◦ E 14.9 02/05/1995 Present DD, FF, Tmean, Tmin, Tmax, P0, RH
283 Hupsel 51,65◦ N 5.7◦ E 29 01/01/1990 Present DD, FF, Tmean, Tmin, Tmax, RH
348 Cabauw 51.97◦ N 4.296◦ E −0.7 01/01/1997 Present DD, FF, Tmean, Tmin, Tmax,

SWD, RH, P0,CC, Td, Rain
Air quality stations (RIVM -AIRBASE)

232 Volkel 52,07◦ N 6.65◦ E 20.1 Depends on the variable O3, NO, NO2, SO2
235 Woensdrecht 51,45◦ N 4.35◦ E 14.9 Depends on the variable O3, NO, NO2, SO2, PM10
722 Hupsel 51.65◦ N 5.7◦ E 29 Depends on the variable O3, NO, NO2
620 Cabauw∗∗ 51.97◦ N 4.296◦ E −0.7 Depends on the variable O3, NO, NO2, SO2
633 Zegveld∗∗ 52.139◦ N 4.838◦ E 3 Depends on the variable PM10

∗ A more detailed description of these measurement stations is available at:http://www.knmi.nl/klimatologie/daggegevens/download.html
∗∗ Cabauw and Zegveld are neighbouring air quality measurement stations (<20 km) and are hereafter referred to as Cabauw (620).

analysis data. Although the different aspects of the method-
ology are widely used in their specific field of application,
they are seldom compared against each other. Many au-
thors solely used the first step in forecasting future levels
of air quality variables (e.g. Oanh et al., 2005; Wise and
Comrie, 2005), while many studies investigated air quality
in relation to the latter (Comrie, 1992; Davies et al., 1992a,
b; Cannon et al., 2002; Kassomenos et al., 2003; Bridge-
man and O’Connor, 2007). An objective combination of
both methodologies results in a further insight in weather-
air quality related issues, and presents their corresponding
(dis)advantages for long-term air quality assessment studies.

2 Data

In order to get insight in the weather-air quality interactions
on the local and regional scale, different sets of meteorologi-
cal and air quality data are used and described in the follow-
ing sections.

2.1 ECMWF operational data

We have extracted large-scale operational data from the
ECMWF (European Centre for Medium Weather Forecast)
on a 2.5◦×2.5◦ grid for the larger European Atlantic Region
(20◦ W–35◦ E, 75◦ N–35◦ N). This dataset is used to deter-
mine prevailing circulation patterns at the regional scale. The
data covers the 2001–2004 period, identical to the period se-
lected to construct the linear model from the measurements
described in Sect. 2.2. For the circulation pattern approach,
12 h UTC mean sea level pressure (MSLP) is used, while
mean temperature (K) and relative humidity (%) are daily
averaged from the four provided time steps for the period

2001–2004. In order to compute the long-term climatolog-
ical normal, we have extracted 12h UTC MSLP and daily
mean temperature and relative humidity for the period 1971–
2000.

2.2 Local meteorological measurements

Previous efforts to relate air quality variable concentration
data to surface meteorological variables have shown that
temperature (Smith et al., 2000), wind speed, relative hu-
midity, and cloud cover are relevant variables (NRC, 1991).
Other meteorological-air quality studies have found wind di-
rection, dew point temperature, sea level pressure and pre-
cipitation useful in the modelling and forecasting of air
quality variables (Gardner and Dorling, 1999; Delcloo and
De Backer, 2005; Hooyberghs et al., 2005; Grivas and
Chaloulakou, 2006; Andersson et al., 2007a, b; Papanasta-
siou et al., 2007). Furthermore, Comrie (1997) states that
the use of several types of models for ozone prediction can
be particularly sensitive to different weather-ozone regimes
and urban measurement locations. In order to by-pass this
complexity, this study solely uses measured high-temporal
resolution data from rural sites. This is done in order to get
insight into the meteorological – air quality interactions with
a limited interference from local emission sources, implying
a limitation of this approach to sites where the variability of
emissions is of minor importance. In this respect, we have
only considered measurements from rural observation sites,
with a daily (or higher) temporal resolution meteorological
measurements for the period 2001–2006 and with the avail-
ability of air quality measurements (see Sect. 2.3). This re-
sults in a selection of 4 rural stations located in central and
southern sections of the Netherlands (Table 1 and Fig. 1).
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Fig. 1. Location of the rural meteorological and air quality mea-
surement sites in the Netherlands.

For all stations, wind speed (FF) and direction (DD), daily
mean (Tmean), minimum (Tmin) and maximum (Tmax)
temperature and relative humidity (RH) are available. For
Cabauw and Volkel, additional information is available on
daily mean precipitation (Rain). Furthermore, all stations
(except Hupsel) measure sea level pressure (P0). Cabauw
has additional information on shortwave downward radia-
tion (SWD) and cloud cover (CC). As Cabauw has no di-
rect measurements of relative humidity, shown by Barrero et
al. (2006) to correlate significantly (p<0.01) with suspended
particles, NO2, SO2 and O3, the relation between 2 m air and
2 m dew point temperature is used to derive the relative hu-
midity. A quality control was performed at the KNMI (Royal
Dutch Meteorological Institute) whereby quality numbers for
each measured parameter are defined in the same way as
in the former continuous Cabauw programme (Beljaars and
Bosveld, 1997). After removal of spurious data, the mea-
surements are averaged to daily values, in order to be able to
make a connection with coarsely spatial and temporal grid-
ded data from ECMWF operational analysis or AOGCMs.
As for the air quality variables (see Sect. 2.3), the first 4 years
are used to built the regression model, while the period 2005–
2006 is used to validate the model.

2.3 Air quality data

In addition to the meteorological variables, NO, NO2 and
SO2 concentrations are added as independent variables ex-
plaining the variation of O3 and PM10. The air qual-
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Fig. 2. Time series of daily (grey bars) and monthly mean (black
line) values for surface O3, NO, NO2, SO2 and PM10 measured
at Cabauw/Zegveld between the period 2001–2006 (March 2003–
2006 for PM10).

ity data was obtained from the AIRBASE database (http://
air-climate.eionet.europa.eu/databases/EuroAirnet/). Hourly
measurements of O3, NO, NO2 and SO2 are selected from
the rural stations where available, for the period 2001–2006.
Again, these locations are chosen with the expectation that,
by selecting a rural background station, non-local correla-
tions would be more clearly revealed and that the confound-
ing effect of local urban vehicular NOx emissions will be
limited (Gardner and Dorling, 2000). Taking into account
the use of meteorological variables on a daily scale, a rep-
resentative daily value is considered for each pollutant. For
SO2 and PM10 daily means are considered, while for O3 the
daily 8-hourly maximum mean and for NO and NO2 the daily
maximum value is used (European Community, 1999).

Monthly and annual cycles are clearly revealed for O3, NO
and NO2 (Fig. 2). The yearly cycles of O3 reveal the highest
peak concentrations in summer, whereas for NO and NO2,
the annual cycle is characterized by a summer minimum and
a maximum in winter. This can be understood from the mu-
tual relation between O3, NO and NO2 in which the ox-
ides of nitrogen (next to CO and volatile organic compounds
(VOC) react with the hydroxyl radical OH) as precursors in
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the nonlinear chemical process forming O3 (NRC, 1991; Sill-
man, 1999; Satsangi et al., 2004; Lasry et al., 2005). In
this respect, scientists have attempted to characterize local
regions as “NOx-limited” and “VOC-limited” with respect
to the reduction of photo-oxidant formation. The regime in a
particular region will depend principally on the concentra-
tion of NOx and the VOC/NOx ratio. Thereby, urban ar-
eas are often denoted as “VOC-limited” (lower VOC con-
centrations), whereas rural and suburban areas are denoted
as ‘NOx -limited’ (lower NOx concentrations) (Reis et al.,
2000). Here, NOx acts as a catalyst and produces O3 until
its removal as NO3 by deposition processes or its conver-
sion into other forms of nitrogen. More detailed information
on the photochemical reactions forming ozone under vary-
ing NOx and volatile organic compounds emissions can be
found in Sillman and He (2002). For SO2 and PM10, con-
centration levels are rather constant throughout the year. The
highest monthly SO2 concentrations are reached in January
and June, while the maximum daily concentration is reached
in March. Additionally, differences among the seasons can
be considered relatively small (<1 standard deviation).

In order to know whether different rural sites in the Nether-
lands have similar characteristics in terms of O3 and PM10
concentrations, the annual cycle for all selected sites is de-
picted in Fig. 3. Concerning O3 it is found that the high-
est median concentrations are observed in spring months
(MAM) for all stations, whereas peak concentrations occur
in summer (JJA). This refers to the presence of a spring and
summertime maximum often seen in midlatitudes (Delcloo
and De Backer, 2008). As it is also shown by Fig. 2, the low-
est daily medians of surface ozone concentrations are found
in November, December and January. For PM10, maximum
daily mean concentrations are found in June and December,
while in Cabauw and Woensdrecht a less distinct peak can
be observed in February and March. Furthermore, it is clear
that for both O3 and PM10, all sites are characterized by sim-
ilar annual cycles in terms of their median concentrations.
Furthermore, the Directive 1999/30/EC and following up Di-
rective 2008/50/EC of the European Parliament (EU, 1999,
2008) impose a threshold concentration of 120µg/m3 and
50µg/m3 for a maximum eight-hourly mean O3 and daily
mean PM10 concentration respectively for Europe. The num-
ber of days exceeding these thresholds for the different rural
sites range between 3–4.5% yr−1 for O3 and 6.2–8% yr−1 for
PM10. This shows that there are only minor differences in
O3 and PM10 concentrations for different rural measurement
sites in the Netherlands, as was also suggested by Flemming
et al. (2005) for other rural areas.

3 Methods

It is now widely accepted that there are two main approaches
in synoptic climatology to investigate the links between
local-scale environmental features and large-scale circula-

Fig. 3. Monthly distribution of O3 and PM10 concentrations for
Cabauw/Zegveld (as Box-Whiskers), Volkel (232), Woensdrecht
(235) and Hupsel (722). The boxes present the median, the first and
third quartiles, while the whiskers and dots present the minimum
and maximum value and possible outliers respectively.

tion patterns (Yarnal, 1993): the environment-to-circulation
approach and the circulation-to-environment approach. The
former structures the circulation data based on criteria de-
fined by the environmental variable and lacks any capability
in a predictive mode, but can be of use in a descriptive way to
get more insight in those patterns that are regulating the mag-
nitude of surface environmental variables. Conversely, the
latter classifies the circulation data based on standard pres-
sure fields (e.g. SLP or 500 hPa geopotential height), prior
to seeking links with the local-scale environment. In this
study, we adopt the latter, which has the capability to cal-
culate expected air quality conditions related to each circula-
tion pattern, and to compare this forecast with the observed
air quality values to evaluate the strength of the circulation-
to-environmental approach (Cannon et al., 2002).

3.1 Stepwise regression analysis

Our goal is to model the maximum 8-hourly mean O3 and
mean daily PM10 levels by a linear model that will form
the basis for our understanding and reconstruction of the air
quality variables based on local-scale meteorological and air
quality observations. For this purpose, we use a robust ap-
proach based on stepwise multiple linear regression models
for both the dependent variables O3 and PM10.

Prior to the regression analysis we assess the linear nature
of the relationship between the dependent and independent
datasets. In case these relations are non-linear, an appro-
priate variable transformation is applied in order to assure
linearity. Secondly, the data is checked for the existence of
multicollinearity. If the tolerance (a measure for the strength
of a linear relationship among the independent variables) be-
tween two variables is below a threshold value of 0.1 (Noru-
sis, 2002), then these variables are highly related and their
simultaneous use can be misleading and interfere with a cor-
rect interpretation of the regression results. In such a situ-
ation, the variables that suffer from multicollinearity should
be identified and some of them removed from the rest of the
analysis. Only then we apply the multiple linear regression
with a stepwise method for variable selection to reconstruct
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time series for O3 and PM10 with F probability<0.05 to en-
ter and F probability<0.10 to exit. The model was developed
with the data subset covering the whole period, from 1 Jan-
uary 2001 to 31 December 2004. Missing data was treated
following a listwise deletion (Norusis, 2002), which means
that for PM10, only the period from 20th of March 2003 until
31st of December 2004 is considered.

3.2 Circulation-to-environmental approach

As our aim is to test the circulation patterns as a future air
quality assessment tool, the circulation-to-environmental ap-
proach will be followed using the automated Lamb Weather
Types (hereafter called WTs) adapted from Jenkinson and
Collison (1977) and Jones et al. (1993) to the Low Countries.
The rationale for using this approach is that the identification
of a clear link between circulation patterns and air quality
variables could be used as a downscaling tool for air quality
assessment, using operational analysis or AOGCM data as
input.

The WTs are developed using ECMWF MSLP data and
for a given day they describe the location of the high-
and low-pressure centers that determine the direction of the
geostrophic flow. A grid with 16 points is assigned over
the larger Western and Central Europe, with a central point
over the Benelux, in 52.5◦ N and 5◦ E (Fig. 4). We com-
puted a set of simple atmospheric circulation indices us-
ing mean sea level pressure (MSLP) at 12UTC in these 16
grid points, namely the direction and vorticity of geostrophic
flow: southerly flow (SF), westerly flow (WF), total flow (F),
southerly shear vorticity (ZS), westerly shear vorticity (ZW)
and total shear vorticity (Z). A small number of empirical
rules devised previously (Jones et al., 1993; Trigo and Da-
Camara, 2000) are then used to classify each day as one of
the 27 circulation types recently developed in Demuzere et
al. (2008).

3.3 Model evaluation measures

Statistical model performances are evaluated using appropri-
ate scalar measures and skill scores (Wilks, 1995), namely:
the Pearson correlation coefficient (R), mean square error
(MSE), root mean square error (RMSE) and explained vari-
ance in% (R2). According to Murphy (1988), the skill of
any given model is a measure of the relative accuracy of a
model with respect to a standard reference model. Hence,
the skill of any model should be interpreted as the percentage
improvement over a reference or benchmark model (Wilks,
1995). The two most commonly applied reference mod-
els used in atmospheric sciences are climatology and persis-
tence. Therefore, two skill scores based on the MSE will be
used in this paper with the climatological mean (MSEclim)
and the persistence (MSEpers) as a reference:

SSc(MSE) =
MSE− MSEclim

0 − MSEclim
× 100%

Fig. 4. Location of the 5◦×10◦ MSLP grid used, with 16 point
centered over the Benelux. “C” denotes the location of the Cabauw
measurement station and the grid center.

SS
p

(MSE) =
MSE− MSEpers

0 − MSEpers
× 100%

with the “0” corresponding to the accuracy level that would
be achieved by a perfect model.

Furthermore, the Kruskal-Wallis one-way analysis of vari-
ance is used as a non-parametric method to test the difference
of O3 and PM10 population medians among the weather type
groups (Kruskal and Wallis, 1952). A 1% significance level
is used and hereafter denoted asαKW in Sect. 4.3.

4 Results and discussion

4.1 Diurnal, seasonal and annual cycles

Prior to the selection of the weather and air quality variables
for the regression analysis, their mutual relations are inves-
tigated as a function of time. Therefore, Pearson correla-
tion coefficients are calculated between each of the selected
air quality and meteorological variables for each month sep-
arately in (Figs. 5 and 6). We have used anomalies of
each variable in order to remove the annual cycle. Fur-
thermore, we have taken into account autocorrelation effects
when computing the Pearson correlation values. Hence, the
sample sizen is replaced by an effective (smaller) sample
sizeneff that returns the Pearson correlation coefficient with
its respective “adjusted” level of significance (Santer et al.,
2000). Previous works have stressed the existence of tem-
poral lags on the relations between air quality and meteoro-
logical variables (Kalkstein and Corrigan, 1986; Styer et al.,
1995; Ziomas et al., 1995; Cheng and Lam, 2000). In order
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Fig. 5. Monthly mean Pearson correlation coefficients between
daily maximum 8-hourly mean O3 and all available meteoro-
logical variable anomalies for Volkel (232), Woensdrecht (235),
Cabauw/Zegveld (620) and Hupsel (722). Correlation coefficients
significant on the 99% level are depicted by the grey shaded area.
Meteorological variables abbreviations are denoted in Sect. 2.1.

to investigate such hypothesis we have included in the analy-
sis all meteorological values registered with 6, 12, 18, 24 and
48-h lag period (not shown). Below, results obtained for O3
and PM10 are described separately.

O3 – In general, O3 correlations are not responding differ-
ently on the different time lags. Only for the 12 and 18-h time
lag, correlations coefficients between O3 and SWD changes
from positive to negative values. This is due to daily cycle
of the radiation terms at mid-latitudes, which changes from
a positive sign during daytime to a negative sign at night.
The annual cycle of the correlations coefficients for temper-
ature show a similar response as for SWD (Fig. 5), with
a strong positive correlation between O3 and Tmean/Tmax
(with R=0.89/0.91 respectively) in summer. This response
is the opposite of that found for cloud cover, with strong
negative correlations in summer. Over the whole year, O3
is significantly negatively correlated with relative humidity.
During summer (JJA), O3 concentrations are negatively cor-
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Fig. 6. As in Fig. 5, but for PM10 and the stations of Woensdrecht
(235) and Cabauw/Zegveld (620) only.

related to wind speed, with a minimum of−0.61, whereas
this signal reaches a maximum of 0.83 in winter (DJF). This
dichotomy is in good agreement to the results of Davies et
al. (1992), who found similar correlations between a wind
speed index and O3 concentrations measured in Cabauw for
the period 1978–1988 (see their Fig. 4). Another striking ef-
fect is the significant negative correlation between sea level
pressure and O3 in winter. Together with the significant pos-
itive correlations of wind speed for this season, this could
point to a transport of ozone from the lower troposphere due
to troposheric folding, as described by Davies et al. (1992)
and Delcloo and De Backer (2008).

PM10 – In general, correlations between PM10 and mete-
orological variables on different time lags weaken as a func-
tion of an increasing time lag. Only the correlation coeffi-
cients for both the radiation variables swap sign in the course
of the year, with a peak difference in summer, when so-
lar radiation is the highest at these mid-latitude locations.
The response of air temperature on PM10 varies seasonally
(Fig. 6), with the highest positive correlation coefficients dur-
ing the JJA (0.69), and negative during DJF (−0.44). This
is consistent with the results of van der Wal and Janssen
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Fig. 7. Weekly cycles for O3, NO, NO2 and SO2 and PM10 con-
centrations derived from the measurement station of Cabauw.

(2000), who found that higher PM10 concentrations in win-
ter (summer) coincide with lower (higher) temperature for
PM10 levels in the Netherlands. For relative humidity, there
is an insignificant correlation throughout the year, whereas
this correlation is systematic negative for daily precipitation,
although the correlation coefficients are only significant for
the months October, November and December. Similar to
O3, wind speed is significant negative correlated to PM10 for
large parts of the year.

Previous research introduced a weekly cycle index as an
additional variable in forecasting a) pollutant levels for the
Athens area (Ziomas et al., 1995; Grivas and Chaloulakou,
2006), b) PM10 levels in the Volos (Greece) area (Papanas-
tasiou et al., 2007) or c) PM10 values for Belgium (Hooy-
bergs et al., 2005). However, in our case a weekly cycle is
not well established for most pollutants with the exception of
NOx, that shows a decrease during weekends (Saturday and
Sunday) (Fig. 7). The fact that all measurement stations are
denominated as rural, can explain why the day-of-the-week
influence on the short-term variability is small. Flemming et
al. (2005) confirms this limited weekly variation in O3, NO,
SO2 and PM10 concentrations for German rural measurement
stations. Furthermore, a weekly cycle characterised by the
decreasing of NOx and corresponding increasing of O3 dur-
ing the weekend suggests that this is a NOx limited system
(Reis et al., 2000).

In general, this analysis between the meteorological and
air quality relationships shows only minor differences among
the four different rural measurement sites considered within
the Netherlands. These results appear to confirm those ob-
tained by previous authors showing that rural areas can be
considered as spatially homogeneous in terms of air quality
concentrations (e.g. de Arellano et al., 1993; Flemming et
al., 2005). Taking these facts into account we opt to carry
on our analysis with Cabauw data only. Nevertheless, as cor-

relation coefficients between meteorological and air quality
variables do not provide any information on the slope of the
linear relation, a simple test is performed for these meteo-
rological variables available for more than one station (not
shown). The linear relations between meteorological and air
quality variables reveal similar slopes in terms of sign and in
terms of the slope an overall deviation in magnitude lower
than 0.05. Hence, we consider the Cabauw station to be rep-
resentative for rural areas in the Netherlands, a decision that
is further supported by the fact that, unlike the others, this
station has a comprehensive set of both meteorological and
air quality variables.

Furthermore, the lag analysis also points out that the ad-
dition of time lags shorter than 1 day does not provide suf-
ficiently additional information. Therefore, only the 1 and 2
day time lags for both meteorological and air quality vari-
ables are taken into account in the subsequent regression
analysis. Finally, as mentioned before and shown in Fig. 7,
a weekly cycle in air quality measurements from Cabauw
is not well established; therefore, this variable is also dis-
missed.

4.2 Stepwise multiple regression

A large amount of research has been conducted in the last
decade to test the capacity of (linear) multiple regression
(MLR) analysis and (non-linear) neural networks for air
quality prediction purposes based on both air quality and me-
teorological input. It has been shown that model errors de-
crease by including persistency (lag effect) of the air quality
variables (Perez et al., 2000; Smith et al., 2000; Perez, 2001;
Barrero et al., 2006; Grivas and Chaloulakou, 2006). The aim
of this research is to develop an approach that is also useful
for downscaling operational low-resolution or AOGCM out-
put data in terms of air quality assessment on the longer time
scales. In this context, there is no information on the future
air quality data and emissions as a dependent predictor vari-
able. Therefore, the regression analysis is performed for two
sets of predictors, both using measurements from Cabauw
only: 1) without any air quality data, hereafter called MET,
and 2) with the 24- and 48-h time lag values of air quality
variables included as independent variables, hereafter called
METCHE.

Table 2 shows the resulting model coefficients for both O3
and PM10. All the variables introduced in the model are asso-
ciated to a coefficient that is statistically significant. For both
MLRMET and MLRMETCHE, relative humidity is the most
significant variable. This is in accordance with similar results
using MLR for the prediction of ozone in four locations in
Taiwan (Lu et al., 2006) and based on PCA for the region of
Oporto in Portugal (Sousa et al., 2007). Furthermore, Tmax
plays an important role, both on the present and previous day
in both analyses for O3. Including air quality variables as
predictors explains 15% more of the observed O3 variance,
whereby O3 and NO2 concentrations from the previous day
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Table 2. Summary of the model coefficients b, the standardized coefficientsβ and t-statistic (indicating importance of the variable in the
model) for the stepwise multiple regressions MLRMET and MLRMETCHE for O3 and PM10.

O3
MLRMET MLRMETCHE

Variable b β t Variable b β t

(Constant) −0.60 −1.51 (Constant) −0.59 −1.60
RH −0.80 −0.30 −9.59 RH −0.68 −0.26 −8.56
Tmax 1.52 0.26 6.79 O3 (lag24) 0.36 0.36 14.73
P0 (lag24) −0.32 −0.14 −5.89 Tmax (lag24) 1.39 0.23 7.38
SWD 0.06 0.16 5.072 NO2 (lag24) −0.17 −0.14 −4.62
Tmax (lag24) 0.82 0.14 4.36 SWD 0.054 0.15 4.97
FF 1.37 0.13 4.79 O3 (lag48) −0.12 −0.12 −5.14
DD (lag24) 0.19 0.066 2.60 P0 (lag24) −0.30 −0.13 −5.60
Tmin −0.65 −0.103 −2.65 Tmax 1.047 0.18 4.91
SWD (lag24) 0.021 0.058 2.20 Tmin (lag24) −0.53 −0.081 −2.60
DD 0.012 0.056 2.048 FF 1.26 0.12 4.54

FF (lag 24) −1.18 −0.11 −3.85
DD 0.022 0.076 3.29
Tmin −0.58 −0.089 −2.48
NO (lag24) −0.023 −0.072 −2.42

Calibrationa

R2 (%) 37.0 52.0
RMSE 14.25 12.75

PM10
MLRMET MLRMETCHE

Variable b β t Variable b β t

(Constant) 1.08 2.49 (Constant) 0.91 2.059
FF −1.48 −0.18 −4.54 PM10 (lag24) 0.34 0.34 9.57
Tmax 1.34 0.29 7.57 NO (lag24) 0.037 0.16 3.85
SWD −0.048 −0.19 −3.91 RH 0.44 0.23 4.84
FF (lag24) −1.29 −0.17 −4.18 Tmax 1.10 0.23 6.024
CC (lag48) −0.81 −0.12 −3.36 FF (lag24) −1.28 −0.17 −3.83
Rain −75.16 −0.15 −3.94 RH (lag24) −0.19 −0.097 −2.42
RH 0.32 0.17 3.62 Rain −65.45 −0.12 −3.23
DD (lag24) −0.24 −0.11 −3.01 SWD −0.032 −0.12 −2.71
Rain (lag24) −40.81 −0.08 −2.27 NO (lag48) 0.018 0.081 2.23

DD (lag24) −0.016 −0.075 −2.006
Calibrationb

R2 (%) 25.0 42.0
RMSE 11.05 10.12

a Calculated over the period 2001–2004
b Calculated over the period 20/03/2003 to 31/12/2004

provide additional relevant information in agreement with
results obtained in previous studies by Davis and Speck-
man (1999) and Barrero et al. (2006). Both MLRMET and
MLRMETCHE also reflect the importance of shortwave down-
ward radiation and wind speed, and for MLRMETCHE, the
concentrations of nitrogen oxides on the previous day.

For PM10, wind speed is most significant when no air qual-
ity predictors are included while Tmax is important in both
models, results that agree with those obtained by Stadtlober
et al. (2008) for Bolzano (South Tirol - Italy). The model re-

sults improve fromR2=25.0 for MLRMET to R2=42.0 when
the air quality variables are included (MLRMETCHE). Here,
the previous day PM10 concentration is shown to be an
important parameter for the prediction of PM10 levels, as
was shown in previous works (e.g. Hooyberghs et al., 2005;
Stadtlober et al., 2008). Furthermore, also previous day
NO is in important indicator for high PM10 concentrations.
This strong correlation indicates road traffic as a local source
(Harrison et al., 1997). Although Cabauw/Zegveld is classi-
fied as a background rural station, the different behavior of
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Fig. 8. Monthly mean frequencies of Lamb Weather Types
over the period 2001–2004. The acronyms of circulation pat-
terns are as follows: U=unclassified, NW=northwest, W=West,
SW=southwest, S=south, SE=southeast, E=east, NE=Northeast,
N=North, C=Cyclonic and A=Anticyclonic.

NO depending on the day of the week (Fig. 4) points to a
possible influence of road traffic on the PM10 measurements.
This tendency is confirmed by the recent results of Schaap
et al. (2008), who have found higher PM2.5 concentration in
Cabauw compared to other European rural background ar-
eas. A comparison of the quality of the two models for PM10
shows that our results are of similar magnitude of those by
Slini et al. (2006) and van der Wal and Janssen (2000), that
have obtained a correlation coefficient of respectively 29.7
and 25.0% without any further information on air quality pre-
dictors. In the following Sect. 5, a more thorough validation
of the MLR approach and a comparison with the circulation
approach will be performed.

4.3 Circulation-to-environment approach

The interannual variability of the eleven resulting Weather
Types (WTs) is depicted in Fig. 8, showing the relative fre-
quency of each WT averaged for each month over the period
2001–2004. The anticyclonic type is the most frequent cir-
culation pattern throughout the year, except for the month
of October, which is dominated by the southwest (SW) and
west (W) circulation types. Throughout the year, the relative
frequency of cyclonic situations is almost constant, reach-
ing a peak in August. The meridional circulation types north
(N) and south (S) are rather constant throughout the year, ex-
cept for a decrease of N observable from October to Decem-
ber. All WTs with a westerly component and thus originat-
ing in the Atlantic Ocean (SW [southwest], W [west], NW
[northwest]) present stable relative frequencies through most
of the year, although the NW regimes decline during winter
and early spring. This phenomenon is counteracted by an in-
crease of anticyclonic types between March and May, which
is in agreement with the well known maximum of blocking
frequencies over the Euro-Atlantic region (d’Andrea et al.,
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Fig. 9. Box – Whiskers plots with the concentrations of O3 accord-
ing to the Lamb weather type classes per season and year, averaged
over the period 2001–2004. The box and whiskers present the me-
dian, the first and third quartiles, the minimum and maximum value
and possible outliers. The circulation types are the same as in Fig. 8.

1998; Trigo et al., 2004). The remaining types with an east-
ern component (NE, E [east] and SE [southeast]) are the least
frequent of all weather types throughout the year with the rel-
ative frequencies of E being virtually zero between May and
August.

The analysis in Sect. 2.3 (Fig. 3) has shown that the an-
nual distribution of O3 and PM10 is similar over the vari-
ous rural sites in the Netherlands. Therefore, the circula-
tion type-specific O3 and PM10 concentrations are analysed
for the Cabauw measurement site only. Figures 9 and 10
depict the statistical distribution of O3 and PM10 according
to their respective WT class. Because some weather type
clusters have insufficient data, a few percentile bars/outliers
are absent from Fig. 10. For O3, an insignificant explained
variance (0.03) andαKW>1% show a limited discriminative
power over the whole year (Fig. 9). Nevertheless, the re-
sults based on seasons show some significant results. For
DJF, highest concentrations can be observed in the C (Cy-
clonic), N, W and NW WTs. Davies et al. (1992b) obtained
similar dependence for ozone with N, NW and W weather
patterns in Cabauw. It is noticed that some of the latter
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Fig. 10. As in Fig. 9, but for PM10.

are related to strong winds and tropopause folding mecha-
nisms whereby ozone can be transported from the lower tro-
posphere (Delcloo and De Backer, 2008). The lowest DJF
concentrations can be found in E, SE and S directional cir-
culation patterns. This discriminative power of the WT tech-
nique for O3 assessment is supported by an explained vari-
ance of 26.0% andαKW<1%. Lamb weather types do not
succeed in explaining a great deal of the observed variance
in MAM, which is also supported by an insignificantR2 fac-
tor (5.0%) andαKW>1%. The relation between the WTs
and concentration of O3 in JJA is opposite compared to the
DJF situation. Whereas in DJF the highest concentrations
are found in West to North directions, in JJA these can be
found in opposite East-Southeast directions. This coincides
with the highest median concentrations of NO and NO2 for
the SE circulation pattern (not shown). This increased trans-
port of NOx in summer from the densely populated Ruhr area
(located south-easterly) makes the atmosphere more abun-
dant of O3 precursors, which can lead, in combination with
positive temperature anomalies/increased solar radiation, to
higher O3 formation and concentrations. The SON patterns
are typical of a transitional period characterised by changing
conditions from JJA to DJF, namely with a shift in highest
concentrations from North to Easterly directions, and lower
concentrations from Southeast to Southerly directions. For

both JJA and SON,αKW<1%, so that the medians of the O3
and PM10 clustered per weather type group are significantly
different.

In general, the Kruskal-Wallis test shows that the Lamb
weather types are able to distinguish between high and low
episodes of PM10, with αKW<1% in all seasons and over the
whole year averaged. For DJF, the Box-Whisker plot shows
the lowest concentrations of PM10 originating from Western
to Northern circulation patterns, and the highest median con-
centrations during A and SE WTs. This is supported by the
findings of van der Wal and Janssen (2000) who has obtained
the highest PM10 levels in DJF in the Netherlands with winds
prevailing from east to southeast. The explained variance is
the highest (30.0%) when compared to the other seasons. In
MAM, the highest PM10 concentrations are grouped with the
WTs ranging from East to South directions, which could be
associated to the transport of PM10 from the high industrial
Ruhr area. As for DJF and MAM, the highest PM10 levels
can be found for the SE and S classes, and the lowest levels
for types originating from West to Northwest. Again, this
confirms the results of van der Wal and Janssen (2000) who
reported higher levels of PM10 in JJA during dry weather
condition with positive temperature anomalies, which is the
case for the SE and S Lamb weather types (not shown). In
autumn, the explained variance is the lowest (21.0%), al-
though the highest levels of PM10 can again be associated
with southeast to southern flow patterns.

In order to gain further insight into the physical conditions
behind the WT-air quality relationships, we derive the sea-
sonal composite pressure maps for each circulation pattern
that is associated with the highest median of O3 and PM10
(Figs. 11 and 12). For each season, the circulation type with
the highest median of the air quality variable is identified,
and the corresponding mean circulation pattern is depicted
for the period 2001–2004 together with the MSLP, temper-
ature and relative humidity anomalies (computed with the
normal period from 1971–2000). For O3, the winter surface
MSLP composite map shows a meridional pressure gradi-
ent, with high pressure located just west of Ireland, and a
low-pressure system positioned over North-Eastern Europe.
This implies a strong northerly circulation that is consis-
tent with previous results of a strong correlation between
high O3 levels and strong winds in winter (Davies et al.,
1992b). The anomaly maps show an enhanced positive pres-
sure anomaly south of Iceland, and a negative anomaly east
of Cabauw. These patterns also suggest strong winds and
high frequencies of troughs or even cut-off lows in the vicin-
ity of the observation station, which suggests transport of air
mass from the upper troposphere (low troposphere) to the
surface (Delcloo and De Backer, 2008). This could explain
the higher concentrations associated with these patterns, as
in non-summer months there is less opportunity for photo-
chemical production of ozone in the boundary layer (Davies
et al., 1992b).
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Fig. 11: Mean surface pressure fields (in hPa) for the circulation type in each season characterized by the 1115 

highest median O3 concentration for the period 2001-2004. Shaded colors show the pressure anomalies (left 1116 

panels), 2m temperature anomalies (middle panels) and relative humidity anomalies (right panels) from the 1117 

long-term mean (1971-2000). The full dot refers to the Cabauw measurement location. 1118 

Fig. 11. Mean surface pressure fields (in hPa) for the circulation type in each season characterized by the highest median O3 concentration
for the period 2001–2004. Shaded colors show the pressure anomalies (left panels), 2 m temperature anomalies (middle panels) and relative
humidity anomalies (right panels) from the long-term mean (1971–2000). The full dot refers to the Cabauw measurement location.

The spring MSLP maps show the Azores high pressure
system extending far towards the northeast and a low located
over Italy. This pattern results in a weak northwest-southeast
pressure gradients and resulting winds from the northeast and
a negative (positive) temperature (relative humidity) anomaly

over continental Europe. The spring MSLP anomalies indi-
cate that the pressure gradient is slightly stronger than nor-
mal, a fact that is consistent with the positive (albeit insignif-
icant) relation with wind speeds in spring.
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 1119 
Fig. 12: Same as Fig. 11, but for PM10.  1120 
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 1122 

Fig. 12. Same as Fig. 11, but for PM10.

The JJA composite MSLP maps show a strong anticy-
clonic system located north of Cabauw, resulting in a weak
meridional flow. This situation transports warm and dry air
from east and central Europe to large parts of Western Eu-
rope promoting the appearance of a positive (negative) tem-
perature (relative humidity) anomaly fields. This is consis-
tent with the strong positive (negative) relation between tem-

perature (relative humidity) that characterises high O3 levels
in summer. Pressure gradients and corresponding anomalies
are generally weak, which is also consistent with the neg-
ative relationship between high O3 levels and wind speed.
These findings confirm the results of Delcloo and De backer
(2008), who have shown that high summer ozone events
in Uccle (Belgium) – which has generally similar synoptic
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characteristics as Cabauw – are often generated by slow mov-
ing air masses, residing over the continent. Furthermore, our
results agree with those of Guicherit and Van Dop (1977),
who found a similar relation in the 1970s between high ozone
levels and the synoptic situation above the Netherlands. The
Grosswetterlagen patterns (Baur et al., 1944; Hess and Bre-
zowsky, 1952) associated with their high ozone levels events
describe a closed high over Middle Europe (HM), high over
Scandinavia (Hfa) or high over the North Sea – Iceland
(Hna), comparable to our results using Lamb weather types.

The autumn composite MSLP map exhibits a strong
northwest-southeast pressure gradient, with an enhanced
flow from the northeast. A positive pressure anomaly located
northeast of the British Isles presents the highest magnitude
when compared to those obtained in other seasons. Anoma-
lies for temperature and relative humidity are generally char-
acterised by negligible values which consistent with our ex-
plorative correlation analysis in Sect. 4.1.

For PM10, high levels occur during those occasions where
air masses are advected from the south or east. In DJF, a large
anticyclonic system covers large parts of north and Eastern
Europe, associated with a high positive pressure anomaly
centred west of the Norwegian coast. Such pattern results
in a south-eastern flow (over the highly industrialized Ruhr
area), and advection of cold continental air. This is consistent
with the negative correlation of PM10 levels with tempera-
ture and mean sea level pressure (Sect. 4.1) and the results
obtained by van der Wal and Janssens (2000), who have used
PM10 data of nineteen monitoring sites in the Netherlands
(for the period 1993–1994). In MAM, this pattern is similar,
although weaker, with a positive anticyclonic system placed
over Scandinavia, and a low pressure placed over the Bay of
Biscay, again advecting cold air from central Europe. In sum-
mer, pressure gradients are generally weaker, with a small
negative (positive) pressure anomaly located west of Ireland
(Baltic Sea) promoting the advection of warm air from the
south. A result that is consistent with the positive correlation
of PM10 levels and wind speed in JJA, confirming the results
obtained by van der Wal and Janssen (2000) who stated that
concentrations of PM10 are higher than normal during sum-
mer under conditions of high temperatures and dry weather.
Autumn is characterised by a blocking high-pressure system
over the northern sea, which results in calm, colder than nor-
mal weather over the area.

5 Validation of MLR and LWT

In the previous Sect. 4.2 and 4.3 we have derived results for
the MLR and WT approaches highlighting the resemblance
with similar research done for Benelux and in other regions.
Here we provide an objective comparison between the re-
sults obtained with the MLR and the WT air quality assess-
ment models, using the period 2001–2004 for calibration and
the remaining years 2005–2006 for validation purposes. For

MLR, the regressions obtained in Sect. 4.2 are used on the
validation dataset while for the WT methodology, O3 and
PM10 means are computed for each of the circulation pat-
terns for 2005–2006. The average value of the air quality
variable associated with each circulation pattern is used to
reconstruct the time series.

Results achieved with all the developed models, for both
the calibration and validation periods, are shown in Table 3.
In general, MLR techniques are known to underestimate
peak levels of ozone (Barrero et al., 2006). Interestingly, al-
though the MLR model is built using the calibration dataset
only, we can observe an increase in accuracy for O3 (>10%
in explained variance) when the model is applied to the val-
idation dataset for both MLRMET and MLRMETCHE. Thus,
errors between observed and modelled O3 levels from the
validation period decrease (whileR2 increases), especially
in JJA and DJF with 15% and 30% respectively. In terms of
seasonal differences, the regression model explains more of
the observed variance in DJF and JJA and less in the transi-
tion seasons. The skill score against the climatological mean
is higher than 90% for both MLRMET and MLRMETCHE,
which points out that a forecast based on climatology is eas-
ily outperformed by a linear model (or an analysis based on
circulation patterns). As expected, persistence corresponds
to a benchmark model considerably more difficult to beat,
therefore any positive values of SSp are particularly relevant.
The better quality of the MLRMETCHE model when compared
with the MLRMET can be observed in this assessment against
persistence, with an improved skill score from 36 to 50%
(validation period) and from 9.9 to 27% (validation period)
for MLRMET and MLRMETCHE respectively.

Table 3 also reveals an improvement for the WT approach
applied on the validation dataset compared to the calibra-
tion dataset. In general, the circulation patterns explain less
than 21% of the observed O3 variance, again with the high-
est scores being observed in DJF and JJA. Explained vari-
ance improves significantly (between 10 to 16%) for the WT
based on seasonal means compared to yearly averages. How-
ever, overall scores are considerably lower when compared
to those obtained with MLR while the RMSE values are
about 5µg/m3 higher compared to those from the regression
analysis. Although WT presents a good skill score against
the climatological mean, it fails to show any significant im-
provement against persistence, revealing sometimes even a
lower quality than the persistence model. These results im-
plies that, although circulation patterns are able to discrimi-
nate between high (low) concentrations for different seasons
and WTs, day-to-day variability and the complex sequence
of physic-chemical ozone formation/destruction mechanisms
play a large role that can not be fully captured by the circu-
lation pattern classification.

For PM10, the performance of the model improved signif-
icantly for MLRMET model, with aR2 increase of 25 and
35% for the calibration and the validation periods respec-
tively. However, the MLRMETCHE reveals a slight decrease in

Atmos. Chem. Phys., 9, 2695–2714, 2009 www.atmos-chem-phys.net/9/2695/2009/



M. Demuzere et al.: Impact of weather and atmospheric circulation on O3 and PM10 2709

Table 3. Validation of the multiple linear regression in 2 modes (MLR-MET and MLR-METCHE) and the Lamb weather type approach in 2
modes (LWT-year and LWT-seas) using the explained variance (R2), root mean square error (RMSE) and two skill scores (SSc and SSp) for
O3 and PM10 over the whole measurement period and the validation period 2005–2006. Insignificant values (on the 95% level) are denoted
with *.

Calibration (2001–2004) R2 (%) RMSE SSc SSp

O3 Year DJF MAM JJA SON
MLR-MET 37.2 29.2 36.0 50.4 33.6 15.1 94.6 36.3
MLR-METCHE 51.8 50.4 43.6 60.8 44.9 13.3 95.8 50.4
LWT-year 1.2 3.24 3.61 8.41 0.00* 19.0 91.4−0.95
LWT-seasonal 12.3 5.29 5.76 22.1 4.84 17.9 92.4 10.7

PM10
MLR-MET 25.0 23.0 26.0 28.1 24.0 12.1 72.8 16.9
MLR-METCHE 42.3 31.4 50.4 36.0 46.2 10.7 86.3 34.5
LWT-year 13.0 12.3 17.6 16.0 9.61 12.9 80.1 4.59
LWT-seasonal 17.6 17.6 22.1 18.5 16.8 12.6 81.1 9.63

Validation (2005–2006)
O3
MLR-MET 51.8 64.0 38.4 68.9 26.0 11.3 96.8 9.90
MLR-METCHE 62.4 65.6 51.8 77.4 28.1 10.1 97.4 28.0
LWT-year 4.0 0.09* 1.69 13.0 0.49* 15.7 93.7−73.8
LWT-seasonal 20.9 23.0 6.25 29.2 0.16∗ 14.2 94.8 −43.3

PM10
MLR-MET 34.8 21.2 51.8 44.9 32.5 6.06 78.3 1.18
MLR-METCHE 36.0 27.0 46.2 51.8 30.3 6.24 93.4−4.58
LWT-year 15.8 16.8 24.0 21.2 7.84 6.74 92.2−22.2
LWT-seasonal 23.3 22.1 27.0 24.0 20.3 6.44 92.9 −11.3

performance from 42% to 36% between these two datasets.
In general, the overall best performance (based onR2) is ob-
tained in MAM, JJA and SON, depending if the air qual-
ity variables are included as predictors or not. Results are
worse for DJF, which could be due to possible high PM10
events related to an increased surface stability (surface in-
version) that is not captured by MLR trained with surface
meteorological data. The skill score for the calibration and
validation dataset against climatology improves 15% for both
periods, between the MLRMET and MLRMETCHE. The skill
score against persistence improves similarly for the calibra-
tion dataset, although this is not the case for the validation
dataset.

The analysis for the PM10-LWT approach shows low co-
efficients forR2, although somewhat higher compared to the
R2 obtained for the O3-LWT model, with a maximum ex-
plained variance for the validation period using LWT based
on seasonal averages (R2=23.29). Identical to MLR, the ob-
served variance for PM10 is explained the most in MAM, and
JJA. The skill score against climatology is higher for both the
calibration and validation dataset compared to the MLRMET,
with overall high scores (>80%). For the calibration dataset,
the LWT approach is performing slightly better than the per-

sistence model, while for the validation dataset, results are
worse.

Concerning the WT classification method, it is fair to state
that our results partially contradict previous studies that dis-
cussed the strength of synoptic categories in relation with
air pollution concentrations (e.g. Comrie and Yarnal, 1992;
Davies et al., 1992b; Kalkstein et al., 1996; Cheng and Lam,
2000; Ainslie and Styen, 2007). This discrepancy could be
due to multiple reasons. However, we firmly believe that the
most important reason is associated with the lack of valida-
tion measures used in those studies. In fact these studies de-
scribed synoptic situations associated with characteristic lev-
els of an air quality variable without objectively quantifying
this result, an approach that can lead to misleading results.
Nevertheless other issues may also intervene, as for e.g. lev-
els of air pollutants associated with typical circulation pat-
terns are solely compared to other classification approaches
(Cannon et al., 2002). Furthermore, there are many different
classifications techniques of atmospheric circulation types
(PCA, clustering, etc) taking into account a different num-
ber of variables on various pressure levels (Huth et al., 2008)
and their use could alter our findings to a certain degree.
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In summary, our statistical analysis reveals that the single
use of a weather type approach is limited in terms of short-
term day-to-day air quality forecasts. Nevertheless, our anal-
ysis also shows that a circulation type approach brings for-
ward some interesting physical relations between large-scale
circulation patterns and associated air quality concentrations.
This supports the use of this approach with respect to future
long-term air quality projections and low temporal air quality
fluctuations, as was recently successfully tested for PM10 at
several Bavarian sites in Germany (personal communication,
C. Beck, 2008).

6 Summary and conclusion

We investigate the relationships of climatology and air qual-
ity by statistically analyzing meteorological and air qual-
ity variables calculated and observed at 4 rural sites in the
Netherlands. On the one hand, interactions between me-
teorology and O3 and PM10 on the local-scale are quanti-
fied based on a multiple linear regression analysis, a tech-
nique often used in short-term air quality forecasts. On the
other hand, the Lamb weather type circulation classification
method is applied as an alternative air quality prediction tool.
This technique is potentially useful as downscaling tool of
future climate scenarios for local air quality purposes.

By selecting these methods, we seek simplicity, linear-
ity and practical feasibility of the models in order to make
this approach appropriate for downscaling forecasted mete-
orological fields or AOGCMs scenarios for air quality pur-
poses. The multiple linear regression model guarantees sim-
plicity, and applying the regression without (MLRMET) or
with air quality variables (MLRMETCHE) as predictors, pro-
vides a comprehensive summary on the capabilities of these
2 modes. Comparing the results of this local-meteorology
based approach with results from a circulation point-of-view
based on mean sea level pressure, which takes into account
the large-scale circulation above our area of interest, provides
further insight in the controlling processes forming and re-
sulting in representative O3 and PM10 levels for rural midlat-
itude sites.

Prior to the construction of the multiple regression mod-
els, a comprehensive correlation study is conducted between
all meteorological and air quality variables for all stations.
The dataset is extended including all meteorological vari-
ables on a 6, 12, 18, 24 and 48-h time lag, in order to in-
vestigate any lagged effect on the meteorological-air quality
relations. In general, this analysis shows a limited response
of the air quality variables on the<1-day lag meteorologi-
cal variables, apart from the inverse relations with downward
solar radiation, explaining the day and night cycle. Further-
more, a clear relation is found between O3 and (maximum)
temperature in JJA, combined with a low relative humidity.
Rain amount is significant negatively correlated with PM10
in winter, which could point out atmospheric removal due to

wet deposition. Wind speed is strongly negative correlated
with PM10 over the whole year and with O3 in winter, while
this relation is positive during summer for the latter. Fur-
thermore, this analysis shows that different rural sites for a
similar mid-latitude area have similar characteristics, both in
terms of the annual cycle of O3 and PM10 as in their rela-
tion with the suite of selected meteorological variables. This
provides confidence in the spatial homogeneous character of
rural sites for a mid-latitude area in the Netherlands and justi-
fies the use of a single rural station (with abundant air quality
and meteorological measurements) for the remaining of this
analysis.

Secondly, both multiple linear regression modes reveal
promising results in forecasting especially O3 for rural sites
in the Netherlands, outperforming both climatology and per-
sistence models. The input variables are selected in the way
that they are available from operational forecast or AOGCM
output (for the MET mode) and the simple and transpar-
ent character of the model provides clear insight in the im-
portance of the specific variables that govern the evolution
of O3 and PM10. The statistical performance is good in
comparison to similar statistical studies for both the calibra-
tion and the validation period, testing the 2 modes MLRMET
and MLRMETCHE. In general, including information on the
previous-day air quality variables improves the explained
variance with 10 to 18% for ozone and PM10 respectively,
with the best results for MLRMETCHE for PM10 in the cali-
bration period (42.0%), and for ozone using MLRMETCHE in
the validation period (62.0%). Moreover, this performance is
promising when considering the skill scores against persis-
tence, with an improvement of almost 20% for some model
situations.

In order to acquire a deeper understanding of the linear
relations obtained, levels of O3 and PM10 are connected
to large-scale circulation patterns using the objective Lamb
weather type approach. Based on 12 h UTC operational anal-
ysis of MSLP extracted from ECMWF, eleven circulation
types are obtained, being associated with levels of O3 and
PM10 at the seasonal and annual scales. As shown by other
authors in previous research, some clear physical links can
be seen between the large-scale patterns and high (low) pol-
lution events. As a general rule, most relations between pres-
sure, wind speed, temperature and relative humidity and lev-
els of O3 and PM10 found in our correlation analysis (us-
ing observations from all rural sites) can be retrieved inde-
pendently using the seasonal composite circulation patterns
and their associated anomalies. For O3, the surface pres-
sure composite maps generally show an anomalous strong
high located north or west from the measurement station,
depending on the season. This results in cold and humid
(DJF and MAM) and warm and dry (JJA) air advected from
north to east wind directions, contributing to higher than nor-
mal ozone concentrations. Using the circulation patterns
for ozone in winter reveals the highest average concentra-
tion in wind direction from W to N, under high wind speed
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circumstances. This feature suggests the influence of ozone
transported from the free troposphere towards the surface,
which was also suggested by Davies et al. (1992b) and Del-
cloo and De Backer (2008). For PM10, high levels are largely
controlled by air advected from the south to east. Hereby,
pressure gradients are often low, with a positive pressure
anomaly north- to eastwards from the measurement station,
again depending on the season.

Finally, reconstructing the time series of O3 and PM10 for
the calibration and validation period objectively compares
the multiple stepwise regressions and the objective Lamb
weather type approach. Although the explained variance and
the skill score against climatology is high (>80%), the re-
sults against persistence can be rather poor, often revealing
important structural weakness of the models. In this regard,
the stepwise regression for O3 performs satisfactory for all
indices. Contrarily, although seasonal composite maps have
shown a distinct pattern for typical episodes of high aver-
age O3 and PM10 concentrations, the Lamb weather type
as an air quality forecast model performs poor for both O3
and PM10, with the skill score against persistence being, in
some situations, even worse than persistence itself. On the
one hand, this result could be due to the short time avail-
ability of the air quality data, which restrains the possibil-
ity to obtain a robust dataset with significant within-season
and type-associated differences in concentrations of O3 and
PM10. On the other hand, this result points out the limita-
tion of the circulation-based approach in terms of day-to-day
air quality forecasts. And although circulation patterns are
not able to capture the short- term fluctuations of the pollu-
tants, which is to be expected from the intrinsic nature of the
circulation, this approach can provide a clear insight in typi-
cal large-scale atmospheric structures and associated anoma-
lies in meteorological variables during high (or low) pollu-
tion events. We are confident that the multi model approach
presented here can be used in other rural settings, particu-
larly those located in mid-latitudes where several different
weather type classifications have been developed and vali-
dated. Moreover, as this tool can easily be transferred to
other geographical areas, it is a promising tool in discriminat-
ing atmospheric conditions leading to relatively low or high
concentrations of O3 and PM10 (and probably other polluters
as well). In this respect, further research could provide more
insight in the possible adaptation of the multiple regression
results on AOGCM output, the use of circulation pattern in
providing possible long-term trends of a specific air quality
variable, and on the use of a combination of a combined mul-
tiple regression and circulation-type approach. Thereby, O3
and PM10 levels could be explained using the multiple re-
gression technique for the local-scale photochemical forma-
tion and the circulation-based approach for the large-scale
transport of (secondary) pollutants from other source areas.
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