Atmos. Chem. Phys., 7, 5618624 2007 iy —* -

www.atmos-chem-phys.net/7/5611/2007/ Atmospherlc
© Author(s) 2007. This work is licensed Chem |s_try
under a Creative Commons License. and Phys|cs

Trends and variability in stratospheric mixing: 1979-2005

H. Garny?, G. E. Bodeker, and M. Dameris®

IMeteorological Institute, University of Munich, Munich, Germany
2National Institute of Water and Atmospheric Research, Lauder, New Zealand
3DLR-Institut fur Physik der Atmosgpi#re, Oberpfaffenhofen, Germany

Received: 5 April 2007 — Published in Atmos. Chem. Phys. Discuss.: 10 May 2007
Revised: 9 August 2007 — Accepted: 30 October 2007 — Published: 14 November 2007

Abstract. Changes in climate are likely to drive changes 1 Introduction
in stratospheric mixing with associated implications for
changes in transport of ozone from tropical source regionsStratospheric mixing, and in particular meridional barriers to
to higher latitudes, transport of water vapour and sourceStratospheric mixing, play a dominant role in the distribution
gas degradation products from the tropical tropopause laye®f long-lived atmospheric trace gases on isentropic surfaces
into the mid-latitude lower stratosphere, and changes in thdPlumb and Ko1992. For example, changes in total column
meridional distribution of long-lived trace gases. To di- 0zone in the Northern Hemisphere have been shown to be
agnose long-term changes in stratospheric mixing, globalinked to interannual variability in lower stratospheric plane-
monthly fields of Lyapunov exponents were calculated ontary wave breakingRandel et a].2002 Hood et al, 1999.
the 450K, 550K, and 650K isentropic surfaces by apply- A number of different diagnostics of stratospheric mix-
ing a trajectory model to wind fields from NCEP/NCAR re- ing have been developed. The morphology of mixing on
analyses over the period 1979 to 2005. Potential underlyingsentropic surfaces can be diagnosed from maps of poten-
geophysical drivers of trends and variability in these mix- tial vorticity (PV) since PV is a conservative quantity for
ing fields were investigated by applying a least squares readiabatic transport and therefore PV contours approximate
gression model, which included basis functions for a meanmaterial contours for time scales where diabatic effects can
annual cycle, seasonally dependent linear trends, the quagke neglected. The approach has been used to reveal barriers
biennial oscillation (QBO), the solar cycle, and the Efidli  to meridional mixing as steep gradients in PV fields, and to
Southern Oscillation (ENSO), to zonal mean time series offéveal the presence of filaments of high latitude air in mid-
the Lyapunov exponents. latitudes as tongues of high PWI¢Intyre and Palmerl984
Long_term positive trends in mixing are apparent over HOSkinS et a|,1985 Atechnique based on adVection Of ma-
southern middle to high latitudes at 450K through most ofterial contours has been used to diagnose fine-scale features
the year, while negative trends over southern high latitudedn mixing and shows very good agreement with observed
are apparent at 650 K from May to August. Wintertime neg- tracer distributions\Waugh 1993 Waugh et al. 1994. A
ative trends in mixing over northern mid-latitudes are appar-more recently developed quantity is the effective diffusiv-
ent at 550 K and 650 K. Over low latitudes, within°4@f the ~ ity, @ modified Lagrangian mean diagnostic, which is de-
equator, the QBO exerts a strong influence on mixing at allrived by transforming the tracer transport advection-diffusion
three analysis levels. This QBO influence is strongly mod-€quation into a diffusion-only equation by introducing coor-
ulated by the annual cycle and shows a phase shift acrosdinates based on isolines of tracer mixing rafitakamura
the subtropical mixing barrier. Solar cycle and ENSO influ- 1996 Allen and Nakamura2001, Haynes and Shuckburgh
ences on mixing are generally not significant. The diagnosed®000. Effective diffusivity is then a measure of the geo-
long-term changes in mixing should aid the interpretation of Metric complexity of tracer contours. The analysed tracer

trends in stratospheric trace gases. field can be based on observations (&lgkamura and Ma
1997 or on an artificial “test tracer” that is advected by
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is the use of finite-time Lyapunov exponents which mea-explanatory factors of the variability, such as the QBO and
sure the separation of two trajectories with time from initially solar cycle, are investigated by including indices for these
nearby starting points. The exponents are related to the lofactors as basis functions in the regression model. The cal-
cal stretching deformation of the fluid following an air par- culation of the Lyapunov exponents used to diagnose mixing
cel and have been used to identify mixing and barriers toin this study is described in Se@. The regression model
mixing in the atmospherePf{errehumbert and Yand 993 used to quantify the trends and variability in the calculated
Bowman 1993. Finite-time Lyapunov exponents are de- global monthly Lyapunov exponents is described in S&ct.
rived from the more general concept of Lyapunov exponentsExamples of hemispheric distributions and zonal means of
which are defined as limit to infinite times and are originatedthe calculated Lyapunov exponents are presented in &ect.
in chaos theory, where they are used as a measure of sensihile the results from the application of the regression model
tivity to perturbations in the initial conditions of a dynami- are presented in Se&. A discussion of these results, and the
cal system, i.e. as a measure of chaos. The transition fronsonclusions drawn, are presented in S6ct.

infinite to finite times allows the use of the concept of Lya-

punov exponents as a measure of local mixing rates. Next

to finite-time Lyapunov exponents, other methods of gener-2 Lyapunov exponents

alizing the Lyapunov exponent concept to diagnosing mixing

have been developed, for example finite-size Lyapunov expoln an n-dimensional system, the spectrum of Lyapunov ex-
nents Joseph and Legra2002 and deformation exponents Ponents is defined as:

(Koh and Plumb2000. In the study reported on here the
1 18x; (2)]

method of finite-time Lyapunov exponents is used. A= lim —In—/——  (=1.n) (1)
Using the diagnostics discussed above, stratospheric mix- sxastLo! T 10 18xi(f0)]

ing has been investigated intensively and studies reveal in-
homogeneities in mixing determined by regions of strongwhere thex; are then Lyapunov exponents with initial ori-
mixing and barriers to air exchange. Strong barriers to mix-entation: of the distance vectdéx; (fp)| between the start-
ing have been identified at the polar vortex edifelfityre ing points of two nearby trajectories. Théx;(¢)| are the
and Palmer1984 Bowman 1993. The Antarctic vortex distances between the two trajectories at tim{@owman
shows a more persistent barrier compared to its Arctic coun1993. Ther initial distance vectors are the principal axes
terpart Allen and Nakamura@001; Haynes and Shuckburgh  of a n-dimensional infinitesimal volume element, which is
2000. In the winter mid-latitudes, mixing is generally found deformed in the flow into a n-dimensional ellipsoM/gf
to be strong.Mclntyre and Palme(1984), who coined the et al, 1985. The exponents of the Lyapunov spectrum can
term “surf-zone” for this region, suggested that breaking ofthen be put in order withh1>x1,>...>2,, so that the largest
planetary-scale Rossby-waves, that can penetrate verticalliyapunov exponemnt; is associated with the direction of the
from the troposphere into the stratosphere when winds arénost rapid expansion (the axes grow with €x)), while
westerly (and therefore primarily in winter), are the causethe direction of the nth exponent is the direction of maximal
of high winter-time mixing. Breaking of planetary waves is contraction. 1 then characterizes the divergence with time
characterized by rapid and irreversible deformation of ma-of trajectories with initially nearby starting points, and there-
terial contours. The contours form tongues that becomeéore gives a measure of chaos. For any direction of the initial
longer and thinner with time, more and more fine-scaled, un-distance vector between the starting points of the trajectories,
til the material is diffused into its surrounding$ah et al, the distance will grow exponentially with a rate given by the
1998. The “surf-zone” is bounded on its equatorward edgelargest Lyapunov exponent, since growth in the direction of
by a barrier to mixing with tropical air. In the absence of the first Lyapunov exponent will quickly dominate the spec-
episodic mixing events/faugh 1993, this barrier separates trum (Rosenstein et al1993. Due to this domination of the
tropical air from air at higher latitudes and creates a “tropi- direction of the largest Lyapuonv exponent, when calculating
cal reservoir” for tracers that are transported into the stratothe whole spectrum, reorthonormalization has to be applied
sphere through the tropical tropopaudeepte and Hitch-  periodically to prevent all axes growing in the direction of
mann 1992. The summer hemisphere is generally charac-the largest Lyapunov exponent.
terized by weak mixing, since easterly winds prohibit verti-  The realization of the calculation of Lyapunov exponents
cal propagation of planetary waves. Changes in this spatialor finite times leads to the finite-time Lyapunov exponent
pattern of mixing have been studied previously. For exam-(FTLE) (Pierrehumbert and Yand.993. The FTLE gives
ple, Shuckburgh et al(200]) investigated the influence of a measure of local deformation rates, while the calculation
the quasi-biennial oscillation (QBO) on inter-annual changesof infinite time limit Lyapunov exponents would result in
in tropical mixing over a period of six years. a uniform distribution in a system that is well mixed for
The goal of this paper is to quantify long-term (1979— long times Joseph and Legrag002. In the study pre-
2005) trends and variability in stratospheric mixing by ap- sented here, FTLEs were calculated on isentropic surfaces
plying a regression model to diagnostics of mixing. Potentialreducing the problem to a 2-dimensional system. Since the
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flow on isentropic surfaces is to a good approximation in-
compressible, the conservation of the area spanned by the
two distance vectors (initially a circle, deformed to an el-
lipse) is accounted for and therefore no additional informa-
tion is given by the second FTLEP{errehumbert and Yang
1993. The condition of small distances between the trajecto-
ries (8x; (tp)|— 0) is maintained by periodically renormaliz-
ing the distancédx; (¢)| which is practically done by period-
ically resetting the distance between the trajectodes(t)|

to |8x; (tp)| (Wolf et al, 1985. The FTLE with renormaliza-
tion after a period’ is then given by:

1 Sx(kT)
A= — In
nT ~ 8x(0)

wheresx (kT) is the distance after time intervals of length
T, n the total number of intervals antk (0) the initial dis-
tance atp=0. Figurel shows two example 12 day trajecto-
ries on the 450K level, commencing on 1 August 2000, andrig. 1. Trajectories (red and green solid line) for a 12 day period
where renormalization is applied after 6 days. Distances laon the 450K level, commencing on 1 August 2000, and with renor-
belled A and B denotéx (kT) (for k=1,2). malization after 6 days (A and B). The distances A and B, shown as
For the purposes of this study, two dimensional (lati- dashed lines, are used to calculate Lyapunov exponents. To show
tude and longitude) Lagrangian forward trajectories weremore clearly the evolving spatial separation of the trajectories, the
computed on isentropic surfaces using a standard 4th ondistance between the starting points has been set at 100 km com-
der Runge-Kutta integration schemBréss et aJ. 1989 pared to the 1km value used in the calculations presented in this
applied at 1h integration intervals to 6 hourly 2&.5 Paper.
NCEP/NCAR wind fields on the 450, 550 and 650K isen-
tropes. The zonal and meridional wind components were in-
terpolated to the location of the advected air parcels usingand mixing. While effective diffusivity broadly matches the
bilinear spatial interpolation and linear interpolation in time. spatial structure obtained with FTLE (which measures only
Trajectories within 20 of the poles were transformed to a mixing), disagreements in the detailed structure eghtick-
Cartesian coordinate system to avoid the singularity at theburgh and Hayne2003. Shuckburgh and Hayng2003
pole which occurs when prescribing winds using zonal andalso stated that in cases where the air parcel is advected out
meridional components. of the region of interest within the time period used for the
McKenna et al (2002, who used the FTLE as a tool to calculation of the FTLE, the resulting FTLE disagree with
model mixing in a chemical lagrangian model, show that effective diffusivity fields since the FTLE no longer describe
FTLEs are directly related to shear and strain rates of themixing in this specific region as effective diffusivity does,
flow. The relation between Lyapunov exponents and mix-but the amount of mixing that an air parcel originating in this
ing, that can be parameterised as diffusivity, can be estabregion will experience over the cause of the time period.
lished in the following way (as shown kylcKenna et al. In this study, Lyapunov exponents, with units of day

2002: since in the ‘?a'CL,”a“O” of FTLE only d|fferent|all were calculated from 30day trajectories with a renormal-
and r;_ot n:ceartw advection |stact(_:ount_ed f?jr_,ﬁthe_ Corre|5pond|ngzation period of 10days. Over this period, diabatic ascent
T i e et oo e e 210 descrt et wer assumed 0 b neslran

) 1993. The choice of the renormalization period is not crit-
sion term), with a solution of the form etp;;5;) where  jcal (Wolf et al, 1985, and calculations of the Lyapunov
D is the diffusivity. By assuming that the distanée(T)  exponents for varying” were found to give similar results.
represents the halfwidth of the tracer distribution after timeThe initial distancéx (0) was chosen to be 1 km, resulting in
stepT, the diffusivity can be approximated té}'%)z. By a separation of approximately 400 km after 30 days (taking
replacingsx(7) with 8x(0) expAT the diffusivity can then 1=0.2day !, as suggested by the results in Sdt.which
be related to the FTLE§=constxexp(1)), and a link be- is a sufficiently small scale compared to the scale of interest
tween the physical process of mixing and Lyapunov expo-(e.g. the polar vortex). The trajectory length of 30 days pro-
nents is established (even though this connection is rathevides Lyapunov exponents for each month. However, these
conceptual). Effective diffusivity, a different measure to the are not monthly means but rather should be interpreted as
diffusivity described above, has been usedHsynes and the degree to which an air parcel is deformed, and therefore
Shuckburgh(2000 to diagnose both stratospheric transport mixed with surrounding air, over the course of the month.
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The location identified with a particular Lyapunov exponent structure in the coefficients without over-fitting the regres-

is the origin of the calculated trajectories. The resultantsion model. The coefficients were calculated by minimizing

monthly Lyapunov exponents are presented in Skect. the sum of the squared residuals for each latitude separately.
To investigate the effects of uncertainties in the Uncertainties in the regression coefficients were calculated

NCEP/NCAR reanalyses wind fields on the calculated Lya-using:

punov exponents, the calculations were repeated for one 2 X Tua—1

year (1984) with wind fields perturbed as follows: Gaus- Oa = N_—M[(X X) ek )

sian distributed errors were added to the winds at each gri‘i’/vherexz is the sum of the squared residualsis the length
point, choosing a standgrd deviation for the u component of ¢ e time seriesM is the number of coefficients, andis
25ms* and for the v wind component of 1.5 mSbased  ha matrix of basis functionwén Storch and Zwier2002).

on th_e uncertgmnes repprted Kelnay et al.(1999. The  this method of calculating the uncertainties in the regres-
resulting relative errors in the Lyapunov exponents are aps;jon coefficients assumes that the residuals are white noise
proximately normally distributed with a mean value near; o normally distributed with zero mean and statistically in-
zero (-0.0283) and a standard deviation-®0.12. These yonendent in time. If this assumption is violated, the uncer-
results indicate a sufficient robustness against errors in the,:\ties on the model coefficients will be significantly under-
wind fields. The time-latitude pattern of zonal mean Lya- ggtimated Tiao et al, 1990. In these circumstances a more
punov exponents of the runs with and without errors are wellyeo rate estimate of the uncertainties in the parameters must
correlated (with a correlation coefficient ©0.72). be calculated by correcting the residual term for its autocor-
relation. The method described in Appendix ATééo et al.
(1990 is applied here. The first step is to run the regres-
sion model and obtain the coefficients to as. These co-

To quantify the underlying geophysical drivers of trends efficients, together with the basis functions, are then used to
and variability in the calculated Lyapunov exponents, zonalconstruct the modelled Lyapunov exponents which are then

means were calculated and analysed using a least squares raiPtracted from the observed values to derive the residuals.
gression model of the form A first order autocorrelation coefficient)is derived by re-

gressing the residuals at time stepgainst the residuals at
Am(, 1) =a1(¢p, 1)+ timer — 1. This coefficient is then used to transform the time
ax(é. 1) - Linear(r)+ series\(¢, t), and the basis functions, as follows:

2

3 The regression model

az(¢, 1) - QBO(r + At)+ (2) x(t) > x(t)—o-x(t -1
as(¢, 1) - Solant)+ The regression model is now rerun with the transformed vari-
as(¢, 1) - ENSQ(r) ables. The corrected variance in the coefficients is obtained

as described above (see Ej.with the transformed model.
whereg is the latitudey is the time in monthst&1 for Jan-  The uncertainty estimates when taking autocorrelation into
uary 1979), and., (¢, t) is the modelled Lyapunov expo- account were almost twice as high as when neglecting it,
nent. The regression model residualgf, ¢)) are the differ-  which shows the necessity for doing so in this case. The
ences between the modelled and calculated Lyapunov expdetal variance for coefficient; is obtained by
nents. In addition to an offset and mean annual cycle, a linear N
term, the QBO, the solar cycle, and Elfigi southern oscil- o2(a;) =0%(ajo) + Z[Uz(aiks) sirf(2k(t — 0.5)/12)]+
lation (ENSO) have been included as basis functions. Their =
coefficientsa; were expanded to account for seasonal vari- I Uz(aikc) coL2mk(r — 0.5)/12)]

ability as follows:
In the following, coefficients are considered as significant

N ] whena; >20 (a;), which corresponds to a significance level
ai(@. 1) = aio(@) + ) _lais(9) Sin2rk(t — 0.5)/12)+ of about 95% (the ratia; /o (a;) is student-t distributed and
k=1 converges to the normal distribution fof—A>30). This
+aikc(¢) cO2k(t — 0.5)/12)] means that with a certainty of 95% the null hypothesis0

(3)  can be rejected if; /o (a;)>2.
The portion of variability in Lyapunov exponents that is

N is set to 4 for the constant term, and for all other basis  eypained by the fitted model can be estimated by the coeffi-
functions it is set to 2, so that the total number of coefficientsgijent of multiple determinatio®? (von Storch and Zwiers

is 29. SettingV to 4 for the constant term allows for accu- 2002, which is given by

rate representation of the annual cycle which is simply the v R

Fourier expansion of the constant term, while restrict\ig R2(¢) = Y i1 (@, 0) — A(9)) 5)
to 2 for the other terms allows for annual and semi-annual X2+ Zf\’:l(km(¢’ i) — A(¢))?
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wherei(¢) is the mean observed Lyapunov exponent at Iati-,:ig' 3. Zonally averaged Lyapunov exponents for 650K (top),
tude¢. 550 K (middle) and 450 K (bottom) for years 1979-2005. Note the
The basis functions used for this regression model are indifferent colour scales.

dicators of processes that are believed to play a role in the
variability in mixing. The first term on the right hand side
of Eq. (2) simply represents the mean annual cycle and off-ceivable and has been incorporated in the regression model
set. By choosingv=4 in Eq. @) periodicities of 12, 6, 4 and as 10.7 cm solar fluxes measured at Ottawa.
3 months are allowed. The second term represents a linear ENSO is represented by the southern oscillation index
trend in mixing, and withV=2, allows for trends to be dif- (SOIl), the difference in monthly mean sea level pressure be-
ferent during different months of the year with annual and tween Tahiti and Darwin.
semi-annual structure. All basis functions were normalized to the rangel; 1]

The QBO dominates equatorial dynamics and is highlyby linear transformation.
likely to influence mixing Shuckburgh et al. 2001).
Monthly mean equatorial zonal mean winds at 50 hPa from
the NCEP/NCAR reanalyses were used as the QBO basid Results from Lyapunov exponent calculations
function, where a time lag\r was allowed. The optimal
value for At was identified by taking the best fit (minimal Lyapunov exponents were calculated on a latitude-longitude
sum of squared residuals) of runs with varying from—12 grid of 180x180 points to provide global coverage &t 1
to +12 months. latitude and 2 longitude resolution. Examples of hemi-

The 11-year solar cycle shows significant correlations withspheric distributions of the calculated Lyapunov exponents
dynamical quantities such as geopotential height and temare shown in Fig2.
perature in the lower stratosphera Loon and Labitzke Because the Lyapunov exponents shown in Eigtegrate
2000. A solar cycle influence on mixing is therefore con- the effects of mixing over a one month period, features with
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Fig. 4. Lyapunov exponents averaged ovef 6o 90 S at 650K Fig. 5. Lyapunov exponents averaged ovef 60to 90° N at 450 K
for 2002 (dashed line). The 10-year mean 1996 to 2005 (excluding©r the northern winters 1995/96 (dashed line) and 1996/97 (solid
2002) is shown as a solid line together with the range of values ovefine).
this time period (grey shaded region).
The Antarctic polar vortex is clearly visible as a winter-
time region of low mixing poleward of60° S at the 450K
a shorter time-scale, such as tongues of PV in mid-latitudedevel. At 550K and 650K the Antarctic polar barrier shows
apparent in the instantaneous PV fields at the start date of thiew mixing close to the vortex edge with higher mixing both
trajectories, would not be reflected in the Lyapunov exponengoleward and equatorward of the edge, with considerable in-
distributions. However, where features in the PV field persistterannual variability. The disturbed Antarctic vortex of 2002
over time scales on the order of 1 month, the extent of mixing(Newman and Nash2005 appears as a patch of reduced
associated with those features is reflected in the Lyapunoweak mixing during the 2002 winter at 450 K. At 550K and
exponent distributions. 650K mixing in late autumn and winter is stronger than
In 1996/1997 the Arctic vortex was weak early in the sea-usual, and shows an anomalously early transition to even
son and grew rapidly in strength from early 1997 onwardsstronger mixing (as shown for 650 K in Fid).
(see further discussion below). In contrast, in 1988/1989 the In the Northern Hemisphere the polar vortex is ap-
vortex was strong early in the winter season but was signifiparent only in some years, e.g. 1989/1990, 1996/1997
cantly disturbed by a sudden stratospheric warming in Februand 1999/2000 while in other years, e.g. 1984/1985 and
ary 1989. While steep gradients are still visible in the PV 1998/1999, the winter-time mixing extends all the way to the
field at the start of February, the Lyapunov exponents showpole. In the Arctic winter of 1996/1997 the vortex did not
strong mixing of air from the interior of the vortex to mid- form until late December after which it was strong and cen-
latitudes. In 1989, the Antarctic vortex was strong and welltred on the pole until a late breakdown in Api€dy et al,
formed by August. In 2002 the early August vortex was very 1997). This behaviour is apparent at 450K in Figwhere
elongated and the Lyapunov exponents suggest that there wassharp transition from strong mixing in December to weak
mixing across the vortex edge (the region of steep gradientsnixing in January in the Arctic can be seen. This transi-
in PV). tion is also apparent, but less clearly, at 550K and 650K
For the analyses presented below, the Lyapunov exponeni#ot shown). The opposing seasonal patterns of change in
were zonally averaged, based on their starting coordinateghe Arctic winters of 1995/1996 (weak to strong mixing) and
and are shown in Figd for 1979 to 2005. Note the different 1996/1997 (strong to weak mixing) are reflected in minimum
colour scaling in the three panels, resulting from increasingArctic temperatures on the 475K surface and in the strength
variability in mixing with height. A clear annual cycle can the jet (Figs. 1 and 2 dCoy et al, 1997).
be seen at all levels, and in the mid-latitudes mixing is gen- In the tropics, the annual cycle is still apparent but super-
erally high in winter and low in summer. Over southern mid- imposed by interannual differences, especially at upper lev-
latitudes at 450 K, the annual cycle is very weak. At 550K els. At 450K the “tropical reservoirrepte and Hitchmann
and 650K, the region of high mixing in winter mid-latitudes, 1992, a region of low mixing within~15° of the equator, is
the stratospheric “surf zone”, is equally strong in both hemi-apparent each year with varying strength while at the upper
spheres but extends over a greater range of latitudes in thievels, regions of high and low mixing show a more complex
Northern Hemisphere. At these two levels, mixing is weakerstructure. At the two upper levels, some two-year periodicity
in summer in the Northern Hemisphere than in the Southerrcan be seen in the tropical mixing, indicating influence of the
Hemisphere. QBO.
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show regression model fits for 450 K, middle panels for 550 K and right panels for 650 K.

5 Regression model analysis for. At 550K in the Southern Hemisphere, and at 450K in
both hemispheres, the annual cycle is very weak and the re-
5.1 Regression model fits gression model has difficulty tracking the observatioR$ (

values of 0.29, 0.48 and 0.36). At the equator, the model fits

The regression model described in S@atias applied to the  the variability in the observed Lyapunov exponent time series
zonal mean monthly Lyapunov exponent time series at eackyery well (2 values close to 0.71).

degree of latitude from 1979 to 2005. Examples of regression

model fits at 5 selected latitudes and all three analysis levels.2 Lyapunov exponent climatology

are shown in Fig6. At latitudes of 50 north and south the

variability is dominated by the annual cycle and the model The ¢; coefficients in Eq. %) have been expanded at daily
captures the variability well (coefficients of multiple determi- resolution (see EB) at each latitude and coefficients 1 to 3
nation R? as given by Eq5 are 0.93, 0.88, 0.93 and 0.92) at are plotted in Figs7, 8 and9 for the three isentropic levels.
the two upper levels. At 450 K in the mid-latitudes the annual The first coefficientd1, uppermost panel) represents the cli-
cycle is less pronounced, and less variability is explained bymatology in Lyapunov exponents for years 1979-2005 and
the model R? values of 0.69 and 0.51). In the polar regions was significant 4; >20,,, see Sect3) for all latitudes and
(80° N/S), at all three levels, the year-to-year variability is times.

much higher and the regression model has difficulty tracking The climatology for 450 K shows high winter-time values
the observations. At 550K in the Northern Hemisphere, andof Lyapunov exponents in the mid-latitudes of both hemi-
at 650 K in both hemispheres, the observed Lyapunov expospheres. In the mid-latitudes of the Southern Hemisphere
nents show a strong annual cycle and the regression modéhe annual cycle in mixing is small and values remain high
captures much of the variance — note however, that the larggear round with a maximum in spring (September to Novem-
Arctic winter-time mixing in 1985, 1989, and 2001 is not ber) at around 60S in approximate agreement witkllen
fully captured by the regression model, suggesting that therand Nakamurg2001) andHaynes and Shuckburg2000.

are additional sources of variability not currently accountedThroughout the Northern Hemisphere, however, we find
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Fig. 7. Regression model coefficients at 450 K as given by equationFig. 8. As in Fig. 7 but for 550 K.
3 but evaluated daily. The uppermost panel shows the climatology
of mixing (a1), with values indicated by the contour labels. The

coefficientas is significant §1>20,,, see text) for all latitudes and . .
times. The dash-dotted line denotes the solar declination. For thdil the vortex breaks up in spring (October-December). The

two lower panels, showing the coefficients of the linear tegg) ( Maximum in mixing is located at the vortex edge in Oc-
and the QBO termdg), the colour bar at the bottom shows the tober/November, which coincides with erosion of the polar
scaling. Parameters are significant within the black contours. vortex by breaking planetary waves. In the Arctic mixing is

lowest in summer, and the Arctic vortex is hardly apparentin

weaker mixing in summer than in winter which disagrees zonally averaged Lyapunov exponents.
with Allen and Nakamurg2001) and Haynes and Shuck- The climatologies at 550K and 650 K show many simi-
burgh (2000 who found strong mixing at 450K in northern larities. The high mixing in the surf-zone in winter and low
summer. mixing in summer mid-latitudes appear at both levels, with a
The tropics are characterized by a broad band of low val-stronger annual cycle at 650 K. Also at both levels the sum-
ues from May to November, which is shifted slightly toward mer minimum extends to the pole in the northern but not in
the Northern Hemisphere. From December to April there is athe Southern Hemisphere. The tropical climatology at these
narrow band of low mixing at about 1%. This shift toward  two upper levels shows a seasonally consistent spatial pattern
the summer pole is also apparent in the 18 month time seriewhereby regions of generally low mixing follow a path that is
of Haynes and ShuckburgR000, even though they find a close to, but not perfectly coincident with, the solar declina-
broad band of low mixing year round. tion (dash-dot line in Fig8). However, the mixing is not uni-
The Antarctic vortex appears as a region of very low Lya- form in time along this path and 5 periods of low mixing are
punov exponents with steep gradients acro8s60/ixing is interspersed with periods of higher mixing. In the summer
low within the vortex, in agreement witHaynes and Shuck- hemisphere, a region of higher mixing occurs equatorward of
burgh (2000 and Bowman(1993. This strong barrier de- the regions of low mixing, but appears confined to the trop-
velops in late autumn (April-June) and remains strong un-ics and separated from the main winter-time region of high
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to 2005. The solid line is the linear fit to the data points.

Latitude

nant pattern is a positive trend in mixing in middle and high
southern latitudes with highest values in summer. The max-
imum total change in mixing of 0.03 day over the whole

Jan‘Feb‘Mar‘Apr‘May‘Jun‘ Jul ‘Aug‘Sep‘Oct‘Nov‘Dec‘ period of 27 years is found at65° S from mid-September
‘ ‘ ‘ to mid-November, suggesting that mixing across the vortex
T : : . edge on the 450 K surface has increased over this period. Be-
-0.04 -0.02 0 0.02 0.04 S .
Coefficients a, and a, tween 40 S and 60 S there are also indications of increases
in mixing from January to July. In a confined latitude band
Fig. 9. As in Fig. 7 but for 650 K. close to the equator, positive trends in mixing are seen from
May to August.

At 650K both positive and negative trends in mixing are
mixing in the mid-latitudes. The pattern at 650K is similar apparent, and the main features occur also at 550K in ad-
to the pattern at 550 K but with longer lasting maxima anddition to some barely significant trends with little latitudi-
suppressed minima. Due to the large influence of the QBOnal extent. In the northern surf zone, a total winter-time
in the tropics (see Sed.4), these tropical mixing patterns change of-0.03 day ! occurs at 650 K over the 1979-2005
are unlikely to be directly comparable to other studies whichperiod. At 650K (and less so at 550 K), increases in mix-
consider only a few years of data and show time series ratheing over northern mid-latitudes occur in late spring and early
than climatologies (e.ddaynes and Shuckburgh000. summer. In contrast spring-time decreases in southern mid-

In contrast to 450 K, there are high values of Lyapunov ex-latitudes are seen. Over southern high latitudes, mixing in-
ponents within the fully developed Antarctic vortex in mid- creases in spring/summer and decreases in winter within the
winter. The polar barrier is visible as a band of lower valuesvortex. The decreases in winter-time Antarctic mixing are
south of 60 S. The barrier appears stronger at 550 K than atmore apparent at 650 K than at 550 K with a total long-term
650K and low mixing extends all the way to the pole just change of—0.05day ™. In contrast to 450K, this implies a
before the final warming mixes air from within the vortex strengthening of the polar barrier but at an earlier time in the
into mid-latitudes in early summer. This behaviour is againyear (July). Over southern high latitudes, increases in mixing
in good agreement witHlaynes and ShuckburgdB000. As are seen at around the time when the vortex breaks up, more
at 450K, the Arctic vortex is seen only weakly. so at 550K than at 650 K.

5.3 Trends in mixing 5.4 QBO influence on mixing
Theay coefficients from Eq.Z) have been used to describe The QBO is found to account for most of the non-seasonal

global, seasonally dependent, long-term (1979—-2005) trendsariability in Lyapunov exponents in the tropics, as the third
in mixing at 450K, 550K and 650K. At 450K, the domi- panel in Figs.7 to 9 show. The response of mixing to the
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— o1 Over the Arctic, at all three levels (but less so at 650 K),
801 :: :::: ¥ . _ J mixing is negatively correlated with the QBO in winter and
40 : A positively correlated with the QBO in spring. This implies a
_ ; strengthened Arctic vortex in QBO west phases and a weaker
012 — vortex with enhanced mixing in middle to high latitudes in
— ' T 0 QBO east phases. These results are consistenttalion
_a01 = © T o and Tan(1980 who showed incr_eased wave activity in win-
S _———— ter (November—December) during easterly QBO phases and
-80 0, o 5 in late winter/spring (January—March) during westerly QBO
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec phages. . . .
This QBO influence on the Antarctic polar vortex is less
obvious though the signal at 650 K extends far into the South-
ern Hemisphere.

equ. Latitude
o

Fig. 11. Climatology of Lyapunov exponents (i.e. regression model
coefficienta,) averaged over equivalent latitudes at 550 K.

5.5 Solar cycle and ENSO influence on mixing

QBO shows a strong seasonal dependence. Since the QBO
basis function is scaled to-[L,1], the parametess added  Both solar cycle and El Nio Southern Oscillation (ENSO)
to the climatologya; corresponds to west-phase conditions signals are seldom statistically significant in the Lyapunov
(i.e. the QBO panels in the figures show the west phase QBOexponents at all levels (not shown). The only significant sig-
induced mixing anomaly and with colour scales reversednal that lasts for a few months over a broad range of lati-
would show the east phase mixing anomaly). Recall that theudes is a negative correlation of the ENSO with Lyapunov
regression model allows for a phase shift in the QBO ba-exponents in spring/early summer in northern mid-latitudes
sis function (see EcR). The optimal phase shift, across all at550 K and 650 K. This is shown for 650 K in Fit), where
latitudes, was found to be2 months at 450K, +2 months at | yapunov exponents, with the offset, the trend, the QBO and
550K and +6 months at 650 K as expected from the descendhe solar cycle signal removed, and averaged over April—
ing nature of the QBO. June and over 30to 60° N are plotted against the ENSO

In the lower stratosphere, QBO west phases cause mixingndex (i.e. the SOI). The correlation between the plotted Lya-
to be enhanced around the equator, with the maximum on theunov exponents and SOI is0.51, and the correlation is
summer side of the equator, from June to October, accompagignificant at the 99.5% level. The variability in the aver-
nied by a decrease in mixing in southern subtropics. Duringaged Lyapunov exponent residuals is only partly captured
the rest of the year, mixing is inhibited betweenSsand up by ENSO/SOI (ther? value, see Eg5, of the linear fit is
to 3C° N. A narrow positive effect is found at 15 whereas  0.26). However, the ENSO signal in other atmospheric quan-
mixing is lower in the west phase in the southern subtropicsities (temperature, ozone) shows strong longitudinal struc-
year round. At upper levels, the pattern is more seasonallyure (Randel and Cohkl994, with the result that the zonal
symmetric: in general QBO parameters at 550 K and 650 Kmean analyses presented here may obscure some features.
show positive values on the summer side of the equator an@Randel and Cobl§1994 showed a wave-1 pattern in win-
negative values on the winter side, though in some cases thr high latitudes, which coincides with the strongest signal
winter negative values persist into summer in the sub-tropicsfound in mixing.

Shuckburgh et al(200]) investigated the influence of
the QBO on isentropic mixing at 624K (they argued that 5.6 Zonal averages over equivalent latitudes
the influence is strongest at this level) for 6 years. They
found inhibited mixing in east phases throughout the trop-In addition to the zonal averages over geographical latitude,
ics and a narrow band of weak mixing at the equator withLyapunov exponents were averaged over latitudes related
regions of enhanced mixing surrounding it during westerlyto potential vorticity (PV) contours i.e. equivalent latitude
phases. Their calculations were based on equivalent length@utchart and Remsberd986. The equivalent latitude of
estimated from tracer contours, which were simulated froma location with potential vorticity P)c is the geographic
ECMWF analysed winds. Our results agree, with a broadlatitude enclosing the same area as the area over which PV
region of inhibited mixing close to the equator in easterly exceeds or equals RY. The equivalent latitude transfor-
phases, but with a seasonal shift of the pattern into the summation places the pole at the centre of the vortex and, when
mer hemisphere. Both analyses show a strong maximum igalculating zonal means, preserves steep meridional gradi-
mixing on the summer side of the equator in westerly QBOents in atmospheric constituents that are correlated with PV.
phases. In contrast t8huckburgh et al(2001), our anal-  Equivalent latitudes were calculated based on NCEP/NCAR
yses show weaker winter-time mixing in the surf zone thatreanalysis PV fields.
does not extend as close to the equator during westerly QBO The regression model (EB) was applied to the equivalent
phases. latitude averaged Lyapunov exponents, and the variability
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July. The black line shows the average over the years 1979 to 2005,
Fig. 12. Latitude-potential temperature cross-sections of Lyapunovwhile the red line shows the average over years when the QBO (as
exponents (in colour) and of monthly mean zonal mean zonal windsdefined by the 50 hPa equatorial zonal winds) was westerly in winter
(as contours) for July 1997 (top), representing a month of westerly(1980, 1985, 1990, 1997, 1999) and the blue line when the QBO
QBO phase at 50 hPa, and July 1984 (bottom), representing a montwas easterly (1979, 1984, 1989, 1994, 1996, 1998).
of easterly QBO phase at 50 hPa.

explained by the model was similar to that for true latitude. burgh 2000 Nakamura199§. Averaging over equwal.ent .
latitudes shows more clearly the polar barriers, especially in

The climatologies (coefficient1) reveal generally steeper ) T
gradients of Lyapunov exponents at the vortex edges, bo'dt1he Northern Hemisphere where the vortex is highly asym

in the Antarctic and the Arctic. The differences are most ap-metriC a nd .cgnventional zonal averaging blurs the steep gra-
parent at 550 K, and the climatology at this level is shown indlents N Mixing.
Fig. 11. The Arctic vortex, which is hardly visible in true lat- ~ This study, one of the first to present multi-decadal time
itude coordinates, can be clearly identified as low values inseries of stratospheric mixing, shows long-term secular
autumn/early winter, extending through the winter with Steeptrends in mixing, interannual variability on time scales coin-
gradients at around 80 equivalent latitude. In Antarctica, cident with main sources of atmospheric variability e.g. the
high values at the vortex edge are concentrated in a narro®BO. as well as unexplained variability (“noise”) whose
band, and with rapid decreases in mixing just equatorward offagnitude varies with latitude and altitude. Especially in
the vortex edge as the vortex breaks up. The Arctic vortex ighe tropics and subtropics, mixing is strongly modulated by
apparent also at 450 K and 650K in equivalent latitudes (nothe QBO, with a strong seasonal dependence. To show the
shown). The Antarctic vortex and its barrier to mixing is far QBO modulation of mixing more clearly, latitude-potential
more clearly visible in equivalent latitude coordinates thant€mperature cross-sections in July for two indicative years
its Arctic counterpart. The regression model coefficients ~ With opposite QBO phases are shown in Higtogether with
to as show only small differences when averaged over equiv-monthly mean zonal mean zonal winds.
alent latitude rather than true latitude. For July 1997, when the equatorial zonal winds were west-
erly, the region of enhanced mixing in the summer trop-
ics/subtropics coincides with the zero wind line. This agrees
6 Discussion and conclusions with Shuckburgh et al(2001) and suggests that in QBO
west phases, planetary waves can penetrate from the win-
The analyses presented above show that Lyapunov expder hemisphere into the tropics and break on the summer
nents appear to be a useful diagnostic of stratospheric mixside of the equator (where winds turn easterly), which is ex-
ing: they show regions of strong mixing that coincide with pected to increase mixing there. In July 1984, when zonal
the expected regions of the mid-latitude surf zone, barriersvinds were easterly throughout the tropics and the zero wind
to mixing in the sub-tropics and at the polar vortex edge adine lies at around 20S, planetary waves are expected to
shown by steep gradients in PV (see Eig.and the seasonal break on the winter side of the tropics, which explains the
climatology in mixing revealed by the Lyapunov exponents higher mixing in the winter subtropics. The consistency of
agrees well with previous studies (eldaynes and Shuck- this behaviour with variability in wave activity is shown in
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phases, suggesting a strengthened Arctic vortex in west QBO
conditions. As mentioned earlier, this behaviour is con-
las sistent withHolton and Tan(1980 and follow-up studies
(Dunkerton and Baldwin1991, Dameris and Ebel1990.

The mechanism suggestedidglton and Tar{1980 is a nar-
rowed wave guide for planetary waves in QBO east phases,
causing the wave activity to increase in middle to high lati-
tudes. Increased wave activity and the narrowed wave guide
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increases the Eliassen-Palm (EP) fliRafdel et al.198%)
01l | towards high latitudes, strengthening the wave-driven mean
' 125 meridional circulation and causing increased subsidence at
high latitudes so that the overall effect is to weaken the vor-
002 060 1985 1990 1995 2000 2085 tex in east phases. Our results show increased mixing for
year east phases from the equator to abouti8@nd for latitudes

. . _higher than 55N in mid-winter. From the Holton-Tan mech-
Fig. 14. Residuals of 450K Lyapunov exponents after subtracting anism, increased wave activity is expected at mid-latitudes,

allterms except the linear trendy), averaged over 600 80° Sfor o4 gince mixing occurs where waves break, the regions of
August of each year (solid line with crosses plotted against the left

y-axis) and zonal mean zonal winds at 450 K anél 8@or October increased mixing .over high latitudes supports the concept
(solid line with dots plotted against the right y-axis). of enhanced erosion of the polar vortex by planetary wave

breaking. Ruzmaikin et al(2005 calculated differences in
EP fluxes carried by wave 1 and wave 2 for west and east

Fig. 13 where 50 hPa July monthly mean zonal mean eddyphases of the QBO. frqr_n NCEP./NCAR reanalyses data_ at
. 20hPa and found significantly higher fluxes for wave 1 in
heat fluxes ¢'T’) for southern low latitudes are shown for . .
. early winter (October—December) and lower fluxes in late
different phases of the QBO. : : . L
_ winter/spring (January—February) in east phases. Significant
It can be seen that in east pha%egf’ exceeds the mean differences in wave 2 fluxes were found in spring (February—
March), where fluxes are lower in east phases than in west
i ) phases. The change of sign in the difference in wave fluxes
south of 18 S, as e_xpected from the discussion above. HO"_V'(QBO east phases minus west phases) from winter to spring
ever, even though it is assumed that planetary wave break'ngompares well to the change of sign in mixing anomalies
is the main cause of mixing, further analyses are requiret; ,ng here.
to expl_ore theT reIatio_nship between planetary wave breaking |, the Southern Hemisphere, no significant QBO signal
and mixing diagnostics (in particular Lyapunov exponents),in mixing could be detected at high latitudes. However, at
and to determine which other factors contribute to dynamical650 K (and less so at 550K), in winter, the QBO signal ex-

mixing. tends far into the mid-latitudes (68) and in spring/early
The QBO induced variability in mixing is likely to have an  summer Lyapunov exponents are enhanced during QBO west
influence on the distribution of long-lived atmospheric trace phases and reduced during the QBO east phases_ If the wave
gases such as ozone. During QBO west phases, a strengthctivity in the Southern Hemisphere is modulated as sug-
ened tropical barrier on the winter side of the equator andgested by the Holton-Tan mechanism (increased wave ac-
enhanced mixing in the summer tropics/subtropics suggestgvity in east phases), the modulation of mixing in the mid-
that trace gases, whose source is in the tropics, should showtitudes rather than at high latitudes suggests that the waves
a positive anomaly in the summer subtropics and a negativgreak at lower latitudes than in the Northern Hemisphere. A
anomaly in the winter hemisphere. However, because thgyossible explanation is the comparably stronger polar vortex
effect of the QBO on mixing is seasonally dependent, theoyer Antarctica, causing waves to break at its edge and not, as
anomaly in trace gas distributions is sensitive to the phasingn the Northern Hemisphere, propagate to high latitudes and
of the QBO with respect to the annual cycle. The effectspreak there. Our analyses of eddy heat fluxes at 30 hPa for
of this phasing on southern mid-latitude total column ozonejuly (not shown) suggest that valueswf’ averaged over
have been analysed by Bodeker et al. (2007). The suggestiofears with QBO west phases are lower than valuaegbfin
of penetration of planetary waves across the equalioick-  QBO easterlies between 48 and 70 S (at 60 S eddy heat
burgh et al(2001), see discussion above is in agreement with fluxes in QBO westerlies are about one third of eddy heat
net transport from the winter hemisphere into the summefjux values in QBO easterlies). This finding supports the hy-
hemisphere as suggested here and in Bodeker et al. (2007)pothesis of enhanced erosion of the polar vortex in QBO east
A QBO signal in mixing could be identified in northern phases.
high-latitudes (strongest at 550K), with decreased mixing The regression analysis applied to monthly zonal mean
in winter and increased mixing in spring during QBO west Lyapunov exponents revealed trends in mixing over the

values whereas in west phasesT’| is weaker than usual
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