
Atmos. Chem. Phys., 6, 1231–1248, 2006
www.atmos-chem-phys.net/6/1231/2006/
© Author(s) 2006. This work is licensed
under a Creative Commons License.

Atmospheric
Chemistry

and Physics

Impact of the regional climate and substance properties on the fate
and atmospheric long-range transport of persistent organic
pollutants – examples of DDT andγ -HCH

V. S. Semeena1,2, J. Feichter1, and G. Lammel1

1Max Planck Institute for Meteorology, Centre for Marine and Atmospheric Sciences (ZMAW), Hamburg, Germany
2Meteorological Institute, University of Hamburg, Centre for Marine and Atmospheric Sciences (ZMAW), Hamburg,
Germany

Received: 18 October 2005 – Published in Atmos. Chem. Phys. Discuss.: 6 December 2005
Revised: 21 February 2006 – Accepted: 6 March 2006 – Published: 21 April 2006

Abstract. A global multicompartment model which is based
on a 3-D atmospheric general circulation model (ECHAM5)
coupled to 2-D soil, vegetation and sea surface mixed layer
reservoirs, is used to simulate the atmospheric transports and
total environmental fate of dichlorodiphenyltrichloroethane
(DDT) and γ -hexachlorocyclohexane (γ -HCH, lindane).
Emissions into the model world reflect the substance’s agri-
cultural usage in 1980 and 1990 and same amounts in se-
quential years are applied. Four scenarios of DDT usage and
atmospheric decay and one scenario ofγ -HCH are studied
over a decade.

The global environment is predicted to be contaminated
by the substances within ca. 2 a (years). DDT reaches quasi-
steady state within 3–4 a in the atmosphere and vegetation
compartments, ca. 6 a in the sea surface mixed layer and near
to or slightly more than 10 a in soil. Lindane reaches quasi-
steady state in the atmosphere and vegetation within 2 a, in
soils within 8 years and near to or slightly more than 10 a
and in the sea surface mixed layer. The substances’ differ-
ences in environmental behaviour translate into differences in
the compartmental distribution and total environmental res-
idence time,τoverall. τoverall≈0.8 a forγ -HCH’s and≈1.0–
1.3 a for the various DDT scenarios. Both substances’ distri-
butions are predicted to migrate in northerly direction, 5–12◦

for DDT and 6.7◦ for lindane between the first and the tenth
year in the environment. Cycling in various receptor regions
is a complex superposition of influences of regional climate,
advection, and the substance’s physico-chemical properties.
As a result of these processes the model simulations show
that remote boreal regions are not necessarily less contam-
inated than tropical receptor regions. Although the atmo-
sphere accounts for only 1% of the total contaminant bur-

Correspondence to:G. Lammel
(lammel@dkrz.de)

den, transport and transformation in the atmosphere is key
for the distribution in other compartments. Hence, besides
the physico-chemical properties of pollutants the location of
application (entry) affects persistence and accumulation em-
phasizing the need for georeferenced exposure models.

1 Introduction

The presence of pesticides in the atmosphere was first re-
ported in the 1960s, when chlorinated products have been
used widely. Persistent pesticides like DDT andγ -HCH
undergo long-range transport and were found in the polar
regions at remarkably high concentration levels (Bidleman
et al., 1990; Egan et al., 1995; Harner et al., 1999; Macdon-
ald et al., 2000; Pacyna, 1995). Since then, techniques for
collection and analysis of atmospheric samples of organic
contaminants have been developed and improved and more
evidence was accumulated (UNEP, 2003; AMAP, 2003).

The cycling of the semivolatile organic compounds
(SOCs) in the environment is the result of the combined
action of many processes the molecules undergo: mode,
temporal and spatial patterns of release or application (in
agriculture), uptake by leaves through stomatae or cuticu-
lae, partitioning in the soil multi-phase system, washout to
ground water, degradation or volatilisation from leaves and
soil, transport by winds, partitioning to atmospheric particles
and cloud droplets, chemical degradation by radicals, dry and
wet deposition of the gaseous molecules or of the particulate
or droplet carrier, again partitioning in the soil or, aquatic
multi-phase system, vertical transport to ocean or freshwater
sediments and horizontally by ocean currents and rivers, bi-
otic or abiotic chemical degradation, uptake by organisms of
the lowest trophic level or grazers, eventually accumulation
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along food chains or re-volatilisation from ground to air.
The substance properties are important for all of these pro-
cesses with the exception of transport with winds or water
currents (e.g.Schwarzenbach et al., 1993). The atmosphere
acts as both carrier and sink medium for many organic com-
pounds. However, the physico-chemical properties of many
substances are not well known (e.g.Klecka et al., 2000; Pon-
tolillo and Eganhouse, 2001).

Substances which resist degrading processes in the envi-
ronment pose a hazard to the ecosystems and, through accu-
mulation along food chains, also for human health. If the
substances are mobile and subject to long-range transport
an even larger exposure of the environment and ecosystems
results. Therefore, the substance’s long-range transport po-
tential and its resistance to degradation in the total (multi-
compartment) environment, the so-called total environmen-
tal residence time or overall persistence, are considered as
key substance characteristics in the context of environmental
exposure and risk assessments (Frische et al., 1982; Vallack
et al., 1998; Klecka et al., 2000; Steinḧauser, 2001; AMAP,
2004). These characteristics are dependent on time and loca-
tion of substance entry into the environment (Leip and Lam-
mel, 2004). They are in use in legally binding international
conventions (POP conventions) as criteria to identify prob-
lematic substances (UNECE, 1998; UNEP-CEG, 1999). In
general, for the study of trace substances’ environmental cy-
cling on larger than local scales, modelling is complementary
to observational approaches and indispensable for budgeting.
While experiments in a closed multicompartment environ-
ment (e.g. an ecotron) can address persistence, only mod-
elling can study the combined action of multicompartmen-
tal chemistry and transport. Furthermore, while monitoring
(at remote locations) can identify those substances which un-
dergo long-range transport, only modelling has the potential
to quantify this characteristics.

Box models and box models combined to zonally averaged
1–2-D models have been in use to understand the behaviour
of these substances in the multi-media environment (Wania
and Mackay, 1995, 1999). Limitations exist in predicting
long-range transport with these models, because the envi-
ronment is not geo-referenced in the model world. Trans-
ports (winds, ocean currents) are represented by mean large-
scale eddy coefficients, and the temporal variability of me-
teorological conditions is not reflected. Multicompartment
models based on regional and global atmospheric models are
under development since a few years and have been used
to study the behaviour of selected POPs up to decades on
the regional scale (Hansen et al., 2004; Malanichev et al.,
2004) and up to a few years on the global scale (Koziol and
Pudykiewicz, 2001; Lammel et al., 2001; Leip and Lammel,
2004). The model used here is a general circulation model
(GCM) while the other aforementioned models are Eulerian
atmospheric transport and chemistry models (CTMs). CTMs
use assimilated meteorological fields to drive the transports,
while GCMs generate their own meteorology. Though sim-

ulating the transports closer to the real, historic weather, the
physics is not totally consistent in CTMs, while it is totally
consistent in GCMs. Furthermore, GCMs describe sub-grid
scale transport, removal by precipitation, types of hydrome-
teors and many more features in a consistent way. The rep-
resentation of SOCs cycling in models differs with respect
to the number and detail of the description of environmental
compartments covered, their dimensionality, and the process
resolution. The number of compartments covered is 3–4 for
most models. The atmospheric compartment is most com-
prehensively described in GCMs.

The aim of the present study is to shed some light on the
significance of global usage pattern and atmospheric trans-
port for the cycling and contamination pathways of two sub-
stances with different properties,p,p’-DDT andγ -HCH and
to address for the first time the decadal temporal scale with
a 3-D dynamic multicompartment model. The selected sub-
stances are subject to regulation under the POP conventions
and conventions for the protection of the seas.

2 Model description

The model is based on an atmosphere general circulation
model (AGCM) which had been shown to be well suited
to represent the large scale atmospheric dynamics and, the
hydrological and aerosol cycle, ECHAM (Roeckner et al.,
2006; Hagemann et al., 2006; Stier et al., 2005). The most
recent version, ECHAM5, is used. A chemistry scheme (Fe-
ichter et al., 1996) and a dynamic aerosol model (HAM,Stier
et al., 2005) are included. In HAM, aerosols are represented
by seven log-normal modes, four soluble and three insolu-
ble. Mass of the chemical components and number concen-
trations are predicted by the model. HAM takes into account
the aerosol components sulphate, black carbon, organic car-
bon (primary and secondary), mineral dust and seasalt. As
the mass fraction of SOCs in total suspended particulate mat-
ter (TSP) is negligible, we neglect the mass added to the
aerosols, but use them as a carrier of the mass. As soon as
the substance is released into the model atmosphere, parti-
tioning between gas and particulate matter phase takes place
and both phases are transported independently.

By addition of 2-D ground compartments, a multicom-
partment model is complemented (first described inLam-
mel et al., 2001). Vegetation and soil are distributed geo-
referenced as single layer boxes. A well mixed surface
layer ocean with locally and seasonally varying depth, taken
from a 3-D ocean general circulation model (Drijfhout et al.,
1996), is included. The substances are treated similar upon
deposition from gas or particulate phase.

Not all the processes of multicompartmental cycling are
captured by our model: sediments, ocean transport and the
inner volume of biota are not represented in the model.
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3 Parameterizations of substance cycling processes

3.1 Atmosphere

The atmosphere is a three phase system (gas, particles, cloud-
water), with the mass exchange of trace substances between
them being controlled by instantaneous equilibria (Henry
equilibrium for air-water, equilibrium air-organic phase as
represented by air-octanol).

3.1.1 Gas-particle partitioning in air

In this study we estimate the ratio between gas-phase and
atmospheric particulate matter,θ , by either absorption into
organic matter empirically based on the octanol-air partition
coefficient, Koa (Finizio et al., 1997), or adsorption onto
aerosol surfaces based on an empirical relationship between
vapour pressure and aerosol surface (Junge, 1977; Pankow,
1987).

The Junge-Pankow equation has the form:

θ =
c × φ

c × φ + P
(1)

φ is the surface area of particles per unit volume of air
(cm−1), P is the vapour pressure (Pa) and the parameterc

(17.2 Pa cm;Junge, 1977) is related to the heat of desorp-
tion from the particle surface, the heat of vapourisation of
the compound, and the density of adsorption sites on the
aerosol (Boethling and Mackay, 2000). The Koa absorp-
tion model was found to describe adequately the partitioning
of a number of organochlorine compounds (polychlorinated
biphenyls and pesticides, DDT, besides othersFinizio et al.,
1997; Harner and Bidleman, 1998). Accordingly, for both
DDT andγ -HCH we use:

logKp = 0.55 logKoa − 8.23, (2)

with Kp is the particle-gas partition coefficient in m3 µg−1

related toθ as:

θ =
1

1
Kp×cTSP

+ 1
, (3)

with cTSP being the concentration of total suspended partic-
ulate matter inµg m−3.

For the substances under study, a value ofKoa is available
for T =298 K but not as a function of temperature (Harner
and Bidleman, 1998). At present, no adequate data basis ex-
ists to describe the temperature dependent sorption process
on atmospheric particulate matter nor even the isothermal
sorption process. Neglecting temperature dependence would
be significantly misleading, however. E.g.θ=0.0016 would
be predicted for DDT for all temperatures whileθ=0.1–0.3
was observed in the ambient atmosphere (Kaupp and Um-
lauf, 1992). In lack of measured data we assume that the
temperature dependence of gas-particle partitioning,θ (T),
behaves similar as for polycyclic aromatic hydrocarbons

(PAHs). For various PAHs,θ doubles per 4.9 K decrease
in temperature (mean, individual species show similar be-
haviour,Pankow, 1991). The assumption of an analogy to
PAHs is supported as these, similar to the organochlorines,
partition due to both adsorption and absorption processes.
Thusθ is defined as:

θ =

 1
1

Kp×ctsp
+ 1

 × 2
(298−T)

4.9 , (4)

whereT is the atmospheric temperature in K.

3.1.2 Degradation in air

Chemical degradation in the atmosphere is controlled by re-
action with the hydroxyl radical during daytime and with the
nitrate radical during nighttime. These radicals are fed to the
model prescribed as a function of latitude, longitude, month
and time of day (Roelofs et al., 1997). SOC’s day time atmo-
spheric decay reaction rate is given as

∂c

∂t
= kOH × cOH × cSOC (5)

and the night time decay due to reaction with the nitrate rad-
ical is given as

∂c

∂t
= kNO3 × cNO3 × cSOC (6)

where temperature dependent rate constants,kOH andkNO3

are formulated following van’t Hoff.

3.2 Soil

In the model, a single layer soil model is used, i.e. the top
soil layer.

3.2.1 Volatilisation from soil

Volatilisation occurs from the pore space upon partitioning
in the three-phase system of pore space, soil water and soil
organic phase (Smit et al., 1997). The mathematical formu-
lation of the phase partitioning is given as:

caqueous= K l
g

× cvapour (7)

with: caqueous = concentration of pesticide in soil water
(kg m−3),
cvapour = concentration of the pesticide in the gas phase
(kg m−3 ), and
K l

g
= water-gas partitioning coefficient (dimensionless

Henry coefficient). The temperature dependent vapour pres-
sure (Clausius-Clapeyron equation) is used to determineK l

g
.

Soil hydrology is described by a bucket model (Roeckner
et al., 1996).
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The concentration of the pesticide in the soil system
(kg m−3) is described by:

csoil = Q × cvapour, (8)

with the capacity factorQ as:

Q = θgas+ θliquid K l
g

+ ρsoil K l
g

K s
l
, (9)

with K s
l

= solid-liquid partitioning coefficient (kg m−3),
θgas= volume fraction of gas (dimensionless),
θliquid = volume fraction of moisture (dimensionless),
ρsoil = dry bulk density of the soil (kg m−3).

K s
l

can be calculated as:

K s
l

= Kom × com, (10)

whereKom is the sorption coefficient andcom is the organic
matter content of the soil. These data are provided for 9
classes (0–200 kg m−3; Batjes, 1996).

The dimensionless fraction of the pesticide in the gas
phase is then calculated as

Fg =
θgas

Q
. (11)

The volatilisation rate is a function of the pore space
gaseous concentration of the substance and derived from
cumulative volatilisation (CV) experiments. CV of ap-
plied dosage has been empirically described based on field
and greenhouse experiments with numerous pesticides (Smit
et al., 1997). For normal to moist field conditions CV is given
as:

CV = 71.9 + 11.6 log(100Fg), (12)

with Fg≤16.33×10−9.
For dry field conditions, the following relation is consid-

ered:

CVdry = 42.3 + 9.0 log(100 Fg), (13)

with Fg≥1.9955×10−7.

3.2.2 Degradation in soil

An overall first order biological and chemical degradation in
soil is considered and assumed to double per 10 K tempera-
ture increase to account for observations of the temperature
dependence of biological activity (and according to recom-
mendations,ECB, 1996). The decay coefficient for soil is
calculated as:

ksoil(T) = ksoil × 2
(T −298)

10 . (14)

3.3 Vegetation

In the model, vegetation is represented as a seasonal varying
distribution of the leaf area index (LAI). Application, depo-
sition and volatilisation is parameterized proportional to the
LAI, but no mass exchange takes place into the vegetation
compartment. We adopt the sameksoil as degradation rate for
vegetation in lack of better knowledge. For a large number of
compounds it was found, however, that the vapour pressure
alone can describe the cumulative volatilisation with suffi-
cient accuracy. The empirical relation between cumulative
volatilisation (CV) and vapour pressure (p) can be written as

log CV = a + b logp, (15)

with a=1.528 andb=0.466.
Thus the equation takes the form (Smit et al., 1998):

CV = 101.528+0.466 logp (16)

with p≥5.2655×10−7.

3.4 Ocean

In the model, the ocean is non advective and therefore does
not contribute to horizontal tracer transport. The ocean sur-
face mixed layer receives deposition and looses substance
through volatilisation, degradation and loss to the deep sea.
In the model world, the latter process is caused by a seasonal
change of the depth of the surface mixed layer.

3.4.1 Air-water gas exchange

Diffusive air-water exchange is calculated based on the two-
film model (Liss and Slater, 1974) andMackay and Leinonen
(1975) invoking two mass transfer coefficients in series,U1
(m s−1) for the stagnant atmospheric boundary layer andU2
(m s−1) for the stagnant water layer close to the air-water
interface. These mass transfer coefficients are calculated as
a function of wind speed using relationships byMackay and
Yuen(1983) as quoted inSchwarzenbach et al.(1993).

U1 = 0.065×

√
(6.1 + 0.63× u) × 0.01, (17)

U2 = 0.000175×
√

(6.1 + 0.63× u) × 0.01, (18)

whereu is the wind speed at 10 m in m s−1.
The D-values for volatilisation (cf.Schwarzenbach et al.,

1993; Wania and Mackay, 1995, for definitions in the fugac-
ity concept) from water are then calculated using the follow-
ing equation:

Dwa =
1

R×T
U1×ZA(TW )

+
H

U2×ZW (TW )

(19)

where R is the universal gas constant
(8.3143 Joule mole−1 K−1), T is the atmospheric temperature
andH is the Henry coefficient in units of Pa mol−1 m3.
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Table 1. Physico-chemical properties of DDT andγ -HCH used for the model simulations.

Physico-chemical property Unit DDT γ -HCH

Molecular mass g mol−1 354.5 290.83
Sorption coefficient m3 kg−1 888 1.91
Saturated vapour pressure at 293 K Pa 2.5×10−5 3.0×10−3

Heat of Vapourization J mol−1 118.0×103 115.0×103

Heat of Solution J mol−1 2.7×104 2.7×104

Water solubility at 296 Ka mg l−1 3.4×10−3 7.4
Ocean water solubility mg l−1 3.4×10−3 7.4
Biotic and abiotic degradation rate in soil at 273 K s−1 4.05×10−9 2.0×10−8

Biotic and abiotic degradation rate in ocean at 273 K s−1 0 1.86×10−8

OH radical rate constant of gaseous molecule cm3 molecules−1 s−1 b4.5×10−12 1.9×10−13

c1.0×10−13

OH radical rate constant on particle sorbed molecule cm3 molecules−1 s−1 b4.5×10−12 0
c0

a land and ocean water,b DG80LW,c all other DDT scenarios.

3.4.2 Degradation

Biological and abiotic degradation in ocean is assumed to
obey first order kinetics, and assumed to double per 10 K
temperature increase. The mathematical formulation has the
form:

kocean= k273 × 2
(T −273)

10 + khydr × e
−7818

T (20)

3.5 Deposition to soil, vegetation and ocean

Dry deposition flux is calculated from the concentration in
the lowest atmospheric layer and dry deposition velocity:

Fd = c × ρair × vd , (21)

where c is the tracer concentration (kg kg−1) at the surface
layer,ρair is the air density (kg m−3) andvd is the dry depo-
sition velocity (m s−1).

The dry deposition velocity for gas phase is calculated ac-
cording to the “big-leaf” approach byHicks et al.(1987),
where the turbulent transfer and vegetation activity is cal-
culated by ECHAM, using the provided global uptake rates
for soil, water, and snow/ice. Uptake resistance for the
trace gases, for which the dry deposition velocities have
not been observed or estimated, are calculated based on the
Henry coefficient and a reactivity coefficient (Ganzeveld and
Lelieveld, 1995; Ganzeveld et al., 1998), implying that wa-
ter solubility controls the surface resistance. Scavenging of
gaseous molecules is calculated based on the liquid fraction
of the total substance derived from Henry’s law (Seinfeld and
Pandis, 1998). Particle dry deposition is calculated using a
dry deposition velocity model, which has been applied pre-
viously for sulfate aerosol dry deposition parameterization
(Ganzeveld et al., 1998). The particulate phase wet deposi-
tion is calculated based on a composition-dependent scav-
enging coefficient, which is defined as the fraction of the

tracer in the cloudy part of the grid box that is embedded
in the cloud liquid water or ice.

4 Input data and model run initialisation

The physico-chemical properties of DDT andγ -HCH are
based on data compilations (Rippen, 2000; Kl öpffer and
Schmidt, 2001) and given in Table 1. DDT is represented
as thep,p’-DDT isomer. Data for DDT andγ -HCH usage
are compiled based on statistical data on insecticide con-
sumption in agriculture reported by each country to FAO
(1947–1990) and also on published data (FAO, 1988, 1989).
Data for most European countries for the study period are
taken fromPacyna et al.(1999). The country-wise consump-
tion data are distributed over the corresponding model grid
through allocation of grid cells to countries scaled by the in-
tensity of cropland distribution (1◦×1◦ resolution;Li , 1999)
of the country, i.e. higher consumption is assumed in areas
of high cropland density and vice versa.

5 Scenarios

A model simulation is performed for 10 a, after a physical
spin-up of 8 a. Substance input into the model environment
is the same every year. Even though this is not a realistic
scenario, these experiments simulate the residence time of
the substances in the total environment, the long-range trans-
port potential, geographical distribution in atmosphere, soils,
vegetation, and the ocean surface layer, and the vertical dis-
tribution in the atmosphere (top at 10 hPa, i.e., until≈30 km
on a global average).

Five scenarios, four for DDT and one forγ -HCH were run
(Table 2). The latter is based on 1980 usage, while for DDT
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Table 2. Scenarios of DDT andγ -HCH. ad=adsorption, ab=absorption.

Substance Scenario Year Gas-particle Applied Period of % applied to
partitioning amount application vegetation/soil/

process (t a−1) atmosphere

DG80LW 1980 ab 9299 Feb.–Sep. 80/20/0
DDT DG80HM 1980 ad 9299 Jan–Dec 80/20/0

DG90HA 1990 ad 4498 June–July, Nov–Dec 80/10/10
DG90HM 1990 ad 4498 June–July, Nov–Dec 80/20/0

γ -HCH LG80HM 1980 ad 20 365 Jan–Dec 80/20/0

the scenarios reflect 1980 (DG80LW, DG80HM scenarios)
and 1990 (DG90HM, DG90HA) usage. Non-agricultural us-
age is not captured by the data. In 1990 India was the domi-
nant emitter, accounting for more than 75% of the total global
consumption. Under the 1990 usage scenarios we neglect
usage outside India and focus on this country in order to in-
vestigate transport and fate from this region. Application is
during June, July, November and December, which are the
main pre-harvesting months in India. We study two release
scenarios, with (10%) and without release into air.

Because significant discrepancies between reported data
exist and some data are missing, we make an effort to ac-
count for these uncertainties by the design of the scenar-
ios DG80LW and DG80HM: DG80LW stands for a lower
and DG80HM for a higher estimate with respect to expected
overall lifetime. Emission into air follows application dur-
ing dry daylight hours only (DG80LW) or application evenly
distributed throughout 24 h per day (DG80HM). By this dis-
crimination a lower (DG80LW) or higher (DG80HM), re-
spectively, fraction of the amount emitted into air is sub-
ject to immediate wash-out and, hence, transfer to ground
compartments where the substance is longer lived. Atmo-
spheric degradability is estimated rather high (DG80LW:
kOH=4.5×10−12 cm3 molecules−1 s−1 in gas and particulate
phases) or low (DG80HM: 1.0×10−13 cm3 molecules−1 s−1

in the gas-phase and zero in the particulate phase). Further-
more, partitioning to the particulate phase is due to absorp-
tion (DG80LW) or due to adsorption alone (DG80HM).

6 Results and discussion

6.1 Global distributions and filling of compartments

The runs allow to study the transition to quasi-steady state.
Quasi-steady state is expected once the substance sinks in a
compartment balances the sources. The dynamics of com-
partmental filling varies for different compartments and sub-
stances (Fig. 1), e.g. biotic degradation, transport to the deep
sea and volatilisation are the sinks in the ocean compartment
to balance the only source, i.e. atmospheric deposition. Ap-

plication, and deposition are the sources and volatilisation
and chemical degradation are the sinks in the soil and veg-
etation compartments. Volatilisation from the ground com-
partments are the source and depositions (wet and dry) and
photolysis are the loss processes in the atmosphere (cf. Fig.
1).

The atmosphere and vegetation compartments reach quasi-
steady state in 3–4 a in the case of DDT, while it takes less
than 2 a in the case ofγ -HCH (Fig. 1). In soil, DDT shows
a tendency to reach equilibrium after slightly more than 10 a
while γ -HCH approaches equilibrium in 8 a. The substances
behave significantly different in sea surface layer compart-
ment. The accumulation of hydrophobic DDT is slower and
the simulated time to achieve equillibrium is shorter, ca. 6 a,
while the higher water solubility and low volatility ofγ -HCH
causes a high accumulation, reaching quasi-steady state in
ca. 10 a. In the 10th year, half of the DDT in the total en-
vironment is found in the soils (Table 3). Under the high
mobility scenarios 12% is found in the ocean surface layer
and ca. 5% in air, while under the low mobility scenario
these burdens amount to only 2 and 1%, respectively. As a
consequence of differences in volatility and water solubility
between the substances, a much smaller fraction of the total
environmental burden ofγ -HCH than of DDT is found on
vegetation surfaces and a higher fraction in the ocean sur-
face layer (Table 3). Until this 10th year upon entry of the
substances, large amounts had been transferred to the deep
sea, namely 2.5 times the total burdens of sea surface layer,
air, soil and vegetation compartments or 2 times the annual
applied amounts in the case ofγ -HCH and 5 times the total
burden or 6–7 times the annual applied amounts of DDT.

The fast atmospheric degradation in the case of DG80LW
destroys 7170 t of DDT globally and annually (10th year) in
contrast to only 16 t in the case of DG80HM (related to 9299 t
applied annually). This discrepancy is obviously caused by
the difference in kOH (both gas and particulate phases) and
the partitioning to aerosols, which both affect residence time
in air. This stresses the significance of the atmospheric de-
cay: It dominates the further environmental fate even for
a substance like DDT which is hardly volatile and, hence,
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Fig. 1. Global burdens of DDT and lindane (t) over time (10 a) in soils, vegetation, ocean surface mixed layer, and the atmosphere under the
scenarios DG80LW (red), DG80HM (dark blue), DG90HA (cyan), and LG80HM (green).

Table 3. Total environmental residence times,τoverall (d), and compartmental distributions (% mass, in brackets except for the Total envi-
ronment: t) under various scenarios. Mean of the 10th year.

Scenario Soil Vegetation Ocean surface layer Atmosphere Total environment

DG80LW 429 (54%) 134 (43%) 126 (2.0%) 3 (1.0%) 354 (8153 t)
DG80HM 523 (51%) 143 (32%) 147 (12%) 20 (5.0%) 485 (12216 t)
DG90HA 564 (54%) 111 (28%) 147 (12%) 22 (5.6%) 430 (5350 t)
LG80HM 212 (42%) 24 (9%) 288 (42%) 18 (7.5%) 287 (16270 t)

hardly partitioning to the atmosphere in the multicompart-
ment system.

The geographic distributions (Fig. 2) show maxima in
or near the application area in all compartments and all
experiments. The difference between the low and high
mobility scenarios for DDT is very significant (DG80LW
vs. DG80HM). This is due to the difference in atmospheric
lifetime (Table 3). If horizontal transports in ocean had not
been neglected as done in this study, the differences between
the two simulations would be smaller, albeit supposedly only
little on decadal time scales, because transport in ocean is
much slower than in air. The geographical extension of dis-
tributions in air and sea water under the DG90HA scenario
is much larger than that of the global emission scenario,
DG80LW. This stresses that a slow atmospheric degrada-
tion favours long-range transport and longer residence times
in the multicompartment environment and can easily over-
compensate for a small source region. Within 10 a the en-
tire northern hemisphere and part of the southern hemisphere

is contaminated with DDT, while the whole global environ-
ment is filled withγ -HCH. A significant contamination of
the Antarctic byγ -HCH is found, even though more than
50% of theγ -HCH usage took place north of 39◦ N. In the
atmosphere,γ -HCH seems to be more mobile than DDT.

The difference in the entry scenarios of DG90HA and
DG90HM do not propagate into significant differences in
the geographic distributions. Moreover, the differences in
the global compartmental distribution between these sce-
narios are negligible. Therefore, for much of the follow-
ing discussion we refrain from covering DG90HM as dif-
ferentiated from DG90HA (e.g. only DG90HA listed in Ta-
bles 3, 4). However, transport differentiating between DDT
regional cycling under the two scenarios will be discussed
below (Sect. 6.3.3).

Most of the atmospheric burdens reside in the planetary
boundary layer (PBL). The concentration decreases with in-
creasing height in the troposphere but exhibits an increase in
the upper troposphere where wet removal is low on a global
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Fig. 2. Geographical distribution of burdens (ng m−2) in soil, vegetation, ocean and atmosphere for the scenarios DG80LW, DG80HM,
DG90HA and LG80HM. Mean of the 10th year.

Table 4. Indicators for large-scale substance migration in the total environment. Mean of the 10th year.

Scenario latCOG latCOG Zonal Spatial
Application Total burden spreading (ZS) spreading (SS)

(◦N) (◦N) (km) (km)

DG80LW 23 27 1124 749
DG80HM 23 26 6945 4336
DG90HA 22 24 7993 7023
LG80HM 37 32 6672 5236

average (Wallace and Hobbs, 1977) for all scenarios of DDT
and for γ -HCH (Fig. 3). Washout limits atmospheric res-
idence time in the PBL, while reaction with the OH radi-
cal limits residence time aloft. In the stratosphere the sub-

stance is expected to be almost completely associated with
particulate matter. No such experimental evidence exists,
though. As the degradability in this state was assumed zero
for DG80HM but non-zero for DG80LW, the mixing ratio
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under the DG80LW but not under the high mobility scenarios
is decreasing with height in the stratosphere. Almost iden-
tical profiles are found under the DG90HM and DG90HA
scenarios, with slightly higher mixing ratios in the boundary
layer as a consequence of assuming 10% loss into air upon
application (Fig. 3).

6.2 Global multicompartmental cycling

The terrestrial compartments always show maxima of sub-
stance burden during the application months (Fig. 2) coin-
ciding with a minimum in the atmospheric concentration.
A secondary peak in the atmospheric burden during spring,
i.e. the non-application months in the case of DG90HA cor-
responds to the peak volatilisation from soil, vegetation and
ocean compartments (Figs. 2, 4a, b, c). During the post mon-
soon seasons the wet soil releases less substance back into
the atmosphere, while a second maximum of volatilisation
is found for the vegetation surfaces which coincides with
a minimum in the vegetation compartmental burden. The
volatilisation from ocean is prominent during the northern
hemispheric summer (Fig. 3a), where most of the application
takes place in all tested scenarios. Volatilisation from ocean
is increasing over time under both the DDT andγ -HCH.

The maximum storage in soil and vegetation compart-
ments preceeded by 2–3 months of that of ocean, corre-
sponds well with the minimum in atmospheric concentra-
tion in the case ofγ -HCH (Fig. 1d). This is due to the ef-
ficient washout of more water solubleγ -HCH, and also due
to the faster atmospheric degradation due to the higher re-
activity with OH radicals (1.9×10−13 cm3 molecules−1 s−1)
compared to that of DDT (1.0×10−13 cm3 molecules−1 s−1).
On a quantitative base, wet deposition dominates over dry
deposition and hence the global average deposition patterns
(Figs. 4d, e, f) resemble by and large the distribution of the
globally averaged model precipitation (figure not shown).

The global mean residence times in the compartments are
listed in Table 3. These are defined as:

τi ≈ mi / (E − 1mi/1t) (22)

with mi being the burden of the compound in compartmenti,
Ei the total compartmental source and1mi/1t the net up-
take (t a−1). As being the result of substance specific com-
partmental sinks and sources,τi is not predictable on the ba-
sis of degradation rates (cf. Table 1) alone. E.g., while two of
the sinks to theγ -HCH’s reservoir in the ocean surface layer
are more effective than for DDT, namely faster degradation
(Table 1) and loss to deep sea (28.5 kt against 6.9–8.6 kt for
the various DDT scenarios, not shown),γ -HCH takes a mid-
dle position among the DDT scenarios in the case of the third
compartmental sink, volatilisation from sea to air (Fig. 4c).
The residence time ofγ -HCH in ocean is still predicted to
double the residence time of DDT. The difference in resi-
dence times in ocean is due to the stronger source for this
compartment, i.e. atmospheric deposition (Fig. 4) which,

Fig. 3. Tenth year globally averaged vertical distribution in pg kg−1

for DG80LW (red), DG90HA (cyan), DG90HM (black), DG80HM
(dark blue), and LG80HM (green).

in turn, is due to the more efficient wash-out ofγ -HCH.
One potentially significant process with respect to ocean res-
idence time is neglected here, i.e. partitioning to ocean sus-
pended particulate matter. Its recognition would further dif-
ferentiate between the two substances, as a higher affinity
of DDT (predicted based on the sorption coefficient to or-
ganic matter, cf. Table 1) would add more to the effective-
ness of loss to the deep sea of DDT than ofγ -HCH. There-
fore, it is suggested that the residence times of the substances
in ocean surface layer are somewhat overestimated by the
present model configuration and more so for DDT.

In contrast to the ocean surface layer, the model pre-
dicts longer residence times for DDT than forγ -HCH in
the soil and vegetation compartments (Table 3). These re-
sult from stronger compartmental sinks forγ -HCH, volatil-
isation (Fig. 4) and degradation (Table 1), which are obvi-
ously only partly compensated for by stronger sources forγ -
HCH, i.e. agricultural application (Table 2) and atmospheric
deposition (Fig. 4). Together with the compartmental dis-
tribution (Table 3) these differences in compartmental resi-
dence times translate into a difference in total environmental
residence time,τoverall, of the two substances: DDT’s parti-
tioning to the global soils and vegetation (82–87% of the to-
tal reservoir) drives its total environmental residence time to
higher values (≈1.0–1.3 a or 354–485 d) than lindane (≈0.8 a
or 287 d). This is also becauseγ -HCH’s partitioning to the
compartment (ocean) with the longest residence time is not
that pronounced (42% in the world oceans’ surface layer).
τoverall is given as the sum of the compartmental residence
times,τi , weighted by the compartmental mass fractions or
can be approximated similar toτi (Eq. 23) based on the total
environmental burden,m, the total source to the system,E,
and the total environmental net uptake,1m/1t .

The interpretation of the compartmental residence times of
the various DDT scenarios shed light on the significance of
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Fig. 4. Total volatilised(a, b, c) and deposited(d, e, f) amounts, t, from/to soil (a, d), vegetation (b, e) and ocean (c, f) for the scenarios
DG80LW (red), DG90HA (cyan), DG80HM (blue), and LG80HM (green).

mode of entry of substances and the role of the atmosphere
in multicompartmental cycling of organic compounds: DDT
cycling under the scenarios DG80HM and DG90HA differs
by the geographic and temporal application patterns and the
modal split upon entry, while DG80HM and DG80LW dif-
fer in sinks in air. The total environmental residence times,
τoverall, of DG80HM and DG80LW differ by 35% (longest
for DG80HM). Due to different assumptions on atmospheric
degradation (Table 2), the difference inτatmosphereis much
larger, a factor of 7 (Table 3). In contrast, the change of geo-
graphic and temporal application patterns (corresponding to
1980 and 1990 scenarios) is predicted to reduceτoverall by
decreasing the residence time in soil and vegetation only by
10–20%. 10% substance loss to air upon entry causes an in-
crease of the global and annual mean atmospheric burden by
2%, but a reduced residence time in air,τatmosphere.

Most of the aforementioned results were presented geo-
graphically aggregated as the global mean compartmental
sources, sinks and distributions. Cycling between compart-
ments, however, will of course be influenced by regional
weather, expectedly leading to significant differences be-
tween climate zones and topographical characteristics for
e.g. alpine and coastal regions. In the following sub-chapter

we focus on long-range transport (LRT) towards the poles,
the role of the monsoon and substance cycling in three re-
gions exhibiting very different climates.

6.3 Long-range transport and influence of regional climate

6.3.1 Long-range transport to polar regions

Contaminants released in lower latitudes enter the Arctic
through long-range transport on air and water currents, with
the atmosphere being the primary pathway (AMAP, 2003;
Li and Macdonald, 2005). Airborne transport to the Arc-
tic takes place preferably in the “arctic haze” season, in late
winter and early spring.

We quantify the long-range transport potential (LRTP) us-
ing indicators for substance migration (Table 4,Leip and
Lammel, 2004). The zonal spreading, ZS, which quantifies
the tendency of a distribution to spread in meridional direc-
tion, shows the highest value for the scenario DG90HA.

Long-range atmospheric meridional transport is signif-
icant. Even under the low mobility scenario a substan-
tial fraction of DDT is transferred to the southern hemi-
sphere. 0.13% (10.6 t) and 0.01% (0.8 t) of the total
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environmental burden are found in the Arctic (i.e.≥66.5◦ N)
and Antarctic (≥66.5◦ S, mean of 10th year), respectively,
under the low mobility scenario in contrast to 0.68% (83 t)
and 0.07% (8.6 t), respectively, under the high mobility sce-
nario DG80HM. The winter monsoon over India carries more
substance into the south, resulting into a 0.05% of total bur-
den residing in the Antarctic polar circle for DG90HA, while
the fraction which reaches the Arctic is 0.5%. 1.85% (300 t)
and 0.06% (9.8 t) are reaching and residing over Arctic and
Antarctic in the case ofγ -HCH. These fractions ofγ -HCH
again emphasize the substance’s large mobility. Despite a
more northwardly application ofγ -HCH than DDT (the cen-
tres of gravity of the application patterns are at 37 and 22◦ N,
respectively) larger fractions are found in the high latitudes
of the southern hemisphere. The centre of gravity (COG) of a
compartmental or total environmental substance distribution
is defined as the geographic location where 50% of the mass
burden is south of latCOG, and 50% east of lonCOG. Obvi-
ously, the larger mobility is important in this regard (which
is driven by a higher saturation pressure and a smaller affinity
to organic phases, e.g. sorption coefficient, Table 1). But the
two substances also differ with respect to atmospheric depo-
sition: γ -HCH is more efficiently washed out. 2% and 0.1%
of the global deposition of DG80LW is received by the Arctic
and Antarctic, respectively, while these fractions are 8% and
0.6%, respectively, under the DG80HM scenario and 3% and
0.4%, respectively, under the DG90HA scenario. The respec-
tive fractions forγ -HCH are 21% and 0.4%. The discrepan-
cies in these fractions are explained by the residence time
in air (DG80LW vs. DG80HM), more northward application
of γ -HCH (DG80HM vs. LG80HM) and the superposition
of temporal application and precipitation patterns (DG80HM
vs. DG90HA, see Sect. 6.4). More northward applications
will facilitate higher depositions in the north and less in the
south.

The distributions of DDT andγ -HCH tend to migrate in
the same zonal directions, northwards: The movement of
latCOG of the total environmental burden (difference between
the maximum shift to south and north) is 4.5◦, 6.2◦ and 7.6◦

towards N under the DG80LW, DG90HA and DG80HM sce-
narios, respectively, in 10 a. In the same time period the
latCOG of total environmental burden ofγ -HCH has moved
4.4◦ towards south from that of application (37◦ N), but 6.7◦

towards north from the first year in the environment. These
migrations amount to 6.7◦, 12.2◦ and 5.0◦ towards N under
the DG80LW, DG90HA and DG80HM scenarios, respec-
tively (Fig. 5). Hence, the migratory tendency of the to-
tal environmental burden is most pronounced for DDT as
used in 1990, less for lindane and even less for DDT as
used in 1980. With a slower atmospheric degradation of
DG80HM scenario, we expected a larger shift in COG of
this scenario compared to DG80LW. But it is found that even
though the plume spread is wider in DG80HM (90% of mass
lies between the latitudinal belts of 37.2◦ S and 60.7◦) than
in DG80LW (90% mass is between 10.2 and 54.1◦ N), the

Fig. 5. Distribution of mass between latitudes. Migration of
lat05 (dotted lines), lat50 (solid lines) and lat95 (broken lines) per-
centiles, for DG80LW (red), DG80HM (blue), LG80HM (green)
and DG90HA (cyan).

northward migration of the COG of the total environmental
burden under the DG80LW scenario exceeds the one under
the DG80HM scenario (Table 4). Although DDT is emitted
only from India under the DG90HA scenario, the spreading
is equally efficient as under DG80HM, where, by the end of
the 10th year, 90% of the mass is found between 29.1◦ S and
52.1◦ N latitudes. At the end of 10 a, 90% ofγ -HCH is dis-
tributed between 45.7◦ S and 66.7◦ N latitudes (Fig. 5).

Under the high mobility scenario a spatial spreading of
ca. 4500 km is found for DDT and ca. 5200 km forγ -HCH.
The LRTP as measured by the spatial spreading, SS, is higher
for γ -HCH than DDT (Table 4).

6.3.2 Influence of the regional climate

Indian summer monsoon – when the wind blows from SW
– is characterized by very heavy rainfall. This SW monsoon
begins on the Kerala coast of India usually within two weeks
of 1 June. The NE monsoon in boreal winter associated
with dry conditions begins typically in October (Blandford,
1886; Webster et al., 1998; Gadgil, 2003). During the winter
monsoon, low-level transport from the Indian subcontinent
is particularly important. The aerosol load over India and
the northern Indian Ocean is dominated by anthropogenic
aerosols during the NE winter monsoon season and by min-
eral dust and sea salt during the SW summer monsoon. The
former is dominated by low-level transport from S and SE
Asia, while the latter results from low to mid tropospheric
transport from the African continent and the Arabian Penin-
sula (Li and Ramanathan, 2002). The global atmospheric
burden and the zonally averaged distribution of DDT in the
atmosphere during boreal summer (June–July) and winter
(November–December) are shown in Fig. 6. Heavy precipi-
tation during the summer monsoon reduces the atmospheric
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(a) (b)

Fig. 6. June–July(a) and November–December(b) average geographic distribution of the DDT total atmospheric burden (ng m−2) and
zonally averaged vertical mixing ratio profiles (pg kg−1) under the four scenarios, 10th year. Colour bars apply to both(a) and(b) each.

residence time of substances and subsequently their spread to
remote regions. Pollution is carried to the NE (Fig. 6a). Dur-
ing the NE monsoon season mass is shifted more towards
equator and towards west due to the northeasterly winds
(Fig. 6b). In the vertical not much substance escapes into the
stratosphere during the SW monsoon period due to the effi-
cient washout. More substance is found to reach the strato-
sphere during the winter monsoon when pollution is trans-
ported over the Indian Ocean and mixed into the intertropi-
cal convergence zone (Fig. 6b). The plume from the major
source regions, is shifted towards NE over Asia, more merid-
ionally over Europe (due to midlatitude westerlies) and east-
ward over central America (due to trade winds). Here we as-
sumed the substance to enter the model world during the peak
monsoon months when it is washed out efficiently (Table 2).
Even though substance is entried again during November
and December, the monsoon causes again washout during
November, leading only substance released in December to
remain. That means that much of what is applied stays in
the region. Test runs with a modified DG90HA scenario,
namely continuous year-around temporal application pattern
show thatτatmospherewould be prolonged by 50% to ca. 34
days.

To study the various interactions between airborne trans-
port, sink processes in the atmosphere and revolatilisation
from the soil and from water surfaces and substance proper-
ties on substance fate as well as the seasonal and the inter-
annual variability of climate parameters, we focus into two
tropical regions, 6–29◦ N/67–93◦ E and 9◦–0◦ S/98–161◦ E
and one high-latitude region, 50–64◦ N/159–226◦ E. Hence-
forth these are referred to as the Indian, Indonesian and
Alaskan regions, respectively. The size of these regions is
comparable (about 6.5×106 km2) and each of these encom-
passes land and sea areas of about equal size. The Indian
region encompasses most of India south of the Himalayas
and Bangla Desh and is a region with DDT and lindane
application under the simulated scenarios in contrast to the
other two regions. (The Indonesian region is chosen to ex-
clude application areas of lindane in the northern parts of
the archipelago.) The Alaskan region encompasses parts of
eastern Siberia and Kamchatka and excludes the permafrost
regions. The regions are characterized by significant (Indian,
Alaskan) or very little (Indonesian) seasonal fluctuating tem-
peratures (Fig. 7a) and by very high (Indian, Indonesian)
(Nanjundiah et al., 1992; Hendon, 2002; Goswami, 2005)
or low (Alaskan) precipitation rates (Stafford et al., 2000)
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Fig. 7. Seasonality of the temperature at ground(a), precipitation(b), deposition(c, d), and volatilisation from land(e, f) and ocean(g, h)
for DDT (c, e, g) andγ -HCH (d, f, h), in the Indian (blue), Indonesian (green) and Alaskan (red) regions during years 6–10 of the simulation.

(Fig. 7b), respectively. The austral summer monsoon brings
heavy precipitation to Indonesia. The monsoon onset typi-
cally progresses in a southeastward direction from October
through January. Monsoon retreat generally follows the op-
posite path, occurring from February through April (Tanaka,
1994). On interannual time scales precipitation over Indone-
sia has been shown to be strongly affected by ENSO and thus
exhibits strong interannual variability. The model reproduces
this interannual variability of Indonesian precipitation very
well (see Fig. 7b).

The deposition of DDT in the Indian region is obviously
determined, and in the Indonesian region at least influenced
by the precipitation patterns: maxima of the time series co-
incide temporally as well as with respect to the magnitude.
E.g., low precipitation in Indonesia in the year 8 of the simu-
lation translates into a corresponding annual low in the DDT
deposition flux (cf. Fig. 7c, “1985”). Dry deposition is more
important in the dryer, extra-tropical region: The deposition
maximum occurs up to 3 months in advance of the precipi-
tation maximum in the Alaskan region (Fig. 7) and is related
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to the Arctic haze season in late winter and early spring.
The volatilisation flux of DDT andγ -HCH in the Indian and
Alaskan regions is obviously controlled by temperature, over
land (cf. Figs. 7e, f), and by winds over ocean (Figs. 7g, h).
Hereby, a relatively sharp peak coincides with the seasonal
warming (April–May). However, this high volatilisation rate
is not sustained during the entire warm season but decreases
rapidly over India with the beginning of the rainy season.
In contrast (and under conditions of little temperature fluc-
tuations), it is the lack of precipitation (September–October)
which triggers the volatilisation of DDT in the Indonesian
region from land and ocean. Even though Indonesia is closer
to source regions than Alaska, the deposition rate on and the
volatilisation rate from this region is much smaller than those
of Alaska. This is because Indonesia is upwind of the In-
dian source regions so that air masses containing pesticides
applied in India has to circle the globe before reaching In-
donesia. While deposition and volatilisation are correlated in
Alaska (with time lags of up to 2 months), this is not the case
in Indonesia, a finding which supports the determining influ-
ence of lack of precipitation for volatilisation in Indonesia.
Also circulation in general transports the substance from the
northern hemispheric source regions preferably to the north
than across the equator, which explains the higher concentra-
tions over Alaska compared to that over Indonesia.

Even more clearly than the deposition of DDT, the deposi-
tion of lindane in the tropical regions is obviously determined
by the precipitation patterns. In the Alaska region, however,
the deposition maxima of both DDT and lindane occur up to
3 months in advance of the precipitation maximum and are
related to transport (seasonal winds). Much moreγ -HCH is
deposited there than DDT, a difference not seen in the trop-
ical regions. This can be explained by the limited washout
of DDT under conditions of reduced precipitation. Out of
194 t ofγ -HCH deposited over Indian region in the 10th year
of the simulation, 159 t are deposited during the wet months
(June–November) while only to 35 t during the dry months
(December–May), and for DDT the corresponding deposi-
tion fluxes are 166, 133 and 33, respectively. The Indonesian
wet months (December–May,Hendon, 2002) contribute 6 t
out of 8 in total of the deposited DDT, while it is 17 t out
of 20 in the case ofγ -HCH. In Alaska, the coastal regions
experience relatively small variability, while the inland re-
gions experience a continental climate with large daily and
annual variability with respect to temperature and precipita-
tion. Hence, we compare July–December as the months with
more precipitation, with January–June as the ones with less
precipitation. April is the driest month in all regions. 14 t
out of 21 of DDT and 44 t out of 75 ofγ -HCH deposit dur-
ing the wet period. These numbers show that in all the three
regions considered, washout is the main removal mechanism
from the lower troposphere.

The seasonalities of temperature and deposition flux in the
Alaskan region, almost perfectly in phase, seem to explain
the seasonality of substance volatilisation there. The volatil-

isation flux of lindane in the tropical regions is controlled
by precipitation in combination with temperature (Indian re-
gion) or precipitation, temperature and deposition (Indone-
sian region, cf. Fig. 7). Obviously, the higher volatility of
lindane relative to DDT (vapour pressure) does not translate
into a clear dependence of volatilisation on temperature fluc-
tuation, but the superimposed influences are obviously more
complex, causing different behaviour in different regions and
for volatilisation from land and sea. The differences between
the volatilisation patterns of the two substances are more pro-
nounced on land. They are in phase in the receptor regions
but out of phase in the source region India (despite the same
temporal application pattern). This is due to the significance
of the deposition pattern for volatilisation in the absence of
the agricultural application as a source. As the Indian re-
gion is a major entry region for the substances into the en-
vironment, it is a net exporting region (Fvol>Fdep). In con-
trast, the non-application regions are net-importing regions
(Fvol<Fdep). Deposition exceeds volatilisation by 167% and
208% in the Indonesian region for DDT andγ -HCH, re-
spectively, but by only 27% and 102%, respectively, in the
Alaskan region.

6.4 Comparison with observations

The scarcity of long-term measurements of DDT andγ -HCH
cause severe limitations to validate model results. Moreover,
due to un-realistic usage scenarios (virgin environment, same
amounts in sequential years), data uncertainties of physico-
chemical data, degradation data and temporal usage patterns,
we can only expect model results to match observational data
in terms of temporal and geographic trends rather than abso-
lute numbers.

We compare model results with long-term measurements
in the continental Arctic, which started in 1993 (Macdonald
et al., 2000). As local SOCs cycling at the coastal Arctic sta-
tions (Iceland and Spitsbergen) will be strongly influenced
by sea ice and its seasonality and the substance cycling in the
model treats sea ice like sea water, we refrain from compar-
ing with observations from these sites. Years with monitor-
ing data were not simulated, nor was the temporal dynamics
of the applied amounts. Therefore, any comparison of model
data with observation is necessarily very uncertain. To come
close to the historic years, we choose the atmospheric con-
centration data of the 3rd simulated year under the 1990 DDT
scenario and the 10th simulated year under the 1980 scenar-
ios (DDT andγ -HCH). This is justified, since after a few
years the modelled atmospheric concentration has reached
quasi-steady state and does not change significantly there-
after (Fig. 1). The predicted concentrations overestimate the
observed by a factor of 1.6 (Ny Alesund) – 26 (Tagish) in the
case of DG90HA and by a factor of 38 (Ny Alesund) – 53
(Dunai and Heimaey) forγ -HCH (Table 5). In contrast, the
simulated concentration under the DG80LW scenario is in
good agreement with the observation. The discrepancy lies
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Table 5. Model simulated and observed concentration over Arctic (pg kg−1).

DDT γ−HCH
Location Simulated Observed Simulated Observed

DG80LW DG90HA LG80HM

Ny Alesund 5.1 8.6 5.4 543.3 14
(78.55◦ N, 11.56◦ E)
Alert 3.7 10.8 4.3 551.9 11
(82.30◦ N, 62.20◦ E)
Tagish 3.0 38.0 1.4 462.7 11
(60.20◦ N, 134.15◦ E)
Dunai Island 5.8 7.2 0.93 515.4 9.8
(74.00◦ N, 125.00◦ E)
Heimaey Island 3.1 1.6 nda 799.0 15
(63.24◦ N, 21.17◦ E)

a Data not available or not determined

between 5% and a factor of 5.2. The seasonality of the atmo-
spheric concentration is reasonably captured by the model for
the continental Arctic station (Tagish). The predicted yearly
amplitude (i.e. ratio of mean of maximum month to mean of
minimum month) is 2.3, while that of observed is 2.

Global DDT usage in agriculture was supposedly around
5 kt in the early 1990s (Li and Macdonald, 2005) in con-
trast to 9.3 and 4.5 kt under DG80LW and DG90HA, respec-
tively. From this, overestimations up to a factor of 2 could be
explained. However, the geographic application pattern of
DDT had substantially changed between 1980 and the early
1990s, namely shifted south. From this, a tendency to over-
estimate Arctic DDT levels based on the northerly biased
application pattern under DG80LW can be expected. The
match between predicted and observed under DG80LW and
the overestimate under DG90HA, therefore, are suggested
to be related to compensating effects: An overestimated at-
mospheric source (emissions continuously on the high 1980
level) is compensated for by an overestimated distance to
source regions and an overestimated atmospheric sink (too
fast degradation). The model results under DG90HA might
be deviating from observations due to an underestimated at-
mospheric sink (too slow degradation). Globalγ -HCH usage
had decreased to about 5.9 kt in 1980 and slightly less in the
following years (Li et al., 1996) in contrast to 20.4 kt under
LG80HM. Hence, annual emitted amounts during the obser-
vation period are expected to be a factor of 5 or so too high.
The application pattern ofγ -HCH changed less significantly.
The discrepancies are larger than expected and might be re-
lated to partitioning to the cryosphere (not captured in the
model) or to underestimated atmospheric sinks, as well. The
OH radical reaction coefficient is not particularly uncertain,
but the degradability on particulate matter (assumed to be 0)
is.

7 Conclusions and outlook

The behaviour of SOCs in the environment was studied us-
ing a multicompartment model which is based on an AGCM.
The prime aim of this study was to investigate the combined
influences of global and regional climate on one hand side
and physico-chemical properties of SOCs on the other hand
side on the long-range transport potential and multicompart-
mental cycling on the temporal scale of a decade. Under five
scenarios five combinations of physico-chemical properties
and emission patterns (temporal and spatial) were tested.

The ground compartment reservoirs are mostly con-
trolled by the balance between atmospheric deposition and
(re-)volatilisation fluxes, because degradation is slow there.
The transition to quasi-steady state could be simulated: The
model predicts the atmosphere and vegetation compartment
to reach pseudo-steady state within 3–4 a, in the case of
both DDT andγ -HCH and under all tested scenarios. DDT
shows a tendency to reach equilibrium in slightly more than
10 a in soil, whileγ -HCH almost achieved quasi-steady state
in 10 a. Our study does not address the longer time scale
(>10 a) nor does it account for transport with ocean currents.
These, accounted for, would change the tracer distributions
in the ocean mixed surface layer. The deep ocean is consid-
ered as the final sink for many pollutants. The ocean sur-
face mixed layer is predicted to approach quasi-steady state
with respect to DDT cycling within ca. 6 a and with respect
to lindane cycling within ca. one decade. Once this state is
reached the compartmental sources (atmospheric deposition)
are balanced by the sinks (volatilisation, degradation, loss to
deep sea). In reality, in particular DDT volatilisation from
the world ocean might be more delayed, because the model
is expected to underestimate SOCs’ loss to the deep sea, and
more so for DDT thanγ -HCH, as it disregards the partition-
ing to sinking particulate matter. Due to the large gradients of
the phytoplankton distributions (Yoder and Kennelly, 2003),
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this effect will be most significant close to continental mar-
gins and in shelf seas.

All environmental compartments are globally contami-
nated within 2 a. Expectedly, degradation in the atmosphere
was found to be key for long-range transport. Even if the at-
mospheric burden accounts for only 1% of the total environ-
mental burden, the total environmental persistence is signif-
icantly influenced by atmospheric degradation. The relative
significances of various contributions to atmospheric degra-
dation, OH reaction in the gaseous and particulate phases,
phase partitioning remain to be investigated. These will be
addressed in future studies and studies under way. Contam-
inant accumulation spreads more rapidly towards north than
towards south. On the time-scale of a decade and under sce-
narios of stable spatial emission patterns a northerly shift is
predicted for the large-scale migration of DDT and, more
pronounced for the migration of lindane.

The role of regional wind systems and atmospheric dy-
namics in general are relevant for the understanding of SOCs
cycling on large spatial scales. This study shed some light on
the role of the dynamics over and around Asia: a high lati-
tude region (like the Alaskan region) seems to act as a better
sink region for SOCs than a region close to the source areas
(like the Indonesian region). The role of trade winds is evi-
dent in this context, because once SOC-loaded air flows out
from Asia during the boreal winter. Further on, substances
reaching mid-latitudes, are partly transported further north.
Low concentrations as well as elevated concentrations in the
same latitudinal zone are predicted depending on whether re-
gions being located downwind (such as equatorial Africa) or
upwind (such as the Indonesian region) of source regions.

AGCM-based models should be capable to simulate the
long-range transport as well as the influence of regional cli-
mate and climate change. It is important to provide tools
capable to study multicompartmental cycling, LRTP and to-
tal environmental persistence,τoverall, since the measurement
of these characteristics are impossible. As mentioned above,
the organochlorine pesticides have been in use from the late
1940s, while monitoring started only by the late 1980s. The
observations, hence, reflect the combined cycling of increas-
ing fresh emissions and remnants from the earlier usage pe-
riod. Therefore, a historic simulation with transient emission
data is necessary to simulate the historic global cycling of
these substances.
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Steinḧauser, K. G.: Environmental risks of chemicals and genet-
ically modified organisms: A comparison, Environ. Sci. Poll.
Res., 8, 120–126, 2001.

Stier, P., Feichter, J., Kinne, S., Kloster, S., Vignati, E., Wilson,
J., Ganzeveld, L., Tegen, I., Werner, M., Schulz, M., Balkan-
ski, Y., Boucher, O., Minikin, A., and Petzold, A.: The aerosol-
climate model ECHAM5-HAM, Atmos. Chem. Phys., 5, 1125–
1156, 2005.

Tanaka, M.: The onset and retreat dates of the austral summer mon-
soon over Indonesia, Australia, and New Guinea, J. Meteor. Soc.
Japan, 72, 255–266, 1994.

UNECE: Protocol to the 1979 Convention on Long Range Trans-
boundary Air Pollution on persistent organic pollutants and Ex-
ecutive Body decision 1998/2 on information to be submitted
and the procedure for adding substances to Annexes I, II and III
to the protocol on persistent organic pollutants, Document No.
ECE/EB.AIR/60, United Nations, Geneva, 1998.

UNEP: Regionally Based Assessment of Persistent Toxic Sub-
stances, United Nations Environment Programme, Geneva, 2003.

UNEP-CEG: The development of science-based criteria and a pro-
cedure for identifying additional persistent organic pollutants as
candidates for future international action, Draft proposal on pro-
cedures for identifying persistent organic pollutants for future in-
ternational action, UNEP/POPS/INC/CEG/2/2, United Nations
Environment Programme, Criteria Experts Group, Wien, Aus-
tria, 1999.

Vallack, H. W., Bakker, D. J., Brandt, I., Brorström-Lund́en, E. A.,
Brouwer, A. B., Bull, K. R., Gough, K., Guardans, R., Holoubek,
I., Jansson, B., Koch, R., Kuylenstierna, J., Lecloux, A., Mackay,
D., McCutcheon, P., Mocarelli, P., and Taalman, R. D. F.: Con-
trolling persistent organic pollutants – what next?, Environ. Tox-
icol. Pharamacol., 6, 143–175, 1998.

Wallace, J. and Hobbs, P.: Atmospheric Science. An Introductory
survey, Academic Press, San Diego, 1977.

Wania, F. and Mackay, D.: A global distribution model for per-
sistent organic chemicals, Sci. Tot. Environ., 160/161, 211–232,
1995.

Wania, F. and Mackay, D.: The evolution of mass balance models
of persistent organic pollutant fate in the environment, Environ.
Poll., 18, 223–240, 1999.

Webster, P. J., Magana, V. O., Palmer, T. N., Shukla, J., Tomas,
R. T., Yanai, M., and Yasunari, T.: Monsoons: processces, pre-
dictability and the prospects of prediction, J. Geophys. Res.,
103(C7), 14 451–14 510, 1998.

Yoder, J. A. and Kennelly, M. A.: Seasonal and ENSO variabil-
ity in global ocean phytoplankton chlorophyll derived from 4
years of SeaWiFS measurements, Global Biogeochem. Cycles,
17, doi:10.1029/2002GB001 942, 2003.

Atmos. Chem. Phys., 6, 1231–1248, 2006 www.atmos-chem-phys.net/6/1231/2006/


