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Abstract. The effective radiative forcing due to aerosol—cloud interactions (ERFaci) is difficult to quantify,
leading to large uncertainties in model projections of historical forcing and climate sensitivity. In this study,
satellite observations and reanalysis data are used to examine the low-level cloud radiative responses to aerosols.
While some studies assume that the activation rate of cloud droplet number concentration (/Ng) in response
to variations in sulfate mass concentration (SO42_) has a one-to-one relationship, we find this assumption to be
incorrect. Our analysis estimates a global mean activation rate of 0.35 = 0.17 (90 % confidence) and demonstrates
that explicitly accounting for the activation rate is crucial for accurate ERFaci estimation. This is corroborated
through a “perfect-model” cross-validation using state-of-the-art climate models. Our results suggest a smaller
and less uncertain value of the global ERFaci (—0.32 +0.21 Wm~2 for SO42~, 90 % confidence) than recent
climate assessments (e.g., —0.93 0.7 Wm2,90% confidence), indicating that ERFaci may be less impactful
than previously thought. Our results are also consistent with observationally constrained estimates of total cloud
feedback and recent estimates that models with weaker ERFaci better match the observed hemispheric warming

asymmetry over the historical period.

1 Introduction

Anthropogenic aerosols impact the Earth’s radiation balance
at the top of the atmosphere, with this perturbation quantified
as radiative forcing (e.g., Boucher et al., 2013; Raghuraman
etal., 2021; Kramer et al., 2021). They directly alter the radi-
ation budget by scattering and absorbing solar radiation and
indirectly influence it by serving as cloud condensation nu-
clei (CCN), which modifies cloud properties and can extend
their duration. The increase in aerosol concentration leads
to smaller cloud droplets and higher cloud albedos, known
as the “Twomey effect” (e.g., Twomey, 1977), enhancing the
negative radiative forcing due to aerosol—cloud interactions
(RFaci). Additionally, aerosols affect cloud microphysical
properties (e.g., Albrecht, 1989; Pincus and Baker, 1994),
such as reducing precipitation, which increases cloud liquid

water path (LWP), lifetime, and fraction, a process termed
cloud adjustment (CA). Thus, together, RFaci and CA are in-
trinsically interconnected through the cloud droplets (Miil-
menstiddt and Feingold, 2018) and constitute the effective
radiative forcing from aerosol—cloud interactions (ERFaci).
ERFaci is highly uncertain and often larger than the direct
radiative impact of aerosols (Forster et al., 2007; Zelinka
et al., 2014; Smith et al., 2020a).

Estimating the ERFaci, especially in low-level clouds
which are the dominant contributor of aerosol—cloud inter-
actions to ERFaci (Christensen et al., 2016; Bellouin et al.,
2020; Forster et al., 2021), is critical for accurately identi-
fying cloud feedback mechanisms and determining climate
sensitivity (Rosenfeld, 2006; Boucher et al., 2013; Sherwood
et al., 2020). Our study provides quantitative insights into the
ERFaci using both satellite observations and reanalysis data.
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A key component of our analysis is the activation rate, which
serves as a metric for assessing the actual impact of aerosols
on cloud droplet number concentrations (Ng). In some stud-
ies, the activation rate is not explicitly incorporated into the
estimation process of ERFaci, as it is implicitly assumed to
have a one-to-one relationship (e.g., Chen et al., 2014; Chris-
tensen et al., 2016; Douglas and L’Ecuyer 2020; Wall et al.,
2022, 2023). Our results suggest the importance of consid-
ering the activation rate when evaluating the interactions be-
tween aerosols and clouds. To evaluate the robustness of our
results, we conduct a “perfect-model” cross-validation using
Coupled Model Intercomparison Project Phase 6 (CMIP6)
simulations. This form of cross-validation is widely used in
statistics and machine learning to assess the generalizability
of predictive models and prevent overfitting (Wenzel et al.,
2016; Knutti et al., 2017; Brunner et al., 2020). Through this
approach we demonstrate that explicitly including the acti-
vation rate is essential to improving the accuracy of ERFaci
estimates.

In the main text, our analysis primarily focuses on sul-
fate mass concentration (SO42_) at 925hPa as an aerosol
proxy, derived from the Modern-Era Retrospective Analy-
sis for Research and Applications version 2 (MERRA-2;
Randles et al., 2017; Gelaro et al., 2017). Sulfate aerosol
is recognized as a dominant contributor to ERFaci as well
as cloud droplet formation, among other aerosol types such
as black carbon, organic carbon, sea salt, and dust (Charl-
son et al., 1992; Stevens, 2015; McCoy et al., 2018). Addi-
tionally, results derived from satellite measurements of the
aerosol index (AI) from Moderate Resolution Imaging Spec-
troradiometer (MODIS; Platnick et al., 2015a, b) also show
a high degree of consistency.

2 Results

2.1 Activation rate

Some approaches to estimate the ERFaci with aerosol con-
centrations have operated under a key assumption: the natural
logarithm of aerosol concentration correlates proportionally
with the natural logarithm of cloud droplet number concen-
tration (e.g., Chen et al., 2014; Christensen et al., 2016; Dou-
glas and L’Ecuyer, 2020; Wall et al., 2022, 2023). This rela-
tionship, commonly referred to as the activation rate, quan-
tifies the efficiency with which aerosol particles convert into
cloud droplets. The hypothesized cause—effect relationship
between aerosols and clouds is important to understand and
to be dealt in the process of aerosol-cloud interactions, as it
involves an increase in CCN leading to an increase in Ny,
which subsequently influences cloud properties. To verify
the key assumption while accounting for environmental in-
fluences, we performed cloud controlling factor (CCF) anal-
ysis (Appendix A6). Figure 1 illustrates the regression co-
efficients between In(Ng) and In(SO427), with all other en-
vironmental predictors held constant. Our results show that,
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Figure 1. Regression coefficient map of the activation rate of
cloud droplet number concentration (Ng) in response to variations
in sulfate aerosol mass concentration (SO42_) for the period Jan-
uary 2003 to December 2019, derived from cloud controlling factor
(CCF) analysis (Appendix A6). The color scale indicates the mag-
nitude of sensitivity, where an increase in S042- corresponds to
an increase in Ng. Areas with stippling indicate where the changes
are not statistically different from zero at the 95 % confidence level
using Student’s ¢ test.

in most regions, these coefficients are positive but less than
1, underscoring that not all sulfate in the atmosphere is con-
verted into cloud droplets. On a global scale, the mean acti-
vation rate is 0.35, indicating that sulfate aerosol activation
is less efficient than a one-to-one conversion. Regions with
shallow cumulus clouds, such as the central Pacific, show no-
tably weaker dIn(Ng)/ 91n(SO427) coefficients, while areas
with stratocumulus clouds, like those off the coasts of con-
tinents, display relatively stronger positive regression coeffi-
cients (Fig. 1). This variation may be attributed to differences
in local environmental conditions and the role of aerosols
in which these clouds occur (e.g., Douglas and L’Ecuyer,
2019, 2020). Repeating our analysis using Al yields some-
what different results with those for SO42_ though still show-
ing strong positive regression coefficients near continental
coasts, with a global mean of 0.21 (Fig. S1 in the Supple-
ment). The differences in regression coefficients observed
for 91n(Ng)/0In(Al) may be attributed to the use of column-
integrated quantities, AI from MODIS, which do not account
for the vertical structure of aerosols. Consequently, they may
not accurately represent aerosol concentrations at cloud base
height.

2.2 Observationally constrained ERFaci

We now proceed to estimate the observationally constrained
ERFaci (ERFaci_obs), considering two scenarios: one with
and the other without the inclusion of the activation rate.
The basic form of ERFaci_obs following Wall et al. (2022),
where the activation rate is not explicitly included, can be
expressed as follows:

dCRE_Icld

ERFaci_obs ~
dln(X)

x Aln(X), (D

where CRE_Icld represents the cloud radiative effect from
non-obscured (non-overlapped) low-level clouds, obtained
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from the Clouds and the Earth’s Radiant Energy System
(CERES) FluxByCldTyp Ed. 4.1 dataset (Sun et al., 2022),
and X represents either SO42~ or AL The right-hand side of
the equation consists of two main parts: one is the suscepti-
bility of the low cloud radiative effect to variations in aerosol
concentrations, derived from CCF analysis while holding
other environmental conditions constant (Appendix A6), and
the other is the changes in aerosol concentrations from pre-
industrial (PI) to present-day (PD). Due to the lack of ob-
servational data on PI aerosol concentrations, we employ
the outputs of CMIP6 historical experiments. As expected,
changes in sulfate mass concentration exhibit distinctive spa-
tial patterns characterized by interhemispheric asymmetry,
with particularly large values in proximity to major indus-
trial regions on the Eurasian and North American continents
(Fig. 2a).

In light of Fig. 1, the basic form of ERFaci_obs in Eq. (1)
can be expanded to incorporate the influence of the activa-
tion rate by accounting for the interactions between aerosols
and cloud droplet formation. This modified equation can be
expressed as follows:

JCRE_Icld
31n(Ng)

31n(Ng)
X
3n(X)

ERFaci_obs = ( ) x Aln(X), (2)
where the low cloud susceptibility is now the product of two
terms: the susceptibility of low cloud CRE to N4 and the ac-
tivation rate of X to Ng.

Our analysis reveals pronounced differences in suscepti-
bility in how low cloud radiative effects respond to varia-
tions in aerosol concentrations across the globe depending
on whether the activation rate is considered or not. The in-
clusion of the activation rate in our analysis considerably
diminishes the sensitivity of clouds to aerosols (Fig. 2b
vs Fig. 2¢). Noticeable decreases in susceptibility are cap-
tured in mid-latitudes and in subtropical regions where low
clouds are dominant. This also indicates that the coefficient
of Bln(CRE_lcld)/aln(SOﬁ’) without the activation rate is
partially attributable to factors other than the Ny-mediated
mechanism (Gryspeerdt et al., 2016).

Both methods of estimating ERFaci_obs show that an in-
crease in aerosol concentration correlates with a negative
cloud radiative adjustment that is especially prevalent in ar-
eas dominated by low clouds (Fig. 2d, e). However, due
to the reduced susceptibility, the estimated ERFaci_obs is
markedly smaller when activation is explicitly accounted
for (Fig. 2e) than when it is not (Fig. 2d). Specifically,
the global ERFaci_obs is ~ 64 % smaller with activation
(—0.32 W m~2) than without (—0.88 W m™?2). Similar results
are obtained if one uses Al instead of SO42_ as the measure
of aerosol concentration (Fig. S2d, e).

2.3 Perfect-model cross-validation

In this section, we perform a perfect-model cross-validation
exclusively using CMIP6 simulations to assess which of the
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two approaches — considering the activation rate or not — is
more accurate. Specifically, in single-forcing (aerosol-only)
experiments from the Radiative Forcing Model Intercompar-
ison Project (RFMIP; Pincus et al., 2016), each model is se-
quentially treated as the “truth”, with its ERFaci considered
the “true” value. Meanwhile, the same model from historical
simulations, assumed to be a pseudo-observation, estimates
ERFaci for comparison with the true ERFaci. The resulting
root mean square error (RMSE) provides a quantitative mea-
sure of the accuracy of the ERFaci estimates.

As an initial step in the perfect-model test, single-forcing
(aerosol-only) CMIP6 simulations are used to establish the
true ERFaci for each model, referred to as ERFaci_true,
which provides a benchmark for assessing the accuracy of the
ERFaci estimated from the monthly outputs of CMIP6 his-
torical experiments using Egs. (1) and (2), where the model
is treated as a pseudo-observation, and the estimate is re-
ferred to as ERFaci_est. Because the number of CMIP6 mod-
els that provide single-forcing (aerosol-only) simulations for
ERFaci_true is limited, we also explore another technique for
estimating ERFaci introduced by Soden and Chung (2017;
referred to as ERFaci_SC17) that has been previously shown
to agree well with ERFaci_true (Chung and Soden, 2017).
For more details on the estimation of these three different
ERFaci using CMIP6 model outputs, please refer to Ap-
pendix A7. A comparison, for the perfect-model test, of ER-
Faci_est with both ERFaci_true and ERFaci_SC17 is pro-
vided below.

Figure 3 illustrates the correlation between ERFaci_true
and two alternative approaches derived from CMIP6 model
output. The estimates of ERFaci_est that omit the activation
rate fail to replicate the true ERFaci values accurately, with
RMSE of 0.7 W m~2 and bias of 0.58 Wm™2. Conversely,
incorporating an explicit activation rate into the ERFaci esti-
mates provides better agreement with ERFaci_true, reducing
both the RMSE and bias by around 43 % (Fig. 3a).

ERFaci_SC17 exhibits the best agreement with ER-
Faci_true, with markedly smaller RMSE (0.14Wm_2) and
bias (0.1 Wm™2) (Fig. 3b). This consistency allows us to ex-
pand the sample size of CMIP6 models, with which we can
evaluate ERFaci_est by using ERFaci_SC17 as a surrogate
for ERFaci_true (Fig. 3c). This expanded cross-validation
once again highlights the importance of including the acti-
vation rate in ERFaci estimates, as it reduces both the RMSE
and bias in ERFaci_est by over 45 %. Substituting Al for
SO42_ in the calculation of ERFaci_est yields similar results,
which reduces RMSE up to 36 % (Fig. S3). Our perfect-
model cross-validation analysis with idealized model experi-
ments from CMIP6 leads us to conclude that the inclusion of
the activation rate is essential for accurate estimates of ER-
Faci.

Atmos. Chem. Phys., 25, 7299-7313, 2025



7302 C. Park et al.: Observational constraints suggest a smaller effective radiative forcing

With Activation
(c) Susceptibility (S0427)
Z g > =3

Figure 2. Spatial distribution of ERFaci_obs components and the estimated ERFaci_obs differentiated by the consideration of the activation
rate. (a) Multi-model mean (MMM) of changes in SO42_ between pre-industrial (PI) and present-day (PD) periods. In total, 13 models are
used for this analysis (Table S1 in the Supplement). (b, ¢) Susceptibility of low cloud radiative effect to 5042_ derived from CCF analysis
using observational and reanalysis data (Appendix A6). (d, e) Observationally constrained ERFaci for SO427 estimated by multiplying the
susceptibility with the changes in S042~.
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Figure 3. Perfect-model cross-validation analysis of global-mean ERFaci estimates. (a) ERFaci_true versus ERFaci_est, which is estimated
by simplified version of Egs. (1) and (2) with SO427 as the aerosol proxy (Appendix A7); (b) ERFaci_true versus ERFaci estimates obtained
using the method proposed by Soden and Chung (2017; SC17); and (¢) ERFaci_SC17 versus ERFaci_est. Filled blue circles represent esti-
mates where the activation rate is considered, and open grey circles represent estimates without activation rate consideration. The correlation
coefficient (r), associated p value (p), root mean square error (RMSE), and bias are displayed in the upper left corner for the filled blue
circles and in the lower right for the open grey circles in each panel. Bias is defined as the mean absolute difference from the 1 : 1 reference
line, depicted by a dashed line. All panels have identical x and y axis ranges to highlight the variance among the estimation methods. Higher
r values, lower RMSE, and minimal bias indicate consistency in ERFaci estimates across different estimation methods using CMIP6 models.

2.4 Comparison with previous ERFaci estimates tiplier, y, which represents the ratio of multi-model mean of
global-average ERFaci_true to domain-average ERFaci_true
(Appendix A9). Our global estimates with inclusion of ac-
tivation rate yield an ERFaci of —0.32+0.21 Wm™2 for
S042~ and —0.194+0.17 W m~2 for Al (Fig. 4). These values
are at the higher bound (less negative) when compared with

Now, we compare our observationally constrained estimates
of ERFaci_obs with those previously estimated. To estimate
global-average ERFaci_obs from our domain-average ER-
Faci_obs, we multiply our domain estimate by a scalar mul-
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Figure 4. Estimates of globally averaged ERFaci values, includ-
ing those from the IPCC Sixth Assessment Report, from the WCRP
assessment, ERFaci_obs for 50427, and ERFaci_obs for Al The
ERFaci_obs estimates considering activation rate are shown in red,
while those not considering activation rate are displayed by dashed
grey lines. Thin and thick bars represent the 90 % and 66 % con-
fidence intervals (CI), respectively, except for the WCRP estimate
of ERFaci, which shows 68 % CI for the thick bar. The black ver-
tical lines indicate the best estimate of each ERFaci. The ERFaci
estimate from the IPCC represents the assessment based on obser-
vational evidence alone.

the ERFaci estimate reported in the Sixth Assessment Report
of the Intergovernmental Panel on Climate Change (IPCC;
Forster et al., 2021) and the estimate proposed by the World
Climate Research Program (WCRP; Bellouin et al., 2020).
However, it is worth noting that the ERFaci from WCRP
has a highly skewed distribution, with its highest probability
occurring around —0.4 W m~2, which is consistent with our
observational estimates (Fig. 4). Given the multiple lines of
evidence introduced by the WCRP, which employs a process-
oriented approach to bound ERFaci, our estimates offer fur-
ther evidence to support estimates on the higher end (less
negative) of their range. Furthermore, these constrained ER-
Faci_obs values are also consistent with the recent estimates
provided by Wang et al. (2021), which demonstrate that mod-
els exhibiting weaker ERFaci are more in line with the ob-
served variations in global mean surface temperature as well
as hemispheric warming asymmetry during the historical pe-
riod.

As we emphasized the pronounced impact of including
the activation rate in the ERFaci estimation process, with
this inclusion, the ERFaci_obs values are approximately one-
third for SO42_ and one-fifth for Al of those estimated with-
out considering the activation rate, respectively (—0.88 £
0.31 Wm™2 for SO4%~ and —0.92 £ 0.65 W m~ for AI.

2.5 Implications for cloud feedback

Our observational estimate of ERFaci is on the higher end
(less negative) compared to previous estimates. This finding
also has implications for our understanding of cloud feed-
back mechanisms. Following Wang et al. (2021), we com-
pare the CMIP6 historical simulations of ERFaci across dif-
ferent climate models with their corresponding values of to-
tal cloud feedback, which are derived from the regression
slope of total cloud radiative response to global-mean sur-
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Figure 5. Correlation between global-mean ERFaci estimates ob-
tained using the method proposed by Soden and Chung (2017;
SC17), aimed at expanding the model availability, and the globally
averaged total cloud feedback as determined by the corresponding
models. Each dot represents a single model. The colors from red
to blue indicate weak ERFaci models to strong negative ERFaci
models. Filled circles represent the 15 GOOD HIST models that
align more closely with historical observations of global-mean sur-
face warming, whereas open circles denote the remaining models
(Appendix A4). Correlation coefficients (r) and their associated p
values (p) for the entire models, the GOOD HIST models, and re-
maining models are shown in the upper right corner. The probabil-
ity density functions (PDFs), showing the 90 % confidence intervals
for observationally constrained ERFaci from sulfate mass concen-
tration (SO427; solid line) and the aerosol index (AI; dashed line)
when the activation rate is accounted for, are plotted along the x
axis, while the PDF for observationally constrained total cloud feed-
back (solid line), derived from Ceppi and Nowack (2021), is plotted
on the y axis (amplitudes scaled arbitrarily). Stars denote the best
estimates of the PDFs, signifying the most probable values within
the distributions.

face temperature anomalies from the abrupt-4xCO, experi-
ment (Fig. 5). For this analysis, we use the ERFaci_SC17
since it ensures the widest possible selection of climate mod-
els (Table S1). Among the models we assessed, we identified
a subset of 15 that we termed “GOOD HIST” models (Ap-
pendix A4). These models are characterized by their small
discrepancies in simulating global-mean historical surface
warming when compared to the GISS Surface Temperature
Analysis (GISTEMP v4; Lenssen et al., 2019) observational
data, indicating a higher reliability in their historical climate
simulations. Within this subset, a strong negative correlation
(r =-0.85, p <0.001) exists between ERFaci_SC17 and
the total cloud feedback, which is much more pronounced
than in the remaining models (r = —0.31, p = 0.042). The
strong correlation in the GOOD HIST models highlights the
compensation that occurs between historical aerosol forcing
and cloud feedback in order for models to reproduce the ob-
served historical global-mean temperature.

Also shown are the probability density functions for the
observation-based estimates of ERFaci_obs, taking into ac-
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count the activation rate, and utilizing both SO42_ and
the Al Alongside, we also consider the observationally
constrained estimates of total cloud feedback, which a re-
cent study (Ceppi and Nowack, 2021) has quantified at
0.43+035Wm 2K~ (90 % confidence). These distribu-
tions help illustrate that our constraints on ERFaci fall within
the realistic bounds of total cloud feedback strength. The best
estimates, which show the highest probability (indicated by
stars), also align with those from the GOOD HIST models
and support the validity of our constraints. Notably, our anal-
ysis reveals that models with weaker (less negative) ERFaci
and moderately low total cloud feedback agree best with ob-
servationally constrained values.

3 Conclusions

Our study offers critical insights into the quantification of
the effective radiative forcing from aerosol-cloud interac-
tions (ERFaci), a key source of uncertainty in understand-
ing climate sensitivity. By integrating both satellite observa-
tions and reanalysis data, we focus on the activation rate of
cloud droplet number concentration in response to aerosol
concentration variations, estimated globally at 0.3540.17
for SO42~ and 0.21 £0.23 for AI (90 % confidence), pro-
viding a more sophisticated understanding of the impact of
aerosols on low-level clouds. Our findings, validated through
the perfect-model cross-validation using CMIP6 model sim-
ulations, reveal a less negative global ERFaci estimate
(—0.32£0.21 Wm~2 for SO4>~ and —0.19£0.17 Wm™2
for Al, 90 % confidence) than previously reported (e.g.,
—0.934+0.7W m~2 in IPCC ARG, 90 % confidence).
However, we recognize that the error bars on our con-
straints may not fully capture the broader uncertainties
present in climate assessments. Different methodologies em-
ploying multiple observational constraints (Regayre et al.,
2023) and energy balance constraints (Albright et al., 2021)
suggest a wider ERFaci uncertainty range, from —0.9 to
—0.1 and —0.9 to —0.2W m™2, respectively (90 % confi-
dence). Our reliance on selective satellite observations, re-
analysis data, and model outputs may inherently limit our
uncertainty range. Despite employing the optimal Ny filter-
ing method in our analysis, which aligns well with aircraft
in situ observations (Appendix A3), there remain uncertain-
ties in Ny derived from cloud optical depth and effective
radius retrievals from MODIS satellite observations. Thus,
we estimate ERFaci using two additional cloud droplet fil-
tering methods introduced in Gryspeerdt et al. (2022a), and
the estimates remain qualitatively consistent (Fig. S4). Even
considering the most negative ERFaci estimate among the
three filtering methods, its value (—0.46:|:O.28Wm_2 for
SO42_ and —0.30+0.19W m~2 for Al 90 % confidence)
still lies at the higher bound (less negative) of both IPCC and
WCRP estimates. Overall, our range of ERFaci estimates,
from —0.74 to —0.02 W m™2, aligns with those obtained us-
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ing alternative methodologies, while also highlighting the ro-
bustness of our findings across different data selections — a
potentially smaller influence of aerosol—cloud interactions on
climate forcing than previously assessed.

Appendix A: Methods

In this study, we analyze observational and reanalysis
datasets characterized by their monthly temporal resolution
and their geographical coverage extending from 60°S to
60° N, with a particular focus on oceanic regions due to un-
reliable retrieval over land and polar regions (Jia et al., 2019;
Gryspeerdt et al., 2022a; Jia and Quaas, 2023). The dataset
spans from January 2003 through December 2019, and all
data fields were interpolated onto a 2.5° x 2.5° grid.

A1 CERES

Our analysis employs monthly gridded satellite observa-
tions from the Clouds and the Earth’s Radiant Energy Sys-
tem (CERES) FluxByCldTyp Edition 4.1 dataset (Sun et al.,
2022), focusing on a combined analysis of cloud fraction
and top-of-atmosphere radiative flux, segmented by cloud
optical depth and cloud top pressure (CTP). We catego-
rize clouds into low (CTP > 680hPa) and non-low clouds
(CTP < 680 hPa) based on their CTP values. Due to the pas-
sive retrieval mechanisms of satellite instruments, the de-
tection of low-level clouds is notably challenged by the ob-
scuration from upper-level clouds. This limitation highlights
the importance of accurately estimating the fraction of non-
obscured or non-overlapped low-level clouds (Scott et al.,
2020). To address this, the non-obscured low cloud fraction
is defined as following equation:

Ly=L/1-U, (A1)

where L and U represent the low and non-low cloud fraction
retrieved by the satellite, and L, denotes the total low-level
cloud fraction that is not obscured by upper-level clouds.
With this relationship, we can extend its application to the
cloud radiative effect (CRE) attributable to non-obscured
low-level clouds (CRE_Icld). Further details regarding this
equation can be found in the work of Scott et al. (2020).

A2 MERRA-2 reanalysis

We also use meteorological fields for cloud controlling fac-
tor analysis and sulfate aerosol mass concentrations (SO42_)
derived from the Modern-Era Retrospective analysis for Re-
search and Applications, Version 2 (MERRA-2) reanalysis
(Randles et al., 2017; Gelaro et al., 2017). MERRA-2 inte-
grates observations with global model simulations to provide
estimates of atmospheric conditions. Specifically for SO4>~,
it employs bias-corrected observations of total aerosol op-
tical depth from the Moderate Resolution Imaging Spec-
troradiometer (MODIS; Platnick et al., 2015a, b) satellite

https://doi.org/10.5194/acp-25-7299-2025
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Figure A1. Variance inflation factors (VIFs) for each environmental factor Y; in CCF analysis, calculated as VIF; = 1/(1 — Rl.z), where

Ri2 represents the total variance in Y; explained by the remaining environmental predictors. The environmental predictors include natural

logarithmic sulfate mass concentration (ln(SO427)), sea surface temperature (SST), estimated inversion strength (EIS), horizontal surface
temperature advection (7,qy), relative humidity at 700 hPa (RH7q(), vertical velocity at 700 hPa (w7qg), and near-surface wind speed (WS).

data in conjunction with a comprehensive model addressing
the emissions, removal processes, and chemistry of sulfate
and its precursor gases. A notable feature of these data is
that, while the total aerosol optical depth is observationally
constrained, the distribution and vertical profiles of aerosol
species are model-derived. In our analysis, we use SO42~
from 925 hPa instead of the surface level. This decision is
based on the understanding that conditions near this altitude
provide a more accurate reflection of CCN concentrations
near the cloud base (Painemal et al., 2017). This pressure
level is often closer to the actual height at which low-level
clouds form, making it a more relevant indicator for assess-
ing aerosol—cloud interactions.

A3 MODIS

We employ the aerosol index (AI) as an alternative proxy
for aerosol concentration from MODIS on both the Aqua
and Terra satellites (datasets MYDO08_M and MODO08_M, re-
spectively). These two are combined to enhance the robust-
ness of our analysis. The Al is derived from the product of
the Angstrom exponent and the aerosol optical depth (AOD)
at 550 nm. The Angstrém exponent itself is derived from the

https://doi.org/10.5194/acp-25-7299-2025

wavelength dependency of the AOD, providing insight into
the size distribution of aerosols (i.e., smaller Angstrém expo-
nent suggests larger particles). Notably, Al has demonstrated
a more robust correlation with CCN compared to the use of
AOQOD alone (Stier, 2016; Gryspeerdt et al., 2017; Hasekamp
et al., 2019). However, it is important to note that since Al
provides column-integrated quantities and does not account
for the vertical profile, it may not accurately capture aerosol
concentrations in low-level clouds, which are the focus of our
study.

We use cloud droplet number concentration (Ng) estimates
from MODIS (Gryspeerdt et al., 2022a) and combine the data
from the Aqua and Terra satellites. The retrievals at 3.7 um,
known to yield more accurate cloud droplet effective radius
(re) measurements under inhomogeneous conditions, are em-
ployed (Zhang and Platnick, 2011). Ny measurements may
be subject to biases under specific conditions, such as when
the cloud droplet effective radius is sufficiently small, when
the cloud visible optical thickness is low, or when three-
dimensional radiative transfer effects impact the observed ra-
diances. To enhance the accuracy and reliability of our Ny re-
trievals, we implement a rigorous sampling strategy (“BR17

Atmos. Chem. Phys., 25, 72997313, 2025
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Figure A2. Same as Fig. Al but for Al instead of SO42~.

sampling method” in Gryspeerdt et al., 2022a). This strategy
introduced by Bennartz and Rausch (2017) demonstrates the
highest correlation with aircraft data.

A4  GISTEMP

The global surface temperature observations used in our
analysis are sourced from the GISS Surface Temperature
Analysis (GISTEMP v4; Lenssen et al., 2019). We evaluate
how well the models simulate the global-mean historical sur-
face warming by the GOOD HIST index: the absolute dif-
ference in global-mean historical warming between CMIP6
models and GISTEMP data (Wang et al., 2021). The histori-
cal warming is defined as the averaged surface temperature in
1990-2014 minus that in 1880-1909. This suggests the mod-
els that are good at simulating historical warming have small
GOOD HIST indices. For analysis, we select the 15 models
with the lowest GOOD HIST indices (Table S1).

A5 CMIP6 data

Due to the unavailability of direct observational records for
pre-industrial aerosol concentrations, we rely on the outputs
from historical simulations with realistic emissions of green-
house gases, aerosols, and aerosol precursor gases conducted
by CMIP6 models to estimate changes in aerosol concentra-
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tion (AIn(X), where X represents either SO42’ or Al). The
pre-industrial (PI) period was defined as the years 1850 to
1899, and the present-day (PD) period was set from 1965 to
2014, each spanning 50 years to minimize the influence of in-
terannual variability. Due to the limited availability of mod-
els for aerosol proxies, 13 models are used for Aln (SO42’)
and 9 models for Aln(AI), all models of which are among
the 21 models that provide ERFaci_true (Table S1). It is im-
portant to note that, for the CMIP6 models, the emission con-
centrations of sulfur dioxide, a precursor to SO42_, are speci-
fied from the Community Emission Data Set (CEDS; Hoesly
et al., 2018), and thus the projected changes in A ln(SO42’)
are highly consistent across models. The specified decadal
trends in regional sulfate mass concentration in the mod-
els are also consistent with surface observations (Aas et al.,
2019).

To evaluate our observationally constrained estimate of
the ERFaci (ERFaci_obs), we employed 21 distinct models
conducting single-forcing (aerosol-only) experiments (ER-
Faci_true). These models are from the Radiative Forcing
Model Intercomparison Project (RFMIP; Pincus et al., 2016),
specifically Tier 1 piClim-control and piClim-aer experi-
ments with prescribed sea surface temperatures (SSTs) and
sea ice derived from a climatology of pre-industrial condi-
tions. These simulations are run for 30 years, incorporating

https://doi.org/10.5194/acp-25-7299-2025
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realistic aerosol emissions in 1850 and 2014 to represent PI
and PD conditions, respectively. This ensures an accurate es-
timation of the true baseline of ERFaci resulting solely from
aerosol—cloud interactions. We use 30-year time periods for
the PI and the PD scenario to evaluate ERFaci. Consequently,
the ERFaci derived from these experiments is referred to as
ERFaci_true.

A6 Cloud-controlling factor analysis

To improve our understanding of the cloud droplet number
concentration and low cloud radiative effect in response to
variations in aerosol concentration, we employed cloud con-
trolling factor (CCF) analysis (Scott et al., 2020; Wall et al.,
2022). This approach allows us to constrain the environmen-
tal factors influencing cloud droplets, low cloud properties,
and their subsequent radiative impacts. The analysis consid-
ers a set of controlling factors that are known to be drivers
of cloud droplets and low cloud behavior, which can be ex-
pressed as follows, respectively:

/N1 ONg y
Na NZ;’:] aY; x Y; (A2)

7 9JCRE_lcld ,
XY, (A3)
i=1 aY;

CRE_lcld' ~ )
where N4 represents cloud droplet number concentration
from MODIS, and CRE_Icld represents the non-obscured
low-level cloud radiative effect from CERES. The factors
(Y;) from MERRA-2 reanalysis data included in our anal-
ysis are (1) sea surface temperature, (2) estimated inver-
sion strength, (3) horizontal surface temperature advection,
(4) relative humidity at 700 hPa, (5) vertical velocity at
700 hPa, and (6) near-surface wind speed. These parame-
ters represent a combination of thermodynamic and dynamic
influences that are critical in dictating low cloud formation
and persistence (Scott et al., 2020). In addition to these stan-
dard meteorological variables, we introduce (7) aerosol con-
centration, as an additional controlling factor (Wall et al.,
2022). Specifically, we consider either the natural logarithm
of SO4%~ at 925 hPa from the MERRA-2 reanalysis or the
natural logarithm of the Al from MODIS.

For each grid point, we employ ordinary least-squares
multilinear regression to model Nj or CRE_lcld’ against
anomalies in the seven cloud controlling factors. In this
study, we focus specifically on the contribution of aerosol
concentration variations to Nj or CRE_lcld’, represent-
ing either activation rate (0Ng/d1In(X)) or susceptibility
(0CRE_Icld/d In(X)), while holding all other environmental
conditions constant.

To assess potential multicollinearity among predictors, we
calculated variance inflation factors (VIFs), as covariability
among predictors can increase the uncertainty in regression
coefficients (Figs. A1, A2). VIF values for each predictor re-
main below 5, except for SST and EIS over the equatorial Pa-
cific, consistent with the VIF analysis by Scott et al. (2020).
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For aerosol proxies, such as SO42_ and Al, covariability with
environmental factors is minimal and difficult to detect. This
emphasizes the independence of aerosol concentrations from
other environmental factors and supports that our ERFaci es-
timation is genuinely driven by aerosols.

A7 Estimating ERFaci using CMIP6 model outputs
A7.1 Estimating ERFaci_true

The ERFaci_true is calculated for PD minus PI conditions
from aerosol-only, fixed-SST experiments as

ERFaci_true = ACRE_Icld, (A4)

where the low-level cloud radiative response (ACRE_Icld) is
determined using cloud classification method introduced in
Webb et al. (2006) and Soden and Vecchi (2011).

A7.2 Estimating ERFaci_SC17

This method partitions the low-level cloud radiative response
observed in historical experiments into two components: one
is a temperature-mediated component (i.e., cloud feedback)
attributable to changes in the global-mean surface tempera-
ture and the other to aerosol—cloud interactions. The estimate
of ERFaci is then obtained by subtracting the temperature-
driven component from the low-level cloud radiative re-
sponse, thus focusing solely on the impact of aerosol-cloud
interactions.

ERFaci_SC17 = ACRE_lcld — apeico, - ATy, (A5)

where ajpeico, represents the low-level cloud feedback, de-
rived from the 1% CO; increase per year (1pctCO2) sce-
nario, which is calculated as the low-level cloud radiative re-
sponse normalized by the corresponding global-mean surface
warming. AT, denotes global mean temperature response to
PD minus PI conditions. Because this method uses outputs
from historical and 1 pctCO, simulations, it allows a much
larger sample size of models to evaluate the two different
versions of ERFaci_est.

A7.3 Estimating ERFaci_est

To estimate ERFaci_est, derived exclusively from CMIP6
model outputs calculated using Egs. (1) and (2) from the
main text, we use monthly anomalies spanning 2000 to 2014
in historical experiments for susceptibility calculation, after
removing trends and climatological seasonality. We adhere
to the same time frame for aerosol concentration changes
as described in the main text. Additionally, given the chal-
lenges associated with deriving cloud-top Ny directly from
CMIP6 model outputs, we adopt an alternative approach,
which is the maximum N4 within a vertical atmospheric col-
umn (Saponaro et al., 2020; Jia and Quaas, 2023). Owing to
the limited availability of models for CCF analysis, it is not
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Figure A3. CMIP6 estimates of ERFaci_true, averaged for the do-
main region (60° S to 60° N over ocean), and globally averaged ER-
Faci_true values. Each black circle represents an individual model’s
estimate, with the correlation coefficient () and its associated p
value (p) indicated in the upper left corner.

explicitly employed in the estimation process of ERFaci_est.
Instead, we assess the impact of including or excluding CCF
analysis on ERFaci_obs to elucidate their influence on the
estimation of ERFaci_est. The simplified version of Egs. (1)
and (2), which do not account for CCF analysis, are presented
below:
dCRE_Icld
dIn(X)
(without CCF analysis and activation rate) (A6)
dCRE_Icld  91In(Ng)
X
d1n(Ng) dln(X)
(without CCF analysis but with activation rate). (A7)

ERFaci_obs ~ x Aln(X),

ERFaci_obs ~ < ) x Aln(X)

When applying these equations to estimate ERFaci_obs, we
obtain best estimates of global-mean ERFaci_obs (without
activation rate) of —1.64 for SO42’ and —1.85 for Al and
global-mean ERFaci_obs (with activation rate) of —0.56
for SO42_ and —0.27 for Al These values are 1.87, 2.01,
1.75, and 1.44 times larger, respectively, than those obtained
when considering CCF analysis. In other words, by divid-
ing model-driven ERFaci estimates by these factors, we can
approximate its value under scenarios that include CCF anal-
ysis (ERFaci_est). These outcomes are employed in Figs. 3
and S3.

A8 Radiative kernel method

Originally developed by Soden et al. (2008) to facilitate the
analysis of radiative feedbacks, “radiative kernels” describe
the differential response of radiative fluxes to incremental
changes in the radiative state variables (e.g., clouds, temper-
ature, water vapor, albedo). In this study, we employed radia-
tive kernel techniques derived from the HadGEM3-GA7.1
model (Smith et al., 2020b) for all CMIP6 model analysis,
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except for estimating ERFaci_est, as CCF analysis serves a
similar role to the radiative kernel method in isolating the
genuine cloud radiative response while minimizing interfer-
ence from cloud masking effects.

A9 Extrapolating global-mean estimates from
domain-mean estimates

Given that our observation data cover the domain extend-
ing from 60°S to 60°N over the ocean, it is necessary to
extrapolate global-mean ERFaci values for comparison with
the global-mean estimates reported in the [PCC Sixth As-
sessment Report and the WCRP. To bridge the gap between
global and domain-specific averages we use 21 CMIP6 cli-
mate models in single-forcing experiments (ERFaci_true) to
estimate a scalar, y, representing the ratio of the multi-model
mean of global-average ERFaci_true to domain-average ER-
Faci_true (Fig. A3). We ascertain y’s value at 0.86 with 0.92
correlation coefficient between models and a p value of less
than 0.001, enabling us to adjust our domain-specific ERFaci
estimates to better approximate the global mean. This extrap-
olation is performed using the following equation:

ERFaci_obs, global = y x ERFaci_obs, domain. (A8)

Additionally, following the approach of Wall et al. (2022),
we conduct a sensitivity test for y without relying on climate
model results. In this alternative method, we assume that the
albedo change associated with ERFaci is approximately uni-
form across the study domain and the entire globe. Under this
assumption, y is approximated as the ratio of global-mean
insolation to domain-mean insolation, yielding a central esti-
mate of 0.92. Notably, this value is highly consistent with our
model-derived estimate of 0.86, supporting the robustness of
our extrapolation approach. Given this consistency, we adopt
y = 0.86 in this study.

We also apply this scalar multiplier to extrapolate the
global mean activation rate, as variations in Ng in single-
forcing (aerosol-only) experiments primarily result from
changes in aerosol concentrations. This extrapolation re-
mains consistent with the ratio of global mean ERFaci_obs
calculated with and without accounting for activation rate,
suggesting a global mean activation rate of 0.37 for SO42~
and 0.21 for AL

Even though our study domain captures the primary an-
thropogenic aerosol sources, particularly near major indus-
trial regions in Eurasia and North America, and our multi-
model mean extrapolation inherently accounts for aerosol-
cloud interactions outside our domain, recent studies have
highlighted their significant influence in polar regions (e.g.,
Coopman et al., 2018). Aerosol-induced cloud property
changes in the Arctic may be more efficient per unit aerosol
mass than at mid-latitudes due to the greater susceptibility of
Arctic clouds to aerosols. Incorporating these effects could
lead to a more negative global-mean ERFaci estimate. The
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role of Arctic aerosol—cloud interactions warrants further in-
vestigation, and future research incorporating more compre-
hensive observational constraints would be valuable.

A10 Adjusting the IPCC’s ERFaci estimate

We adjust the IPCC Sixth Assessment Report’s estimate of
ERFaci, which uses 2014 as the present-day reference year
and 1750 as the pre-industrial reference year. The IPCC’s
initial global estimate for ERFaci between 2014 and 1750 is
—1.0£0.7 W m~2. To make this pre-industrial reference pe-
riod consistent with our analysis, we subtract the estimated
ERFaci of —0.07 W m~2 between 1850 and 1750 from the
IPCC’s value (Dentener et al., 2023). This adjustment yields
an estimate based solely on observational evidence, with a
90 % CI of —0.93 0.7 W m~2 (Wall et al., 2022).

A11  Uncertainty

The uncertainty in ERFaci_obs, in the case where the
activation rate is not considered, is attributed to un-
certainties in the susceptibility, the regression coefficient
for JCRE_lcld/d1In(X), and in the model estimates of
Aln(X). Conversely, when considering the activation rate,
the uncertainty in ERFaci_obs stems from uncertainties
in the regression coefficients for dCRE_Icld/d1n(Ng) and
d1n(Nq)/01In(X), as well as from uncertainties in the model
predictions of Aln(X).

To quantify the uncertainty derived from regression coef-
ficients, at each grid box a 90 % confidence interval of the
susceptibility is given by

N,
8 =1/C;; Ar;om [AIn(X)] (without activation rate), (A9)
eff

8 =tvAxTCAx | % [Aln(X)] (with activation rate),  (A10)
eff

where ¢ is the critical value of Student’s ¢ test at the 95 % sig-
nificance level with Negr — 7 degrees of freedom (von Storch
and Zwiers, 1999); C is the variance—covariance matrix of
regression coefficients, and hence C;; represents the diago-
nal components of C; Npom/ Nefr is the ratio of the nominal
to effective number of monthly values of CRE_Icld’; and Ax
is the regression coefficient for d In(Ng)/9 In(X). C is formu-
lated as C = 62(2 TZ)_l, where Z is the data matrix with
columns composed of detrended monthly anomalies. Specif-
ically, these anomalies are of In(X) in scenarios where the
activation rate is not considered and of In(Ny) in scenarios
where the activation rate is included. The term 62 denotes
the mean of squared residuals of the regression model and
we estimate Nyom/Nefr as (1 + r)/(1 — r), where r is the lag
one autocorrelation of CRE_lcld’. Square brackets indicate
multi-model mean of a parameter.

https://doi.org/10.5194/acp-25-7299-2025

7309

Uncertainty for spatially averaged regression coefficients
is calculated as

N:om

> (Sewp)? v

k=1 5 ]\r;:m , (A11)
Niom V N
> Wi
k=1

where §; denotes the uncertainty of the kth grid box, and
wy is the cosine of the latitude. N A represents the nomi-
nal number of spatial degrees of freedom, while N repre-
sents the effective number of spatial degrees of freedom. The
ratio N /NZ; is determined through empirical orthogonal
function (EOF) analysis applied to CRE_lcld’ for all ocean
grid boxes between 60° S and 60° N as outlined in Eq. (5) of
Bretherton et al. (1999). Before conducting the EOF analysis,
each grid of CRE_Icld’ value is multiplied by ./wy to miti-
gate dependencies on grid geometry (North et al., 1982). The
derived value of Agps quantifies the half-width of the 90 % CI
for ERFaci_obs over our domain region, specifically reflect-
ing the uncertainty associated with regression coefficients.

To estimate uncertainty derived from model predictions,
we examine the entire range of aerosol concentration changes
across each CMIP6 model, instead of estimating uncer-
tainty within the 5th-95th percentile range, primarily due
to the limited number of models available for our analy-
sis: 13 models for AIn(SO4) and 9 models for Aln(Al).
This decision reflects a methodological adaptation to the
limited model dataset, ensuring a comprehensive evaluation
of model-derived uncertainty (Myers et al., 2023). We first
calculate ERFaci_obs by multiplying Aln(X) from each of
the models by the observationally derived susceptibility. The
half-width of the CI, denoted as Apoqgel, 1S derived by halv-
ing the difference between the maximum and minimum es-
timates of ERFaci_obs. The overall 90 % CI is determined
by

. . 2 2
ERFaci_obs, domain &,/ A Sbs T Dimodel”

In our methodology, the scalar y is used to extrapolate the
global ERFaci_obs from our domain-specific ERFaci_obs
estimates. This extrapolation introduces an additional com-
ponent of uncertainty. Although both y and the changes in
aerosol concentration are obtained from CMIP6 model out-
puts, it is important to note that y does not directly corre-
late with aerosol concentration changes across the models.
Consequently, the uncertainty associated with y is quanti-
fied using the root mean squared error (RMSE) between the
domain-specific averaged ERFaci_true, multiplied by y, and
the global-mean ERFaci_true. The overall 90 % CI is deter-
mined by

(A12)

ERFaci_obs, global & \/ (7] Acbs)” + ([¥] Amodet)* +A2. (A13)

The uncertainty in the activation rate is calculated in a sim-
ilar manner, but it arises from the regression coefficient of
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d1n(Ng)/01In(X) and the extrapolation of the global activa-
tion rate. The term § is computed following Eq. (A9) but ex-
cluding [AIn(X)] and using In(Ng)' in place of CRE_lcld’.
To estimate the uncertainty in spatially averaged regression
coefficients for the activation rate, we employ Eq. (All).
Consequently, the overall 90 % CI for the global activation
rate is given by

activationrate, global & \/ ([»] Aobs)z + A2 (A14)

Data availability. CERES data were downloaded from the
National Aeronautics and Space Administration (NASA)
CERES ordering tool (https://ceres.larc.nasa.gov/data/,
NASA, 2024). MODIS data were downloaded from NASA
Level-1 and Atmosphere Archive and Distribution System
(https://doi.org/10.5067/MODIS/MODO08_M3.061, Platnick et
al., 2015a;  https://doi.org/10.5067/MODIS/MYD08_M3.061,
Platnick et al., 2015b). MODIS Ny data are avail-
able from the Centre for Environmental Data Analysis
(https://doi.org/10.5285/864a46cc65054008857ee5bb772a2a2b,
Gryspeerdt et al., 2022b). MERRA-2 reanalysis data were down-
loaded from NASA Goddard Earth Sciences Data and Information
Services  Center  (https://doi.org/10.5067/LTVB4GPCOTK2,
NASA, 2023). The CMIP6 data used in this study are
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mediate data products used in our analysis are available from
https://doi.org/10.5281/zenodo.15795553 (Park et al., 2024).

Supplement. The supplement related to this article is available
online at https://doi.org/10.5194/acp-25-7299-2025-supplement.

Author contributions. CP and BJS designed research; CP per-
formed research; CP analyzed data; BJS, RJIK, TSL’E, and HH con-
tributed ideas; and CP, BJS, RJK, TSL’E, and HH wrote the paper.

Competing interests. The contact author has declared that none
of the authors has any competing interests.

Disclaimer. Publisher’s note: Copernicus Publications remains
neutral with regard to jurisdictional claims made in the text, pub-
lished maps, institutional affiliations, or any other geographical rep-
resentation in this paper. While Copernicus Publications makes ev-
ery effort to include appropriate place names, the final responsibility
lies with the authors.

Acknowledgements. We greatly wish to thank Ed-
ward Gryspeerdt for sharing data related to cloud droplet
number concentration. Chanyoung Park and Brian J. Soden were
supported by the National Oceanic and Atmospheric Administra-
tion Climate Program Office’s Modeling, Analysis, Predictions, and
Projections Program Grant NA210AR4310351 and NASA Grant

Atmos. Chem. Phys., 25, 7299-7313, 2025

C. Park et al.: Observational constraints suggest a smaller effective radiative forcing

8ONSSC23K0115. Ryan J. Kramer was supported by NASA Sci-
ence of Terra, Aqua and Suomi-NPP grant no. SONSSC21K1968.
Tristan S. L’Ecuyer was supported by National Aeronautics and
Space Administration CloudSat Grant G-39690-1. The authors
would also like to thank the two anonymous referees, Erin Raif,
Piotr Markuszewski, and Sebastidn Mendoza-Téllez for their
insightful and valuable comments.

Financial support. This research has been supported by the
National Oceanic and Atmospheric Administration (grant no.
NA210AR4310351) and NASA (grant no. 80NSSC23K0115).

Review statement. This paper was edited by Ken Carslaw and
Timothy Garrett and reviewed by two anonymous referees.

References

Aas, W., Mortier, A., Bowersox, V., Cherian, R., Faluvegi, G.,
Fagerli, H., Hand, J., Klimont, Z., Galy-Lacaux, C., Lehmann,
C. M. B., Myhre, C. L., Myhre, G., Olivié, D., Sato, K.,
Quaas, J., Rao, P. S. P, Schulz, M., Shindell, D., Skeie, R. B.,
Stein, A., Takemura, T., Tsyro, S., Vet, R., and Xu, X.: Global
and regional trends of atmospheric sulfur, Sci. Rep, 9., 953,
https://doi.org/10.1038/s41598-018-37304-0, 2019.

Albrecht, B. A.. Aerosols, Cloud Microphysics, and
Fractional Cloudiness, Science, 245, 1227-1230,
https://doi.org/10.1126/science.245.4923.1227, 1989.

Albright, A. L., Proistosescu, C., and Huybers, P.: Origins of a Rel-
atively Tight Lower Bound on Anthropogenic Aerosol Radia-
tive Forcing from Bayesian Analysis of Historical Observations,
J. Climate, 34, 8777-8792, https://doi.org/10.1175/JCLI-D-21-
0167.1, 2021.

Bellouin, N., Quaas, J., Gryspeerdt, E., Kinne, S., Stier, P., Watson-
Parris, D., Boucher, O., Carslaw, K. S., Christensen, M., Da-
niau, A.-L., Dufresne, J.-L., Feingold, G., Fiedler, S., Forster,
P., Gettelman, A., Haywood, J. M., Lohmann, U., Malavelle,
F., Mauritsen, T., McCoy, D. T., Myhre, G., Miilmenstidt, J.,
Neubauer, D., Possner, A., Rugenstein, M., Sato, Y., Schulz, M.,
Schwartz, S. E., Sourdeval, O., Storelvmo, T., Toll, V., Winker,
D., and Stevens, B.: Bounding Global Aerosol Radiative Forc-
ing of Climate Change, Rev. Geophys., 58, €2019RG000660,
https://doi.org/10.1029/2019RG000660, 2020.

Bennartz, R. and Rausch, J.: Global and regional estimates of
warm cloud droplet number concentration based on 13 years of
AQUA-MODIS observations, Atmos. Chem. Phys., 17, 9815—
9836, https://doi.org/10.5194/acp-17-9815-2017, 2017.

Boucher, O., Randall, D., Artaxo, P., Bretherton, C., Feingold, G.,
Forster, P., Kerminen, V.-M., Kondo, Y., Liao, H., Lohmann,
U., Rasch, P., Satheesh, S. K., Sherwood, S., Stevens, B., and
Zhang, X. Y.: Clouds and aerosols, in: Climate Change 2013:
The Physical Science Basis, Contribution of Working Group 1
to the Fifth Assessment Report of the Intergovernmental Panel
on Climate Change, edited by: Stocker, T. F., Qin, D., Plat-
tner, G.-K., Tignor, M., Allen, S. K., Doschung, J., Nauels,
A., Xia, Y., Bex, V., and Midgley, P. M., Cambridge Univer-

https://doi.org/10.5194/acp-25-7299-2025


https://ceres.larc.nasa.gov/data/
https://doi.org/10.5067/MODIS/MOD08_M3.061
https://doi.org/10.5067/MODIS/MYD08_M3.061
https://doi.org/10.5285/864a46cc65054008857ee5bb772a2a2b
https://doi.org/10.5067/LTVB4GPCOTK2
https://esgf-node.llnl.gov/projects/cmip6/
https://doi.org/10.5281/zenodo.15795553
https://doi.org/10.5194/acp-25-7299-2025-supplement
https://doi.org/10.1038/s41598-018-37304-0
https://doi.org/10.1126/science.245.4923.1227
https://doi.org/10.1175/JCLI-D-21-0167.1
https://doi.org/10.1175/JCLI-D-21-0167.1
https://doi.org/10.1029/2019RG000660
https://doi.org/10.5194/acp-17-9815-2017

C. Park et al.: Observational constraints suggest a smaller effective radiative forcing 7311

sity Press, Cambridge, UK and New York, NY, USA, 571-657,
https://doi.org/10.1017/CB0O9781107415324.016, 2013.

Bretherton, C. S., Widmann, M., Dymnikov, V. P., Wal-
lace, J. M., and Bladé, 1..: The Effective Number of
Spatial Degrees of Freedom of a Time-Varying Field,
J. Climate, 12, 1990-2009, https://doi.org/10.1175/1520-
0442(1999)012<1990: TENOSD>2.0.CO;2, 1999.

Brunner, L., Pendergrass, A. G., Lehner, F., Merrifield, A.
L., Lorenz, R., and Knutti, R.: Reduced global warming
from CMIP6 projections when weighting models by perfor-
mance and independence, Earth Syst. Dynam., 11, 995-1012,
https://doi.org/10.5194/esd-11-995-2020, 2020.

Ceppi, P. and Nowack, P.: Observational evidence that cloud feed-
back amplifies global warming, P. Natl. Acad. Sci. USA, 118,
€2026290118, https://doi.org/10.1073/pnas.2026290118, 2021.

Charlson, R. J., Schwartz, S. E., Hales, J. M., Cess, R. D.,
Coakley, J. A., Hansen, J. E., and Hofmann, D. J.: Climate
Forcing by Anthropogenic Aerosols, Science, 255, 423-430,
https://doi.org/10.1126/science.255.5043.423, 1992.

Chen, Y.-C., Christensen, M. W., Stephens, G. L., and Seinfeld,
J. H.: Satellite-based estimate of global aerosol-cloud radia-
tive forcing by marine warm clouds, Nat. Geosci., 7, 643-646,
https://doi.org/10.1038/ngeo2214, 2014.

Christensen, M. W., Chen, Y.-C., and Stephens, G. L.: Aerosol in-
direct effect dictated by liquid clouds, J. Geophys. Res.-Atmos.,
121, 14636-14650, https://doi.org/10.1002/2016JD025245,
2016.

Chung, E.-S. and Soden, B. J.: Hemispheric climate shifts driven
by anthropogenic aerosol-cloud interactions, Nat. Geosci., 10,
566-571, https://doi.org/10.1038/nge02988, 2017.

Coopman, Q., Garrett, T. J., Finch, D. P.,, and Riedi, J.: High
Sensitivity of Arctic Liquid Clouds to Long-Range Anthro-
pogenic Aerosol Transport, Geophys. Res. Lett., 45, 372-381,
https://doi.org/10.1002/2017GL075795, 2018.

Dentener, F. J., Hall, B., and Smith, C.: Annex III: Tables of His-
torical and Projected Well-mixed Greenhouse Gas Mixing Ratios
and Effective Radiative Forcing of All Climate Forcers, in: Cli-
mate Change 2021 — The Physical Science Basis: Working Group
I Contribution to the Sixth Assessment Report of the Intergovern-
mental Panel on Climate Change, Cambridge University Press,
2139-2152, https://doi.org/10.1017/9781009157896.017, 2023.

Douglas, A. and L’Ecuyer, T.: Quantifying variations in short-
wave aerosol-cloud—radiation interactions using local meteorol-
ogy and cloud state constraints, Atmos. Chem. Phys., 19, 6251—
6268, https://doi.org/10.5194/acp-19-6251-2019, 2019.

Douglas, A. and L’Ecuyer, T.: Quantifying cloud adjustments and
the radiative forcing due to aerosol—cloud interactions in satellite
observations of warm marine clouds, Atmos. Chem. Phys., 20,
6225-6241, https://doi.org/10.5194/acp-20-6225-2020, 2020.

Forster, P., Ramaswamy, V., Artaxo, P., Berntsen, T., Betts, R., Fa-
hey, D. W., Haywood, J., Lean, J., Lowe, D. C., Myhre, G.,
Nganga, J., Prinn, R., Raga, G., Schulz, M., and Van Dorland,
R.: Changes in Atmospheric Constituents and in Radiative Forc-
ing, in: Climate Change 2007: The Physical Science Basis. Con-
tribution of Working Group I to the Fourth Assessment Re-
port of the Intergovernmental Panel on Climate Change, edited
by: Solomon, S., Qin, D., Manning, M., Chen, Z., Marquis,
M., Averyt, K. B., Tignor, M., and Miller, H. L., Cambridge

https://doi.org/10.5194/acp-25-7299-2025

University Press, Cambridge, UK and New York, NY, USA,
ISBN 9780521880091, 2007.

Forster, P., Storelvmo, T., Armour, K., Collins, W., Dufresne, J.-
L., Frame, D., Lunt, D. J., Mauritsen, T., Palmer, M. D., Watan-
abe, M., Wild, M., and Zhang, H.: The Earth’s Energy Budget,
Climate Feedbacks, and Climate Sensitivity, in: Climate Change
2021: The Physical Science Basis. Contribution of Working
Group I to the Sixth Assessment Report of the Intergovernmen-
tal Panel on Climate Change, edited by: Masson-Delmotte, V.,
Zhai, P, Pirani, A., Connors, S. L., Péan, C., Berger, S., Caud,
N., Chen, Y., Goldfarb, L., Gomis, M. 1., Huang, M., Leitzell,
K., Lonnoy, E., Matthews, J. B. R., Maycock, T. K., Water-
field, T., Yelekgi, O., Yu, R., and Zhou, B., Cambridge Univer-
sity Press, Cambridge, UK and New York, NY, USA, 923-1054,
https://doi.org/10.1017/9781009157896.009, 2021.

Gelaro, R., McCarty, W., Sudrez, M. J., Todling, R., Molod, A.,
Takacs, L., Randles, C. A., Darmenov, A., Bosilovich, M. G., Re-
ichle, R., Wargan, K., Coy, L., Cullather, R., Draper, C., Akella,
S., Buchard, V., Conaty, A., Silva, A. M. da, Gu, W., Kim, G.-
K., Koster, R., Lucchesi, R., Merkova, D., Nielsen, J. E., Par-
tyka, G., Pawson, S., Putman, W., Rienecker, M., Schubert, S. D.,
Sienkiewicz, M., and Zhao, B.: The Modern-Era Retrospective
Analysis for Research and Applications, Version 2 (MERRA-2),
J. Climate, 30, 5419-5454, https://doi.org/10.1175/JCLI-D-16-
0758.1, 2017.

Gryspeerdt, E., Quaas, J., and Bellouin, N.: Constraining the aerosol
influence on cloud fraction, J. Geophys. Res.-Atmos., 121, 3566—
3583, https://doi.org/10.1002/2015JD023744, 2016.

Gryspeerdt, E., Quaas, J., Ferrachat, S., Gettelman, A., Ghan,
S., Lohmann, U., Morrison, H., Neubauer, D., Partridge,
D. G., Stier, P, Takemura, T., Wang, H., Wang, M., and
Zhang, K.: Constraining the instantaneous aerosol influence
on cloud albedo, P. Natl. Acad. Sci. USA, 114, 4899-4904,
https://doi.org/10.1073/pnas.1617765114, 2017.

Gryspeerdt, E., McCoy, D. T., Crosbie, E., Moore, R. H., Nott,
G. J., Painemal, D., Small-Griswold, J., Sorooshian, A., and
Ziemba, L.: The impact of sampling strategy on the cloud
droplet number concentration estimated from satellite data, At-
mos. Meas. Tech., 15, 3875-3892, https://doi.org/10.5194/amt-
15-3875-2022, 2022a.

Gryspeerdt, E., McCoy, D., Crosbie, E., Moore, R. H., Nott,
G. J., Painemal, D., Small-Griswold, J., Sorooshian, A.,
and Ziemba, L.: Cloud droplet number concentration,
calculated from the MODIS (Moderate resolution imag-
ing spectroradiometer) cloud optical properties retrieval
and gridded using different sampling strategies, NERC
EDS Centre for Environmental Data Analysis [data set],
https://doi.org/10.5285/864a46cc65054008857eeSbb772a2a2b,
2022b.

Hasekamp, O. P., Gryspeerdt, E., and Quaas, J.: Analysis of
polarimetric satellite measurements suggests stronger cooling
due to aerosol-cloud interactions, Nat. Commun., 10, 5405,
https://doi.org/10.1038/s41467-019-13372-2, 2019.

Hoesly, R. M., Smith, S. J., Feng, L., Klimont, Z., Janssens-
Maenhout, G., Pitkanen, T., Seibert, J. J., Vu, L., Andres, R.
J., Bolt, R. M., Bond, T. C., Dawidowski, L., Kholod, N.,
Kurokawa, J.-I., Li, M., Liu, L., Lu, Z., Moura, M. C. P,
O’Rourke, P. R., and Zhang, Q.: Historical (1750-2014) anthro-
pogenic emissions of reactive gases and aerosols from the Com-

Atmos. Chem. Phys., 25, 72997313, 2025


https://doi.org/10.1017/CBO9781107415324.016
https://doi.org/10.1175/1520-0442(1999)012<1990:TENOSD>2.0.CO;2
https://doi.org/10.1175/1520-0442(1999)012<1990:TENOSD>2.0.CO;2
https://doi.org/10.5194/esd-11-995-2020
https://doi.org/10.1073/pnas.2026290118
https://doi.org/10.1126/science.255.5043.423
https://doi.org/10.1038/ngeo2214
https://doi.org/10.1002/2016JD025245
https://doi.org/10.1038/ngeo2988
https://doi.org/10.1002/2017GL075795
https://doi.org/10.1017/9781009157896.017
https://doi.org/10.5194/acp-19-6251-2019
https://doi.org/10.5194/acp-20-6225-2020
https://doi.org/10.1017/9781009157896.009
https://doi.org/10.1175/JCLI-D-16-0758.1
https://doi.org/10.1175/JCLI-D-16-0758.1
https://doi.org/10.1002/2015JD023744
https://doi.org/10.1073/pnas.1617765114
https://doi.org/10.5194/amt-15-3875-2022
https://doi.org/10.5194/amt-15-3875-2022
https://doi.org/10.5285/864a46cc65054008857ee5bb772a2a2b
https://doi.org/10.1038/s41467-019-13372-2

7312

munity Emissions Data System (CEDS), Geosci. Model Dev., 11,
369-408, https://doi.org/10.5194/gmd-11-369-2018, 2018.

Jia, H. and Quaas, J.: Nonlinearity of the cloud response
postpones climate penalty of mitigating air pollution
in polluted regions, Nat. Clim. Change, 13, 943-950,
https://doi.org/10.1038/s41558-023-01775-5, 2023.

Jia, H., Ma, X., Quaas, J., Yin, Y., and Qiu, T.: Is positive correlation
between cloud droplet effective radius and aerosol optical depth
over land due to retrieval artifacts or real physical processes?, At-
mos. Chem. Phys., 19, 8879-8896, https://doi.org/10.5194/acp-
19-8879-2019, 2019.

Knutti, R., Sedlacek, J., Sanderson, B. M., Lorenz, R., Fis-
cher, E. M. and Eyring, V.. A climate model projec-
tion weighting scheme accounting for performance and
interdependence, Geophys. Res. Lett., 44, 1909-1918,
https://doi.org/10.1002/2016GL072012, 2017.

Kramer, R. J., He, H., Soden, B. J., Oreopoulos, L., Myhre, G.,
Forster, P. M., and Smith, C. J.: Observational Evidence of
Increasing Global Radiative Forcing, Geophys. Res. Lett., 48,
¢2020GL091585, https://doi.org/10.1029/2020GL091585, 2021.

Lenssen, N. J. L., Schmidt, G. A., Hansen, J. E., Menne, M. J.,
Persin, A., Ruedy, R., and Zyss, D.: Improvements in the GIS-
TEMP Uncertainty Model, J. Geophys. Res.-Atmos., 124, 6307—
6326, https://doi.org/10.1029/20181D029522, 2019.

McCoy, D. T., Bender, F. A.-M., Grosvenor, D. P., Mohrmann,
J. K., Hartmann, D. L., Wood, R., and Field, P. R.: Predicting
decadal trends in cloud droplet number concentration using re-
analysis and satellite data, Atmos. Chem. Phys., 18, 2035-2047,
https://doi.org/10.5194/acp-18-2035-2018, 2018.

Miilmenstidt, J. and Feingold, G.: The Radiative Forcing of
Aerosol-Cloud Interactions in Liquid Clouds: Wrestling and
Embracing Uncertainty, Curr. Clim. Change Rep., 4, 23-40,
https://doi.org/10.1007/s40641-018-0089-y, 2018.

Myers, T. A., Zelinka, M. D., and Klein, S. A.: Observational Con-
straints on the Cloud Feedback Pattern Effect, J. Climate, 36,
6533-6545, https://doi.org/10.1175/JCLI-D-22-0862.1, 2023.

NASA: MERRA-2 inst3_3d_aer_ Nv, GES DISC [data set],
https://doi.org/10.5067/LTVB4GPCOTK?2, 2023.

NASA: CERES Data Products, https://ceres.larc.nasa.gov/data/, last
access: 24 January 2024.

North, G. R., Bell, T. L., Cahalan, R. F., and Moeng, F. J.: Sampling
Errors in the Estimation of Empirical Orthogonal Functions,
Mon. Weather Rev., 110, 699706, https://doi.org/10.1175/1520-
0493(1982)110<0699:SEITEO>2.0.CO;2, 1982.

Painemal, D., Chiu, J.-Y. C., Minnis, P., Yost, C., Zhou, X.,
Cadeddu, M., Eloranta, E., Lewis, E. R., Ferrare, R., and Kollias,
P.: Aerosol and cloud microphysics covariability in the northeast
Pacific boundary layer estimated with ship-based and satellite re-
mote sensing observations, J. Geophys. Res.-Atmos., 122, 2403—
2418, https://doi.org/10.1002/2016JD025771, 2017.

Park, C., Soden, B., Kramer, R., L’Ecuyer, T., and He, H.: Obser-
vational Constraints Suggest a Smaller Effective Radiative Forc-
ing from Aerosol-Cloud Interactions (Data), Zenodo [data set],
https://doi.org/10.5281/zenodo.15795553, 2024.

Pincus, R. and Baker, M. B.: Effect of precipitation on the albedo
susceptibility of clouds in the marine boundary layer, Nature,
372,250-252, https://doi.org/10.1038/372250a0, 1994.

Pincus, R., Forster, P. M., and Stevens, B.: The Radiative
Forcing Model Intercomparison Project (RFMIP): experimen-

Atmos. Chem. Phys., 25, 7299-7313, 2025

C. Park et al.: Observational constraints suggest a smaller effective radiative forcing

tal protocol for CMIP6, Geosci. Model Dev., 9, 3447-3460,
https://doi.org/10.5194/gmd-9-3447-2016, 2016.

Platnick, S., King, M., and Hubanks, P..: MODIS Atmo-
sphere L3 Monthly Product, NASA MODIS Adaptive Pro-
cessing System, Goddard Space Flight Center [data set],
https://doi.org/10.5067/MODIS/MODO08_M3.061, 2015a.

Platnick, S., King, M., and Hubanks, P.. MODIS Atmo-
sphere L3 Monthly Product, NASA MODIS Adaptive Pro-
cessing System, Goddard Space Flight Center [data set],
https://doi.org/10.5067/MODIS/MYDO08_M3.061, 2015b.

Raghuraman, S. P., Paynter, D., and Ramaswamy, V.. An-
thropogenic forcing and response yield observed positive
trend in Earth’s energy imbalance, Nat. Commun., 12, 4577,
https://doi.org/10.1038/541467-021-24544-4, 2021.

Randles, C. A., Silva, A. M. da, Buchard, V., Colarco, P. R., Dar-
menov, A., Govindaraju, R., Smirnov, A., Holben, B., Ferrare,
R., Hair, J., Shinozuka, Y., and Flynn, C. J.: The MERRA-2
Aerosol Reanalysis, 1980 Onward. Part I: System Description
and Data Assimilation Evaluation, J. Climate, 30, 6823-6850,
https://doi.org/10.1175/JCLI-D-16-0609.1, 2017.

Regayre, L. A., Deaconu, L., Grosvenor, D. P., Sexton, D. M.
H., Symonds, C., Langton, T., Watson-Paris, D., Mulcahy, J.
P., Pringle, K. J., Richardson, M., Johnson, J. S., Rostron, J.
W., Gordon, H., Lister, G., Stier, P., and Carslaw, K. S.: Iden-
tifying climate model structural inconsistencies allows for tight
constraint of aerosol radiative forcing, Atmos. Chem. Phys., 23,
8749-8768, https://doi.org/10.5194/acp-23-8749-2023, 2023.

Rosenfeld, D.: Aerosols, Clouds, and Climate, Science, 312, 1323—
1324, https://doi.org/10.1126/science.1128972, 2006.

Saponaro, G., Sporre, M. K., Neubauer, D., Kokkola, H., Kolmo-
nen, P, Sogacheva, L., Arola, A., de Leeuw, G., Karset, I. H.
H., Laaksonen, A., and Lohmann, U.: Evaluation of aerosol and
cloud properties in three climate models using MODIS observa-
tions and its corresponding COSP simulator, as well as their ap-
plication in aerosol—cloud interactions, Atmos. Chem. Phys., 20,
1607-1626, https://doi.org/10.5194/acp-20-1607-2020, 2020.

Scott, R. C., Myers, T. A., Norris, J. R., Zelinka, M. D., Klein,
S. A., Sun, M., and Doelling, D. R.: Observed Sensitivity
of Low-Cloud Radiative Effects to Meteorological Perturba-
tions over the Global Oceans, J. Climate, 33, 7717-7734,
https://doi.org/10.1175/JCLI-D-19-1028.1, 2020.

Sherwood, S. C., Webb, M. J., Annan, J. D., Armour, K. C., Forster,
P. M., Hargreaves, J. C., Hegerl, G., Klein, S. A., Marvel, K.
D., Rohling, E. J., Watanabe, M., Andrews, T., Braconnot, P.,
Bretherton, C. S., Foster, G. L., Hausfather, Z., von der Heydt, A.
S., Knutti, R., Mauritsen, T., Norris, J. R., Proistosescu, C., Ru-
genstein, M., Schmidt, G. A., Tokarska, K. B., and Zelinka, M.
D.: An Assessment of Earth’s Climate Sensitivity Using Mul-
tiple Lines of Evidence, Rev. Geophys., 58, e2019RG000678,
https://doi.org/10.1029/2019RG000678, 2020.

Smith, C. J., Kramer, R. J., Myhre, G., Alterskjer, K., Collins,
W., Sima, A., Boucher, O., Dufresne, J.-L., Nabat, P., Mi-
chou, M., Yukimoto, S., Cole, J., Paynter, D., Shiogama, H.,
O’Connor, F. M., Robertson, E., Wiltshire, A., Andrews, T.,
Hannay, C., Miller, R., Nazarenko, L., Kirkevag, A., Olivié,
D., Fiedler, S., Lewinschal, A., Mackallah, C., Dix, M., Pin-
cus, R., and Forster, P. M.: Effective radiative forcing and adjust-
ments in CMIP6 models, Atmos. Chem. Phys., 20, 9591-9618,
https://doi.org/10.5194/acp-20-9591-2020, 2020a.

https://doi.org/10.5194/acp-25-7299-2025


https://doi.org/10.5194/gmd-11-369-2018
https://doi.org/10.1038/s41558-023-01775-5
https://doi.org/10.5194/acp-19-8879-2019
https://doi.org/10.5194/acp-19-8879-2019
https://doi.org/10.1002/2016GL072012
https://doi.org/10.1029/2020GL091585
https://doi.org/10.1029/2018JD029522
https://doi.org/10.5194/acp-18-2035-2018
https://doi.org/10.1007/s40641-018-0089-y
https://doi.org/10.1175/JCLI-D-22-0862.1
https://doi.org/10.5067/LTVB4GPCOTK2
https://ceres.larc.nasa.gov/data/
https://doi.org/10.1175/1520-0493(1982)110<0699:SEITEO>2.0.CO;2
https://doi.org/10.1175/1520-0493(1982)110<0699:SEITEO>2.0.CO;2
https://doi.org/10.1002/2016JD025771
https://doi.org/10.5281/zenodo.15795553
https://doi.org/10.1038/372250a0
https://doi.org/10.5194/gmd-9-3447-2016
https://doi.org/10.5067/MODIS/MOD08_M3.061
https://doi.org/10.5067/MODIS/MYD08_M3.061
https://doi.org/10.1038/s41467-021-24544-4
https://doi.org/10.1175/JCLI-D-16-0609.1
https://doi.org/10.5194/acp-23-8749-2023
https://doi.org/10.1126/science.1128972
https://doi.org/10.5194/acp-20-1607-2020
https://doi.org/10.1175/JCLI-D-19-1028.1
https://doi.org/10.1029/2019RG000678
https://doi.org/10.5194/acp-20-9591-2020

C. Park et al.: Observational constraints suggest a smaller effective radiative forcing 7313

Smith, C. J., Kramer, R. J., and Sima, A.: The HadGEM3-
GA7.1 radiative kernel: the importance of a well-resolved
stratosphere, Earth Syst. Sci. Data, 12, 2157-2168,
https://doi.org/10.5194/essd-12-2157-2020, 2020b.

Soden, B. and Chung, E.-S.: The Large-Scale Dynamical Re-
sponse of Clouds to Aerosol Forcing, J. Climate, 30, 8783-8794,
https://doi.org/10.1175/JCLI-D-17-0050.1, 2017.

Soden, B. J. and Vecchi, G. A.: The vertical distribution of cloud
feedback in coupled ocean-atmosphere models, Geophys. Res.
Lett., 38, https://doi.org/10.1029/2011GL047632, 2011.

Soden, B. J., Held, I. M., Colman, R., Shell, K. M., Kiehl,
J. T, and Shields, C. A.: Quantifying Climate Feed-
backs Using Radiative Kernels, J. Climate, 21, 3504-3520,
https://doi.org/10.1175/2007JCLI2110.1, 2008.

Stevens, B.: Rethinking the Lower Bound on Aerosol
Radiative Forcing, J. Climate, 28, 4794-4819,
https://doi.org/10.1175/JCLI-D-14-00656.1, 2015.

Stier, P.: Limitations of passive remote sensing to constrain global
cloud condensation nuclei, Atmos. Chem. Phys., 16, 6595-6607,
https://doi.org/10.5194/acp-16-6595-2016, 2016.

Sun, M., Doelling, D. R., Loeb, N. G., Scott, R. C., Wilkins,
J., Nguyen, L. T., and Mlynczak, P.. Clouds and the
Earth’s Radiant Energy System (CERES) FluxByCldTyp Edi-
tion 4 Data Product, J. Atmos. Ocean. Tech., 39, 303-31,
https://doi.org/10.1175/JTECH-D-21-0029.1, 2022.

Twomey, S.: The Influence of Pollution on the
Shortwave  Albedo of Clouds, J. Atmos. Sci.,
34, 1149-1152, https://doi.org/10.1175/1520-
0469(1977)034<1149:TIOPOT>2.0.C0O;2, 1977.

von Storch, H. and Zwiers, F. W.: Statistical Analysis in
Climate Research, Cambridge University Press, Cambridge,
https://doi.org/10.1017/CB0O9780511612336, 1999.

Wall, C. J., Norris, J. R., Possner, A., McCoy, D. T., Mc-
Coy, I. L., and Lutsko, N. J.: Assessing effective ra-
diative forcing from aerosol-cloud interactions over the
global ocean, P. Natl. Acad. Sci. USA, 119, 2210481119,
https://doi.org/10.1073/pnas.2210481119, 2022.

https://doi.org/10.5194/acp-25-7299-2025

Wall, C. J., Storelvmo, T., and Possner, A.: Global observations of
aerosol indirect effects from marine liquid clouds, Atmos. Chem.
Phys., 23, 13125-13141, https://doi.org/10.5194/acp-23-13125-
2023, 2023.

Wang, C., Soden, B. J., Yang, W., and Vecchi, G. A.: Compen-
sation Between Cloud Feedback and Aerosol-Cloud Interaction
in CMIP6 Models, Geophys. Res. Lett., 48, e2020GL091024,
https://doi.org/10.1029/2020GL091024, 2021.

WCRP: WCRP Coupled Model Intercomparison Project (Phase
6), https://esgf-node.llnl.gov/projects/cmip6/, last access: 29
September 2023.

Webb, M. J., Senior, C. A., Sexton, D. M. H., Ingram, W. J.,
Williams, K. D., Ringer, M. A., McAvaney, B. J., Colman, R.,
Soden, B. J., Gudgel, R., Knutson, T., Emori, S., Ogura, T.,
Tsushima, Y., Andronova, N., Li, B., Musat, 1., Bony, S., and
Taylor, K. E.: On the contribution of local feedback mechanisms
to the range of climate sensitivity in two GCM ensembles, Clim.
Dynam., 27, 17-38, https://doi.org/10.1007/s00382-006-0111-2,
2006.

Wenzel, S., Eyring, V., Gerber, E. P., and Karpechko, A. Y.: Con-
straining Future Summer Austral Jet Stream Positions in the
CMIPS5 Ensemble by Process-Oriented Multiple Diagnostic Re-
gression, J. Climate, 29, 673—-687, https://doi.org/10.1175/JCLI-
D-15-0412.1, 2016.

Zelinka, M. D., Andrews, T., Forster, P. M., and Taylor, K. E.:
Quantifying components of aerosol-cloud-radiation interactions
in climate models, J. Geophys. Res.-Atmos., 119, 7599-7615,
https://doi.org/10.1002/2014J1D021710, 2014.

Zhang, Z. and Platnick, S.: An assessment of differences between
cloud effective particle radius retrievals for marine water clouds
from three MODIS spectral bands, J. Geophys. Res.-Atmos.,
116, https://doi.org/10.1029/2011JD016216, 2011.

Atmos. Chem. Phys., 25, 72997313, 2025


https://doi.org/10.5194/essd-12-2157-2020
https://doi.org/10.1175/JCLI-D-17-0050.1
https://doi.org/10.1029/2011GL047632
https://doi.org/10.1175/2007JCLI2110.1
https://doi.org/10.1175/JCLI-D-14-00656.1
https://doi.org/10.5194/acp-16-6595-2016
https://doi.org/10.1175/JTECH-D-21-0029.1
https://doi.org/10.1175/1520-0469(1977)034<1149:TIOPOT>2.0.CO;2
https://doi.org/10.1175/1520-0469(1977)034<1149:TIOPOT>2.0.CO;2
https://doi.org/10.1017/CBO9780511612336
https://doi.org/10.1073/pnas.2210481119
https://doi.org/10.5194/acp-23-13125-2023
https://doi.org/10.5194/acp-23-13125-2023
https://doi.org/10.1029/2020GL091024
https://esgf-node.llnl.gov/projects/cmip6/
https://doi.org/10.1007/s00382-006-0111-2
https://doi.org/10.1175/JCLI-D-15-0412.1
https://doi.org/10.1175/JCLI-D-15-0412.1
https://doi.org/10.1002/2014JD021710
https://doi.org/10.1029/2011JD016216

	Abstract
	Introduction
	Results
	Activation rate
	Observationally constrained ERFaci
	Perfect-model cross-validation
	Comparison with previous ERFaci estimates
	Implications for cloud feedback

	Conclusions
	Appendix A: Methods
	Appendix A1: CERES
	Appendix A2: MERRA-2 reanalysis
	Appendix A3: MODIS
	Appendix A4: GISTEMP
	Appendix A5: CMIP6 data
	Appendix A6: Cloud-controlling factor analysis
	Appendix A7: Estimating ERFaci using CMIP6 model outputs
	Appendix A7.1: Estimating ERFaci_true
	Appendix A7.2: Estimating ERFaci_SC17
	Appendix A7.3: Estimating ERFaci_est

	Appendix A8: Radiative kernel method
	Appendix A9: Extrapolating global-mean estimates from domain-mean estimates
	Appendix A10: Adjusting the IPCC's ERFaci estimate
	Appendix A11: Uncertainty

	Data availability
	Supplement
	Author contributions
	Competing interests
	Disclaimer
	Acknowledgements
	Financial support
	Review statement
	References

