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Abstract. Ozone depletion events (ODEs) occur every spring in the Arctic and have implications for the region’s
atmospheric oxidizing capacity, radiative balance, and mercury oxidation. Here, we comprehensively analyze
ozone, ODEs, and their connection to meteorological and air mass history variables through statistical analyses,
back trajectories, and machine learning (ML) at Villum Research Station, Station Nord, Greenland, from 1996
to 2019.

We show that the ODE frequency and duration peak in May, followed by April and March, which is likely
related to air masses spending more time over sea ice and increases in radiation from March to May. Back
trajectories indicate that, as spring progresses, ODE air masses spend more time within the mixed layer, and the
geographic origins move closer to Villum. Positive trends in ODE frequency and duration are observed during
May (low confidence) and April (high confidence), respectively. Our analysis revealed that ODEs are favorable
under sunny, calm conditions, with air masses arriving from northerly wind directions with sea ice contact.

The ML model was able to reproduce the ODE occurrence and illuminated that radiation, time over sea ice, and
temperature were important variables for modeling ODEs during March, April, and May, respectively. Several
variables displayed threshold ranges for contributing to the positive prediction of ODEs vs. non-ODEs, notably
temperature, radiation, wind direction, time spent over sea ice, and snow on land. Our ML methodology provides
a framework for investigating and comparing the environmental drivers of ODEs between different Arctic sites

and can be applied to other atmospheric phenomena (e.g., atmospheric-mercury depletion events).

1 Introduction

Globally, ozone is an important constituent of the strato-
sphere, but it also plays a central role in the tropospheric
chemistry. Due to ozone’s radiative properties, such as ab-
sorption in both the ultraviolet (UV) and infrared (IR) re-
gions, it serves as an important short-lived climate forcer
(SLCF). The absorption of UV light by ozone also leads to
the formation of an O!D atom, which reacts with water va-
por to form hydroxyl (OH) radicals, the most crucial oxi-
dant in the troposphere. Tropospheric-ozone sources include

in situ photochemical formation from the catalytic reactions
involving nitrogen oxides (NO,) and volatile organic com-
pounds (VOCs), which are initiated by OH but are dependent
on the ratio between NO, and VOCs (Seinfeld and Pandis,
2016). Stratosphere—troposphere exchange (STE) represents
another significant ozone source (Monks et al., 2015). Sinks
of ozone include dry deposition and reactions with NO,, hy-
drocarbons, and halogens, as well as photolysis-driven loss.
During winter and spring in the Arctic, long-range trans-
port from the mid-latitudes and STE are the major sources
of ozone (Helmig et al., 2007a; Hirdman et al., 2010; Stohl,
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2006). In the summertime Arctic, low absolute humidity sup-
presses the formation of OH radicals, and, coupled with low
primary emissions of precursor species (VOCs and NO,),
in situ formation of ozone is limited (Ianniello et al., 2021;
Morin et al., 2008; Pernov et al., 2021). Dry deposition, pho-
tolysis, and reactions with halogens are the dominant sinks,
while wet deposition is of less importance in the Arctic be-
cause of the low humidity and the limited removal efficiency
of ozone by precipitating snow and/or ice (Barten et al.,
2021).

A phenomenon of the springtime Arctic, known as ozone
depletion episodes (ODEs), involves the rapid depletion of
ozone due to catalytic reaction with halogen species (X or
Y, representing Br, Cl, or I) (Barrie et al., 1988; Simpson et
al., 2007b, 2015; Skov et al., 2004). This is shown in Reac-
tions (R1)-(R6).

Xo+hv —2X RD)
034+ X > XO0+0, (R2)
X0+4+Y0— XY +0, (R3)

While ozone is catalytically destroyed by Reactions (R1) to
(R3), the number of available halogen atoms is not increased.
Multiphase reactions like the halogen explosion sequence
(Reactions R1, R2, R4, RS, and R6) accelerate halogen pro-
duction, leading to high concentrations of ultra-reactive halo-
gen species and causing observed ODEs. These reactions re-
quire the presence of a frozen, heterogenous surface aided
by high acidity (Sander et al., 2006; Simpson et al., 2007b,
2015).

X0+HO, - HOX + 0, (R4)
HOX(g) = HOX(aq) (R5)
HOX@uq + Y~ +H' - H,0+ XY (R6)

Moreover, ODEs occur simultaneously with atmospheric-
mercury depletion episodes (AMDEs) (Schroeder et al.,
1998), and the relative rate principle suggests that ODEs
and AMDEs can be explained by competing reactions of
ozone and elemental mercury with Br atoms (Skov et al.,
2004, 2020), which has recently been demonstrated by direct
measurements (Wang et al., 2019). The relative importance
of ozone removal through reactions with Br and I atoms in
spring is unclear (AMAP, 2015; Benavent et al., 2022; Wang
et al., 2019; Whaley et al., 2023). Recently, it was found that
Br is the dominant oxidant during spring, whereas I chem-
istry was active during the entire sunlight period (March to
October) (Benavent et al., 2022).

The sources for atmospheric halogens include sea spray
aerosols, brine migration through sea ice and the snowpack,
blowing snow, and frost flowers (Simpson et al., 2007b,
2015), and the relative importance of the halogen sources de-
pends on the location and time. Sea ice surfaces, aerosol, and
frost flowers gained significant interest as halogen sources in
earlier investigations. Later studies indicate that frost flowers
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are of minor importance (Abbatt et al., 2012; Simpson et al.,
2007a). FrieB et al. (2004) showed, using trajectory analysis,
that areas of first-year sea ice are correlated with high BrO
levels, in agreement with later satellite observations for the
Arctic (Bougoudis et al., 2020). First-year sea ice is saltier
than multi-year ice and is therefore expected to be a greater
source of halogens to the atmosphere; however, studies have
shown that both first- and multi-year ice are sources of halo-
gens and ODEs (Bognar et al., 2020; Peterson et al., 2019).
The recycling of halogens on frozen heterogenous surfaces
such as sea salt aerosols and snowpack is also an important
source of halogens in polar regions (Custard et al., 2017;
FrieB et al., 2023; Peterson et al., 2017, 2018; Pratt et al.,
2013; Raso et al., 2017).

Meteorologically, ODEs have usually been associated with
sunny conditions and cold temperatures (Simpson et al.,
2015). High and low wind speeds have also been connected
to ODEs, where high wind speeds generate blowing snow
(which is a source of halogens) (Blechschmidt et al., 2016;
Bougoudis et al., 2020; Choi et al., 2012; Frie$} et al., 2011;
Seo et al., 2020; Zhao et al., 2016) and low wind speeds are
associated with a stably stratified boundary layer, confining
reactants and oxidants to the lowermost atmosphere (Jones et
al., 2009). High wind speeds can induce vertical mixing, thus
bringing ozone-rich air masses to the surface and terminating
ODEs and AMDEs (Moore et al., 2014). Halogen explosion
events and ODEs have also been shown to be temperature de-
pendent (Koo et al., 2012; Tarasick and Bottenheim, 2002).
This is likely connected to the need for an acidic, frozen het-
erogeneous surface (sea ice, snowpack, blowing snow, and
aerosols) required for halogen propagation (Burd et al., 2017;
Jeong et al., 2022), although other studies have not found
such evidence (Halfacre et al., 2014; Jacobi et al., 2010).

Despite numerous studies and significant progress in un-
derstanding Arctic tropospheric ozone, the dynamics of O3
are still not yet fully understood (Simpson et al., 2015; Wha-
ley et al., 2023), and significant questions remain, including
the following: what is the contribution of different halogen
sources to ODEs such as sea ice surfaces (multi- vs. first-
year ice), snowpack emissions, or recycling on aerosol parti-
cles? What are the conducive meteorological conditions for
ODEs? What is the contribution of halogen activation aloft
vs. in the boundary layer? What is the relative importance of
Br and I atoms to ODEs during spring?

The lack of a full understanding of halogen dynamics
and the connection to ODEs makes it very important to ad-
dress the external variables that influence and determine the
observed ozone concentrations, especially during ODEs. In
the present paper, the connection to meteorological and air
mass history variables is studied to cast light on the variables
that control ODEs. This is achieved through statistical anal-
yses, back trajectories, and machine learning (ML) applied
to ODEs observed at Villum Research Station, Station Nord,
northeastern Greenland, from 1996 to 2019.
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Sea ice age / yr

Figure 1. Location of Villum Research Station (Villum). Mean
sea ice ages for March, April, and May 2007-2019 were taken
from the National Sea and Ice Data Center (https://doi.org/10.
5067/UTAV7490FEPB, Tschudi et al., 2019). The map back-
ground was made with data from Cross Blended Hypso (https:
/Inaturalearthdata.com, last access: 1 January 2024). The mean sea
ice age for individual spring months closely resembled the spring
mean; therefore, the spring mean is displayed for clarity.

2 Methods and materials

2.1 Site description

Villum Research Station (Villum) is located on a small penin-
sula in northeastern Greenland (Fig. 1). The station is lo-
cated at the Danish military outpost Station Nord (81°36’'N,
16°40' W; 24 m a.s.l.). Ozone measurements were conducted
at Flyger’s Hut from 1995 to 2014 and at the Air Observatory
from 2014 to present. They are located a few hundred meters
apart and 2 km south of the central complex of Station Nord,
as well as being upwind of the station the majority of the time
(> 95 %). No significant differences in ozone levels were ob-
served when moving measurement locations.

2.2 Atmospheric measurements

Sample air was drawn into a 20cm inner diameter (i.d.)
electro-polished stainless-steel sampling line with a protec-
tive inlet cap connected to a blower, where the ozone mon-
itors sampled 0.8 Lmin~! air. The setup is constructed to
avoid ice formation in the sample tube. Ozone is measured
based on its absorption of UV light at 254 nm. The original
data were averaged to half-hourly mean values and were later
reported to EBAS (https://ebas.nilu.no/, last access: 1 July
2022). Here, we use 1 h mean mixing ratios averaged from
the native time resolution (15 min). The stability of the in-
struments is ensured by the addition of known concentra-
tions of ozone from an internal ozone generator traceable
to a primary standard; in this way, although different instru-
ments have been employed, all use the same measurement
and calibration methods, and, thus, the measurements uncer-
tainties are estimated to remain unchanged. The Department
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of Environmental Science at Aarhus University is accredited
(EN 17025) to measure ozone, but at Villum, it is not possi-
ble to maintain the accreditation as visits to the station are not
possible frequently enough. However, the instruments are op-
erated as closely as possible to the accreditation procedures.
To compensate for the deviations, two monitors are operated
in parallel. The uncertainty at a 95 % confidence level (CL)
is <7 % for mixing ratios above 20 and 1.4 ppbv for mixing
ratios below 20 ppbv (Skov et al., 2004, 2020).

To quantify the frequency and the duration of ODEs, the
parameter “ozone depletion hour” was defined as an hour
during which the average ozone mixing ratio was below
10 ppbv, following the definition used by other studies (Hal-
facre et al., 2014; Koo et al., 2012; Tarasick and Bottenheim,
2002; Yang et al., 2020). In total, 6605 ODE hours were de-
tected. To account for ozone mixing ratios exceeding 10 ppbv
during a single hour which was part of a larger depletion
event, hours that were below 15 ppbv and the previous and
subsequent hours that were below 10ppbv were also clas-
sified as ODEs. This resulted in 57 additional hours being
classified as ODEs, which brings the total number of ODEs
to 6662, although this additional criteria did not affect the
results of this study.

2.3 Meteorological variables

Meteorological data were collected at or near the ozone mea-
surement sites. From 1996 to 2014, measurements of tem-
perature, relative humidity, wind speed, and wind direction
were obtained through the Danish Meteorological Institute’s
weather station located within Station Nord (Jensen, 2022).
From 2014 to 2020, measurements of temperature, relative
humidity (RH), wind speed, wind direction, and solar radia-
tion were obtained from an automatic weather station located
~ 44 m from the Air Observatory.

Observations of solar radiation only started in 2014, and
input data for ML models require no missing data. To over-
come this absence of measurements before 2014 and to ex-
tend the input dataset for the ML model to 2007, we supple-
mented observations with ERAS reanalysis data (Hersbach
et al., 2020). The ERAS5 output of “shortwave solar radia-
tion downwards” was used, which is the amount of short-
wave downwelling solar radiation (including both direct and
diffuse radiation) that reaches the Earth’s surface on a hori-
zontal plane. This is the ERAS equivalent of the output of a
pyranometer with a radiation spectrum of 0.2—4 um (Hogan,
2015). ERAS originally provided data as an accumulated
value in Jm™2, but this was converted to W m™2 by divid-
ing the original values by 1 h in seconds (3600 s). Data are at
a0.25° x 0.25° spatial resolution and an hourly temporal res-
olution. These data were only used to substitute missing data
after 2014 and as a replacement for the absence of measure-
ments before 2014 and were not included in the evaluation
of the statistical analysis of ODEs and meteorological vari-
ables. This approach was only implemented for the machine
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learning model and not for the statistical analysis of meteoro-
logical variables. A comparison of solar radiation measured
at Villum and ERAS data after 2014 is shown in Fig. S8 in the
Supplement. Overall, ERAS agrees quite well with observa-
tions, with a Spearman rank correlation coefficient of 0.974,
although ERAS shows a slight underestimation, with a slope
of 0.881 (Fig. S8), which is common for ERAS in the Arctic
(Pernov et al., 2024a). ERAS data were corrected using the
slope of the observation—-model comparison to avoid change
points in the time series, which could affect the results of the
machine learning model.

2.4 Back-trajectory analysis

Air mass back trajectories were calculated via the HYSPLIT
trajectory model (Draxler and Hess, 1998; Rolph et al., 2017;
Stein et al., 2015). Trajectories of 168 h length were calcu-
lated, arriving at S0m above ground level, for every hour
from 2007 to 2019. The trajectory starting height of 50 m
was selected as a compromise between capturing air masses
that are representative of our sampling site due to very low
boundary layers in the Arctic (Gryning et al., 2023) and
avoiding trajectories intercepting the surface, which can pro-
duce unrepresentative trajectories (Stohl, 1998). The trajec-
tory length was chosen to avoid the uncertainty associated
with extremely long trajectory calculations while capturing
the entire geographic extent of ODE air masses. This tra-
jectory length of 1 week roughly corresponds to the longest
observed ODE at Villum during the study period (~6.5d,
Sect. 3.1) and is shorter than the longest observed ODE at a
land-based station (9 d at Alert by Strong et al., 2002). Pre-
vious studies have shown that ODE air masses can extend
over great distances in the Arctic (Halfacre et al., 2014; Pe-
terson et al., 2017); therefore, we selected a trajectory length
of 1 week to fully investigate the air mass history of ODE:s.
Other studies have used trajectory lengths shorter (Bognar
et al., 2020; FrieB et al., 2023) or longer (Bottenheim and
Chan, 2006; Begoin et al., 2010; Simpson et al., 2018) than
1 week. Trajectories were calculated based on meteorologi-
cal files from the NCEP/NCAR reanalysis data, which have
a resolution of 2.5° in latitude and longitude (Kalnay et al.,
1996). The mixed-layer height for each step of each trajec-
tory was output by the HYSPLIT model. Only trajectories
corresponding temporally to available ozone measurements
were used in this study. To analyze the geographic origins of
ODEs, a concentric grid centered around the location of Vil-
lum, consisting of 2° x 4° (latitude x longitude) grid cells,
was constructed. The normalized trajectory frequency for
each grid cell was calculated by counting the number of tra-
jectory steps that were below the mixed-layer height and in-
tersecting each grid cell. This was normalized by the total
number of trajectory steps that were below the mixed layer
over all grid cells and multiplied by 100 %. This methodol-
ogy has been utilized by previous studies to systematically
analyze the geographic origins of air masses (Dall’Osto et
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al., 2017, 2018; Friel} et al., 2023; Heslin-Rees et al., 2020;
Pernov et al., 2022).

For each trajectory, a surface-type footprint analysis
was performed. The underlying surface types used for
the surface footprint type analysis were produced by the
National Oceanic and Atmospheric Association/National
Environmental Satellite, Data, and Information Service
(NOAA/NESDIS) Interactive Multisensor Snow and Ice
Mapping System (IMS) developed under the direction of the
Interactive Processing Branch (IPB) of the Satellite Services
Division (SSD). The altitude at each step along the trajectory
was compared to the height of the mixed layer. Steps were
classified as being above the mixed layer (AML) if the trajec-
tory altitude was above this height. If the trajectory altitude
was below this height then the underlying surface type (land
without snow, sea, sea ice, or snow on land) was recorded
using a polar stereographic map of the Northern Hemisphere
classified into 1024 x 1024 24 km grid cells. It is important
to note that grid cells classified as sea ice likely contain snow
on the surface, although the satellite products used in this
study do not differentiate between bare sea ice and snow-
covered sea ice, likely due to the similar spectral signatures
between sea ice and snow (U.S. National Ice Center, 2008).
We opted to keep the original labels from the satellite product
for this analysis as we cannot make any definitive statements
about the presence of snow on top of sea ice. The reader
should keep this in mind when interpreting the results. The
time spent over different surfaces is expressed as a percent-
age of the total trajectory length.

2.5 Trend analysis

A trend analysis of the ODE frequency and duration and of
the start, end, and range of ODE days for March, April, and
May was performed. The Mann—Kendall test was used to de-
termine the presence of a statistically significant (SS) trend
(Kendall, 1948; Mann, 1945), and the Theil-Sen slope esti-
mator was used to calculate the magnitude of the trend slope
(Sen, 1968; Theil, 1950) via the 3PW algorithm from Col-
laud Coen et al. (2020). The 3PW algorithm tests for auto-
correlation in the time series as this can affect the results of
the Mann—Kendall test; however, no SS autocorrelation was
detected. Therefore, these data were not prewhitened.

2.6 Machine learning modeling

In this study, we utilize a supervised, binary classification
form of machine learning (ML) to investigate the dynamics
of ODEs. The target variable used was the binary label of
ODE or non-ODE, defined as ozone mixing ratios above or
below 10 ppbv, respectively. The explanatory variables used
in the ML model were the meteorological and air mass his-
tory variables (RH, wind direction, wind speed, temperature,
radiation, pressure, time air masses spent over snow on land,
time air masses spent over sea ice, and time air masses spent
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above the mixed layer). Below, we describe the missing data
imputation, the machine learning model, the hyperparameter
tuning, the ML explainability approach employed, and the
model evaluation metrics.

Before being input into the ML model, missing data were
imputed since ML models require no missing data in the in-
put files. We imputed missing data using the median value
for the hour of the day for that day of the year. For instance,
if a value is missing for hour 12 on the 90th day of the year
then this value was imputed using the median of all values
from hour 12 on the 90th day of the year from the entire
dataset. This imputation approach allows us to account for
changes occurring from early to late spring, as well as for di-
urnal changes, which would otherwise be overlooked if only
using a single median for the spring months. This is espe-
cially important for variables that drastically change over this
short period (e.g., temperature, RH, solar radiation). Table S1
in the Supplement lists the percentage of missing data be-
fore imputation for each variable. Wind speed and direction
exhibited the highest percentage of missing data, with both
missing ~ 21 %; therefore, data imputation should not ad-
versely affect the results of the ML model. No feature engi-
neering (standardization or normalization) was applied prior
to modeling since the initial evaluation metrics were deemed
to be sufficiently accurate. No temporal information (Julian
day, day of year, hour of day) was included in the input vari-
ables.

The XGBoost model was selected as the model used in this
study due to its accuracy, computational efficiency, and abil-
ity to handle collinearity amongst the input variables, which
is important for meteorological variables. XGBoost is an en-
semble machine learning algorithm that uses the gradient-
boosting methodology on individual decision trees (which
are weak learners) and then builds multiple decision trees
that are sequentially added (Chen and Guestrin, 2016). This
allows for the previous tree’s errors to be learned by the next
tree, therefore reducing the loss function while obtaining the
best prediction. A regularized model formalization is used
in the XGBoost model to improve computational efficiency
and to prevent overfitting. The xgboost package (v1.6.2) was
used, and all ML modeling was implemented in a Python en-
vironment (v3.10.2).

Hyperparameter tuning is an essential part of ML which
ensures optimal model performance. We utilized a Bayesian
approach for exploring the optimum hyperparameter config-
uration, implemented though the Optuna (Akiba et al., 2019)
library (v3.0.3). The hyperparameters, including the range of
values explored, and the optimum values are listed in Ta-
ble S2. This study employed a stratified 70 / 30 train / test
split ratio, meaning the test set contained the same proportion
of positive labels (i.e., ODEs) as the entire dataset. The pur-
pose of the training set is for the model to learn how to model
the data, and the test set is used to evaluate the model’s per-
formance on unseen data. The objective of the hyperparame-
ter tuning procedure is to maximize the mean recall score us-
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ing 10-fold cross-validation. Cross-validation involves split-
ting the training data into 10 equally sized folds (or groups),
training the model using 9 folds and testing the model using
the remaining fold. This was repeated 10 times to use each
fold as a test set once. The final evaluation metrics were aver-
aged using the arithmetic mean to select the optimal hyperpa-
rameters and to make an overall evaluation of the model per-
formance. Tuning was performed for 1000 trials, and the best
hyperparameters were selected. Hyperparameter values were
sampled using the tree-structured Parzen estimator (TPE) al-
gorithm (Bergstra et al., 2011), and trials were pruned using
the Hyperband pruner (Li et al., 2018). The final set of hyper-
parameters was selected based on the compromise between
overall performance (high recall scores) and agreement be-
tween the training and test set evaluation metrics using 10-
fold cross-validation (prevention of overfitting).

We employed SHapley Additive exPlanations (SHAP) val-
ues (Lundberg and Lee, 2017), which are based on Shapely
values (Shapley, 1953), to assess the effect of the input vari-
ables on the model output. The SHAP approach is a model-
agnostic methodology designed to assess input variable im-
portance based on coalitional game theory (Molnar, 2022),
where input variables are treated as “players” in a “game”
(model framework), with SHAP aiming to assess the play-
ers’ contributions to the “payout” (model output). For each
observation, the SHAP value represents an input variable’s
marginal contribution over the mean model output when con-
sidering all possible combinations of the input variables.
SHAP values can be positive or negative, with positive val-
ues indicating that a variable is more likely to contribute to
an observation being predicted as an ODE, while negative
values mean a variable is more likely to contribute to an
observation being labeled as a non-ODE. It is important to
note that SHAP values do not represent how well the input
variables explain the behavior of our target variable in the
natural environment but rather how well these variables ex-
plain the behavior of our target variable in our model; there-
fore, SHAP values represent purely statistical relationships.
SHAP can produce both local and global explanations, con-
trarily to other commonly used input variable importance
methods (e.g., split count, gain, permutation importance) that
only produce an estimate of global importance (Lundberg et
al., 2019). The global importance for each feature is calcu-
lated as the mean of the absolute SHAP values for said in-
put variable, which gives an overview of the most important
variables; however, this does not account for the relationship
between the SHAP and the input value (positive or negative
relationship, linear or non-linear). Therefore, we assessed the
relationship between the SHAP and ambient values by dis-
cretizing the ambient values into 15 equally spaced bins and
calculated the median and 25th and 75th percentiles for each
bin. These two approaches allow for the evaluation of the
overall global importance as well as the relationship between
ambient and SHAP values for each input variable. The SHAP
approach was applied via the shap package (v0.41.0).
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The ML model was evaluated using common metrics for
a classification model, namely accuracy, recall, and area-
under-curve receiver operating characteristics (AUC ROC).
The accuracy is the fraction of correctly labeled data, both
positive (ODEs) and negative (non-ODEs), compared to the
total number of data points (sum of ODEs and non-ODEs)
and ranges from O to 1. In other words, accuracy is the frac-
tion of correctly predicted observations regardless of the la-
bel (ODE vs. non-ODE). The recall (also defined as the true-
positive rate or sensitivity) is the fraction of correctly identi-
fied positive labels (ODEs identified by the ML model) com-
pared to the total number of positive labels (total number of
ODE?s) and ranges from O to 1. In other words, recall is the
fraction of ODEs correctly predicted. The ROC curve dis-
plays the performance of a classification model across dif-
ferent decision thresholds and is represented by a plot of
the true-positive rate versus the false-positive rate. The AUC
ROC is the area underneath the ROC curve and evaluates how
well a model can discriminate between positive and nega-
tive labels across all decision thresholds (0.5 is the default
threshold used in this study). The AUC ROC ranges from 0
to 1, with 0.5 representing random chance and 1 represent-
ing a perfect model. The accuracy gives an overview of the
model performance for both labels (ODEs vs. non-ODEjs),
recall gives the model performance only for positive labels
(ODEs), and AUC ROC evaluates the model performance
over different decision thresholds; together, these three met-
rics give a comprehensive view of the model’s performance.
These metrics were implemented using the scikit-learn pack-
age (v1.0.2).

3 Results

3.1 Overview of ozone and ozone depletion events

The seasonal cycle of ozone mixing ratios with the daily
median, minimum and maximum, and interquartile range
for each day of the year is shown in Fig. 2a. During win-
ter (December—February), ozone mixing ratios are elevated
and increase slightly from January to March, displaying
maximum daily median ozone values in February. During
spring (March—May), ozone mixing ratios are highly vari-
able, with daily minimum values reaching O ppbv and with
maximum values being observed in April. During summer
(June—August), ozone mixing ratios begin to decrease in late
June, remain low during July, and begin to increase in Au-
gust. During autumn (September—November), ozone mixing
ratios continue to increase and begin to return to wintertime
values in October. A seasonal histogram of ozone mixing ra-
tios is displayed in Fig. 2b. For winter, autumn, and summer,
ozone values are normally distributed, with the highest av-
erages being experienced in the order of winter > autumn
> summer. Spring experiences a non-parametric distribution
and the highest and lowest observed values, as explained
above.
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An overview regarding the frequency and duration of
ODEs at Villum is shown in Fig. 3a and b, respectively.
ODEs were formally defined in this study as an hourly mean
observation with an ozone mixing ratio below 10 ppbv (Hal-
facre et al., 2014; Koo et al., 2012; Tarasick and Bottenheim,
2002; Yang et al., 2020). The frequency is calculated as the
percentage of ODE hours relative to the number of avail-
able hourly observations during a month over the study pe-
riod. The ODE duration is defined as the number of consecu-
tive hours that were classified as ODEs. ODEs are most fre-
quently observed during May, followed by April and March
(Fig. 3a). The increase in the ODE frequency from March
to April (10.45 %) is similar to the increase from April to
May (11.26 %). The distribution (median and interquartile
range) of the ODE duration for the spring months is shown in
Fig. 3b. The most common duration of ODEs is 1-2 h, with
longer ODEs occurring more often in May. The longest ODE
occurred during May and lasted 155h (~6.5d). For com-
parison, the longest ODE observed at a ground-based Arc-
tic station was at Alert, Canada, and lasted for 9d (Strong
et al., 2002). Over the central Arctic Ocean, Bottenheim et
al. (2009) observed an ODE lasting from 21 April to 23 May
2007. ODEs lasting less than 8 h occurred ~ 50 % of the
time. ODEs lasting more than 1d (2 d) occurred 21 % (9 %)
of the time, respectively. Interestingly, the median of ODE
duration between any of the spring months is not signif-
icantly different (Fig. 3b). The median ODE duration in-
creases from March (5.5 h) to April (8 h) to May (9 h), while
the interquartile range increases more drastically from March
to May (Fig. 3b). The diurnal ODE frequencies for each
spring month are displayed in Fig. S2; only minor variability
is displayed, which is most evident during April.

To investigate changes in the frequency and duration of
ODEs, a temporal trend analysis was performed for 1996—
2019. Temporal trends of ODE frequency and duration for
each month are displayed in Fig. 3¢ and d, respectively. The
slopes of the trends are displayed as boxes (colored by p-
value range), with the 95th % confidence intervals (CI) rep-
resented by the red error bars. For ODE frequency, no SS
trends at the 95th % CL were detected, although May is SS
at the 85th % CL (p =0.14), with a slope [lower CI, upper
CI] of 0.49 [—0.23, 1.2] % yr_l. The only SS trend for ODE
duration at the 95th % CL (p = 0.039) is during April, with a
positive trend of 0.2 [0, 0.53]hyr~!. Temporal trends in the
start, end, and range of ODE days for each year were also
examined to investigate any changes in the “ODE season”.
The first ODE was defined as the first day of the year with
an ozone measurement < 10 ppbv, the last ODE day was de-
fined as the last day of the year with an ozone measurement
< 10 ppbv, and the range of the ODE days was defined as the
difference between the last ODE day of the year and the first
ODE day of the year. The results are shown in Fig. S3, and
no SS trends at the 95th % CL were found.
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are 0.54, 0.75, and 0.14, respectively. The p values for ODE duration in March, April, and May are 0.85, 0.04, and 0.41, respectively.

3.2 Statistical relationships of ODEs with meteorological
and air mass history variables

The relationships between the ODEs, ozone mixing ratios,
and meteorological and air mass history variables were in-
vestigated. This was accomplished by grouping the meteoro-
logical variables into bins and summing the number of ODE
hours for each bin, which were normalized by the total num-
ber of hours within the same bin, and the median ozone mix-
ing ratio for each bin was calculated for each month sepa-
rately. The results are shown in Fig. 4, the distributions (me-
dian and interquartile range) of these variables for ODEs
and non-ODEs are displayed in Fig. 5, and wind roses for
ODEs and non-ODEs for the spring months are displayed in
Fig. S5. It should be noted that this analysis simply consid-
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ers the statistical relationship between a given meteorologi-
cal variable and ozone/ODEs and not the causal relationship.
All available data for a given meteorological parameter collo-
cated with ozone measurements were used in this analysis. It
should be kept in mind that the air mass history variable time
spent over sea ice does not give information about the pres-
ence of snow cover; rather, it only gives information about
whether or not the underlying surface was classified as sea
ice.

For RH, during March, the lowest median ozone mix-
ing ratio and the highest normalized ODE hours are mainly
confined to the 65 %—90 % range (midpoints of 68 %—88 %)
(Fig. 4a), while lower median ozone mixing ratios occur at
higher RH values, which are infrequent. During April and
May, lower median ozone mixing and higher normalized

Atmos. Chem. Phys., 24, 13603—13631, 2024
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ODE hours are observed at higher RH values (75 %90 %,
midpoints of 78 %—88 %) (Fig. 4a). There is little difference
between the distributions for RH when comparing ODEs and
non-ODEs during March, while for April and May, a consis-
tently higher RH is observed during ODEs (Fig. 5a).

For wind direction, there is a clear effect of northerly wind
directions during all spring months, with the lowest median
ozone mixing ratios and the highest normalized ODE hours
occurring in the 315-45° sector (Fig. 4b). Wind roses for
each spring month show a lack of northerly winds for non-
ODE periods and wind that arrives more frequently from the
north and northwest during ODE periods (Fig. S5).

For wind speed, during March, there is little effect on
ozone mixing ratios, and the normalized ODE hours dis-
play no discernable pattern across the range of wind speeds
(Fig. 4c). The distribution of wind speeds shows a higher me-
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dian during ODEs compared to non-ODEs (Fig. 5b). During
April, the median ozone mixing ratios show little variation
with wind speed, although the normalized ODE hours show
a tendency for ODEs to occur more often at higher wind
speeds (midpoints of 9-15 m s’l); however, these values sel-
domly occur (Fig. 4c). The distribution of wind speeds dur-
ing ODEs in April is shifted towards higher values compared
to non-ODEs (Fig. 5b). During May, a clearer picture of the
effect of wind speed is presented; median ozone mixing ra-
tios and normalized ODE hours show two modes, one at low
wind speeds and one at high wind speeds, although it should
be noted that the mode at higher wind speeds (midpoints of
15-18 ms~!) seldom occurs (Fig. 4c). Interestingly, during
May, the distribution of wind speeds was lower for ODEs
compared to non-ODEs (Fig. 5b).

Atmos. Chem. Phys., 24, 13603—13631, 2024
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For temperature, median ozone mixing ratios show a slight
decreasing pattern for colder temperatures during March
and April. The normalized ODE hours showed a slight in-
crease with colder temperatures during March, although, for
April, values increased from freezing, peaked in the —25 to
—20 °C range (midpoint of —22.5°C), and decreased there-
after (Fig. 4d). During May, median ozone shows a stark de-
crease with colder temperatures, and the normalized ODE
hours increase sharply with decreasing temperatures. The
—25 to —20°C bin (midpoint of —22.5°C) displayed the
lowest median ozone mixing ratios and the largest normal-
ized ODE hours during May (Fig. 4d). The distribution of
temperatures is similar for ODEs compared to non-ODEs
during March and April, while ODEs in May experience
substantially colder temperatures compared to non-ODEs
(Fig. 5¢).

For solar radiation, there are large differences in the mag-
nitude between different spring months. During March, me-
dian ozone mixing ratios (normalized ODE hours) experi-
enced a minimum (maximum) in the 100 to 150 W m—2 range
(midpoint of 125 W m~2). The distribution of solar radiation
values is substantially higher during ODEs in March com-
pared to non-ODEs, and the medians are significantly differ-
ent at the 95th % CL (Fig. 5d). During April, median ozone
mixing ratios display a decrease from the lowest bin to the
50 to 100 W m~2 bin (midpoint of 75 W m~2); afterwards,
they plateau until the 300 to 350 Wm~2 bin (midpoint of
325Wm’2) and finally decrease afterwards, and the nor-
malized ODE hours displayed a similar, yet opposite, pattern
(Fig. 4e). During May, median ozone mixing ratios are con-
sistently < 22 ppbv across the range of solar radiation values
(Fig. 4e). The normalized ODE hours display a maximum
in the 0 to 50 W m™2 bin (midpoint of 25 W m~2), although
these values seldom occur, and display similar values after-
ward.

For pressure, during March and April, there is little varia-
tion in the median ozone mixing ratios and normalized ODE
hours; however, during May, there is a clear dependency of
lower (higher) median ozone mixing ratios (normalized ODE
hours) with higher values of atmospheric pressure (Fig. 4f).
Interestingly, the distribution of pressure during ODEs is
substantially higher compared to during non-ODEs for each
spring month, with median values being significantly differ-
ent at the 95th % CL (Fig. 5e).

For time spent over sea ice, every spring month displays
a decreasing (increasing) pattern in terms of median ozone
mixing ratios (normalized ODE hours) with increasing time
spent over sea ice (Fig. 4g), which supports the results shown
earlier for ODEs corresponding to northerly wind directions
(Figs. 4b and S5). Trajectories during all spring months con-
sistently spent more time over sea ice during ODEs compared
to during non-ODE:s (Fig. 5f).

For the time air masses spent over snow on land, no clear
impact on median ozone mixing ratios is observed for March
and April, while May displays higher ozone mixing ratios for
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90 %-100 % of the time spent over snow on land (Fig. 4h).
During each spring month, the normalized ODE hours dis-
play no discernable pattern over the range of time spent over
snow on land (Fig. 4h). Interestingly, the distribution of time
spent over snow on land during ODEs is consistently lower
compared to non-ODEs for each spring month, and the me-
dian is significantly different at the 95th % CL (Fig. 5g).

For time spent above the mixed layer (i.e., free tropo-
sphere), each spring month displays a similar pattern, with a
general tendency of decreasing (increasing) ozone mixing ra-
tios (normalized ODE hours) with less time spent above the
mixed layer (Fig. 4i). The distribution of time spent above
the mixed layer for ODE:s is consistently lower than for non-
ODEs, and the median is significantly different at the 95th %
CL (Fig. 5h).

3.3 Air mass history of ODEs

To understand the air mass origin of ODEs and non-ODEs,
source regions were investigated through trajectory fre-
quency maps (see “Methods and materials™ section for de-
tails). Figure 6 displays the trajectory frequency only for
steps below the mixed layer for ODE hours (Fig. 6a—c), non-
ODE hours (Fig. 6d—f), and the difference between ODE
and Non-ODE hours (Fig. 6g—i) for each spring month. Air
masses arriving at Villum have been shown to predominantly
reside above the mixed layer (~75 %) during March and
April, while, during May, this value decreases to ~ 50 %
(Pernov et al., 2022), hence the smaller air mass footprint
for March and April. During March, the main source re-
gions for ODE air masses appear to be the Chukchi Sea,
while, for non-ODE air masses, the main source region is
Greenland, with a minor contribution from the central Arc-
tic Ocean (Fig. 6a and d). The difference between these tra-
jectory frequency maps during March reveals that ODE air
masses are spending relatively more time over the Chukchi
Sea and the Canadian Archipelago and less time over Green-
land (Fig. 6g). During April, ODE air masses originate from
the central Arctic Ocean and, especially, the Beaufort and
Chukchi seas, while non-ODE air masses arrive from the
central Arctic Ocean and Greenland (Fig. 6b and e). The dif-
ference between ODEs and non-ODE air masses during April
shows that the ODEs are preferentially coming from the cen-
tral Arctic Ocean (Beaufort and Chukchi seas) and are spend-
ing comparatively less time over Greenland (Fig. 6h). During
May, ODE air masses experience the most time over the cen-
tral Arctic Ocean, with a minor contribution from the west
coast of Greenland, which is similar to the source regions of
non-ODE air masses, although with an increased contribu-
tion from Greenland (Fig. 6¢c and f). The difference between
May ODE and non-ODE trajectory frequencies shows that
the central Arctic Ocean is the main source region for ODE
air masses and that non-ODE air masses are related to more
southerly regions (Fig. 61).
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Figure 6. Trajectory frequency maps for trajectory steps below the mixed layer for (a—c) March, April, and May ODEs and (d-f) March,
April, and May non-ODEs and (g-i) difference between ODE and non-ODE trajectory frequencies during March, April, and May at Villum

(indicated by the red and white circle).

To investigate the geographic extent of the different sur-
face types experienced during ODEs and non-ODEzg, the tra-
jectory frequencies for steps below the mixed layer and over
sea ice and snow on land during ODEs and non-ODEs were
also calculated; the frequencies are displayed in Figs. S6 and
S7, respectively, while the difference is displayed in Fig. 7.
For brevity, only the difference between ODE and non-ODE
trajectory frequencies for each spring month will be dis-
cussed. The air mass history variable time spent over sea ice
does not give information about the presence of snow cover;
rather, it only gives information about whether or not the un-
derlying surface was classified as sea ice.

During March, ODE trajectory steps over snow on land
preferentially arrive from the Canadian Archipelago, while
they arrive less often from Greenland compared to non-ODEs
(Fig. 7a). Trajectory steps over sea ice during ODEs in March
arise from the Chukchi Sea and arrive less often from the
central Arctic Ocean compared to non-ODEs (Fig. 7d). Dur-
ing April, ODE trajectory steps over snow on land display a
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similar pattern to March (Canadian Archipelago), although
now with minor contributions from other continental regions
(Greenland, Alaska, and Siberia) compared to non-ODE air
masses (Fig. 7b). Trajectory steps over sea ice during ODEs
in April preferentially arrive from the Beaufort and Chukchi
seas and less often from Baffin Bay compared to non-ODEs
(Fig. 7e). During May, ODE trajectory steps over snow on
land preferentially arrive from the Canadian Archipelago,
similarly to March and April but now with increased con-
tributions from Greenland compared to non-ODEs (Fig. 7c).
Trajectory steps over sea ice during May ODEs arrive more
often from the central Arctic Ocean and less often from more
southerly areas (Baffin Bay, Greenland Sea, and Barents Sea)
compared to non-ODEs (Fig. 7f). Interestingly, certain areas
of the central Arctic Ocean experience more trajectory steps
over sea ice during non-ODEs compared to ODEs (Fig. 7f);
this is likely due to the central Arctic Ocean being a com-
mon source area for air masses below the mixed layer dur-
ing May (Fig. S7). However, the results point to the central

Atmos. Chem. Phys., 24, 13603-13631, 2024
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Figure 7. Difference between ODE and non-ODE trajectory frequencies for (a—c) trajectory steps below the mixed layer and over snow on
land during March, April, and May and for (d—f) trajectory steps below the mixed layer and over sea ice during March, April, and May at
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Arctic Ocean overall being a major source region for ODEs
during May.

The above analysis investigated the geographic extents and
surface types experienced by ODE and non-ODE air masses,
although it does not give any temporal information. To fur-
ther investigate the temporal relationships between ODEs
and air mass history, the relative occurrence of each surface
type (sea, sea ice, or snow on land) and the time spent above
the mixed layer for each hourly step backward along the tra-
jectories were calculated. Figure 8 shows the results of this
analysis for ODEs on the top (Fig. 8a—c) and for non-ODEs
in the middle (Fig. 8d-f), as well as the difference between
ODEs and non-ODE:s in the bottom row (Fig. 8g—i).

For ODEs during March and April, air masses spend a
similar amount of time above the mixed layer and over sea
ice. However, during March, trajectories experience slightly
more time spent over snow on land and the sea, and, dur-
ing April, they begin their descent later along the trajectory
compared to March (Fig. 8a and b). During May, ODE trajec-
tories spend less time above the mixed layer and more time
over sea ice, sea, and snow on land compared to March and
April (Fig. 8c). For non-ODEs during March and April, a
similar picture is presented, whereby air masses spent a ma-
jority of their time above the mixed layer, followed by sea
ice, snow on land, and sea, and the occurrence of each sur-
face type is relatively constant throughout the length of the
trajectory until they begin their descent into the boundary
layer (Fig. 8d and e). For non-ODEs, during May, different
air mass history conditions are presented compared to March
and April. Air masses no longer spend a majority of their

Atmos. Chem. Phys., 24, 13603-13631, 2024

time above the mixed layer overall (45 % on average) and
start to descend later along the trajectory compared to March
and April (Fig. 8f). Instead, air masses experience increased
time below the mixed layer and over sea ice and snow on
land, with minor increases in the time spent over the sea. The
time air masses spend over snow on land is relatively con-
stant throughout the trajectory length until air masses start
to descend. This pattern for non-ODEs largely reflects the
typical air mass history for the spring months observed at
Villum (Pernov et al., 2022). The difference in the occur-
rence of each surface type between ODEs and non-ODEs
reveals that ODE air masses experience more time over sea
ice and less time above the mixed layer during March and
April (Fig. 8g and h). Air masses experience more time over
snow on land during ODEs compared to non-ODEs when
contrasting March and April, while less time over the sea is
experienced during April compared to March (Fig. 8g and h).
During May, the main differences between ODEs and non-
ODEs are more time over sea ice and less time over the sea
and snow on land; interestingly, there is little difference be-
tween time spent above the mixed layer, except for several
hours before arrival at Villum, when ODE air masses experi-
ence more time above the mixed layer (Fig. 8i).

3.4 Machine learning modeling of ODEs

The statistical analysis of ODEs, meteorological variables,
and air mass history variables examines the relationships be-
tween ozone and ODEs and each variable individually and
does not consider interactions between them or give any
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information about which variables are most important for
ODEs. To address this shortcoming and quantitatively inves-
tigate the most important variables for ODEs and how they
affect ODEs, we utilized an ML model in our analysis (see
the “Methods and materials™ section for further details).

The evaluation metrics of the ML for all spring months
combined and individual months are displayed in Table 1.
We use three common metrics for evaluating a binary-
classification ML model: accuracy, recall, and AUC ROC
(area-under-curve receiver operating characteristics). Briefly,
accuracy is the fraction of correctly predicted observations
regardless of label (ODE vs. non-ODE), recall is the fraction
of ODEs correctly predicted, and AUC ROC evaluates how
well a model can discriminate between positive and nega-
tive labels across all decision thresholds for binary classifi-
cation (see Sect. 2.6 for a detailed description of the evalua-
tion metrics). In general, the ML model can accurately repro-
duce ODEs over all spring months combined, as evidenced
by how all three metrics are close to unity (their maximum
value). However, when evaluating the results on an individ-
ual monthly basis, there is an increase in the recall metric
and a decrease in the accuracy and AUC ROC from March to
May (Table 1), which is likely connected to the increasing oc-
currence of ODEs from March to May. With increased ODE
occurrence, the recall metrics would increase as positive la-
bels (ODEs) are more likely to be identified when they occur
more often, and the accuracy and AUC ROC metrics would
decrease with the increased occurrence of positive labels due
to a concurrent increase in the number of incorrectly labeled
ODEs. The ML model is also free from overfitting given the
close agreement between the train and test sets. Overall, this
ML model is sufficiently accurate, robust, and suitable for
the investigation of ODEs.
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The most important variables in the ML model are ex-
plored using SHAP values (Lundberg and Lee, 2017). The
SHAP approach is designed to estimate the importance of
each input variable to the model output based on coalitional
game theory (Molnar, 2022) (see Sect. 2.6 for a more de-
tailed description). SHAP values represent the marginal con-
tribution of each input variable to the model output or, in
other words, how each observation for each variable affects
the model’s prediction. SHAP values can be positive or neg-
ative, with positive values indicating that a variable is more
likely to contribute to an observation being predicted as an
ODE, while negative values mean a variable is more likely
to contribute to an observation being labeled as a non-ODE.
The SHAP methodology can produce both local and global
explanations. The global importance gives an overview of the
most important variables to the model output. The local im-
portance of each observation can give information about the
relationship between the SHAP and input values (positive or
negative relationship, linear or non-linear) or, in other words,
how the model output varies over the range of input values.

The mean (+ standard deviation) SHAP values for each
variable during all spring months and individual months is
displayed in Fig. 9. The most important variables overall are
time spent over sea ice, radiation, temperature, pressure, and
RH, which are the top variables during all spring months
combined and each month individually, although the order
differs slightly, while wind direction, wind speed, time spent
above the mixed layer, and time spent over snow on land
are consistently ranked near the bottom (Fig. 9a—d). During
March, the most important variables are radiation, time spent
over sea ice, and pressure (Fig. 9b). During April, time spent
over sea ice, pressure, radiation, and RH are indicated as the
most important variables (Fig. 9c). During May, the most im-
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Table 1. Evaluation metrics of the ML model for the spring months, together and individually. AUC ROC stands for area-under-curve
receiver operating characteristics. For each metric, the top value represents the mean of the 10-fold cross-validation score, and the value
below in parentheses represents the standard deviation (see Sect. 2.6 for a description of cross-validation).The accuracy gives an overview
of the model performance for both labels (ODEs vs. non-ODEs), recall gives the model performance only for positive labels (ODEs), and
AUC ROC evaluates the model performance over different decision thresholds; together, these three metrics give a comprehensive view of
the model’s performance. The three metrics range from O (worst) to 1 (best).

March—-May ‘ March ‘ April ‘ May
Train Test ‘ Train Test ‘ Train Test ‘ Train Test
Accuracy 0.886 (0.007) 0.870 (0.010) | 0.964 (0.005) 0.955(0.010) | 0.909 (0.013) 0.870(0.017) | 0.858 (0.013) 0.809 (0.026)
Recall 0.811 (0.028) 0.738 (0.034) | 0.608 (0.070) 0.504 (0.128) | 0.770 (0.044) 0.642 (0.078) | 0.896 (0.024) 0.856 (0.047)
AUCROC 0.936 (0.008) 0.905(0.012) | 0.954(0.019) 0.911(0.042) | 0.939 (0.014) 0.865 (0.034) | 0.944 (0.010) 0.897 (0.021)
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Figure 9. Overall importance of each feature in the ML model during (a) all spring months combined, (b) March, (¢) April, and (d) May.
The bars represent the mean of the absolute SHAP values, while the lines represent the standard deviation.

portant variables are temperature, time spent over sea ice,
pressure, and radiation (Fig. 9d).

While the overall importance of each variable in the ML
model gives information about which variable has the largest
influence on the model output, it does not give information
about the nature of the relationship between the SHAP and
ambient values for each variable (i.e., how the model outputs
(SHAP values) vary over the range of input values). Here,
ambient values refer to the observed values of each variable,
i.e., the input data for the ML model. We binned the ambient
values of each variable into 15 equally spaced bins and cal-
culated the median SHAP value for each bin, as displayed in
Fig. 10. A similar figure is presented in Fig. S9, which shows
each month as its own subpanel, with the 25th and 75th per-
centiles included, and Fig. S10 shows all spring months com-
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bined, with the 25th and 75th percentiles included. Overall,
the results largely agree with the results of the statistical anal-
ysis but reveal unique information about each variable during
each month and how it affects the model prediction of ODEs.
Notably, we observe the presence of certain threshold ranges
where the relationship between ambient and SHAP values
differs above and below this range. The ranges reported here
indicate the lower and upper bin limits for one or more bins.

Ambient values of RH are normally distributed in each
month, and the median SHAP values are negative for RH
values below the mode of the distribution and are near zero
for above-average RH values (Fig. 10a). This indicates that,
when RH is below average, it has a negative effect on the
model prediction of ODEs (i.e., the model is more likely to
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Figure 10. The relationships between SHAP and ambient values for (a) RH, (b) wind speed, (c) temperature, (d) radiation, (e) pressure,
(f) wind direction, (g) time air masses spent over sea ice, (h) time spent over snow on land, and (i) time spent above the mixed layer for each
month. A total of 15 equally spaced bins were calculated for each variable, and the median of the SHAP values was computed for each bin,
as represented by the colored lines. The value listed on the x axis is the midpoint of each bin. The colored bars represent a histogram of the
ambient values for each month. The relative frequency of each histogram bin for each variable is displayed on the right axis. The legend is

the same for the colored lines and bars.

predict a non-ODE), and above-average RH values have little
effect on the model output.

Ambient values of wind speed are usually low at Villum
(< Sms~!), with values rarely exceeding 11 ms~!, and me-
dian SHAP values are only positive for the lowest bin dur-
ing April and May (Fig. 10b). With higher values of wind
speed, the median SHAP values are mostly negative except
for the 13-19 ms~! range during May and only the 17 ms™!
bin during March, although these high speeds rarely occur.

For temperature, the ambient values are normally dis-
tributed in each month, and, interestingly, a threshold value
for temperature is observed during all months, with nega-
tive median SHAP values observed in the —10 to —13°C
bin (midpoint of —12°C) and values centered around zero
towards lower temperatures (Fig. 10c).

The distribution of radiation during each month is skewed
towards lower values, and a threshold value for positive me-
dian SHAP values is also displayed for this variable. At val-
ues below the 112 to 153 Wm™2 bin range (midpoint of
133 Wm™?), radiation makes a negative contribution to the
model output, and at values above this bin range, it con-
tributes positively, and the relationship appears to be nearly
linear (Fig. 10d).

https://doi.org/10.5194/acp-24-13603-2024

For pressure, the ambient values are all normally dis-
tributed in each month. Similarly to RH, the relationship
between ambient and SHAP values is negative for below-
average ambient values, although, for above-average ambi-
ent values, the median SHAP value is only positive for the
next several bins and becomes negative at very high values
of pressure (though this rarely occurs) (Fig. 10e).

The most common wind direction at Villum is from the
southeast, as observed in previous studies (Nguyen et al.,
2016), although only northerly wind directions (288 to 72°
bins) exhibit positive median SHAP values (Fig. 10f). This
observation is congruent with the statistical analysis of wind
direction (Fig. 4b) and with the origin of ODEs being the
central Arctic Ocean (Figs. 6 and 7).

The distribution of time air masses spend over sea ice
is skewed towards lower values for all 3 spring months,
and only during May do values above 50 % occur regularly.
The relationship between ambient and SHAP values for time
spent over sea ice is almost linear, with higher values of time
spent over sea ice increasing the likelihood of an ODE occur-
ring (Fig. 10g). A threshold value for average positive SHAP
values for time spent over sea ice is observed in the 13 % to
19 % bin range (midpoint of 17 %), and, interestingly, only
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after 30 % of the time spent over sea ice does the average re-
lationship begin to differ for each month, although this still
follows a linear pattern, indicating a slightly different sensi-
tivity to exposure to sea ice and ODEs.

For time spent over snow on land, the distribution is more
skewed towards lower values when compared to time spent
over sea ice. The relationship between ambient and SHAP
values for time spent over snow on land is complex and non-
linear (Fig. 10h). The mode of time spent over snow on land
is also the lowest value and appears to have little effect on
the model output; however, the second most occurring bin
for time spent over snow on land shows a strongly nega-
tive effect. After the third bin, SHAP values increase almost
linearly and, on average, become positive in the 32 %-39 %
bin range (midpoint of 36 %) during March and April and in
the 26 % to 32 % bin range (midpoint of 29 %) during May.
During all spring months, the SHAP values reach a plateau
around 56 % of the time spent over snow on land, after which
increasing time spent over snow on land has little effect on
the model prediction of ODEs (Fig. 10h).

The relationship between ambient and SHAP values for
time spent above the mixed layer shows negative contribu-
tions until a threshold range of 46 % to 53 % (midpoint of
50 %) is reached, after which a slightly positive contribution
is observed (Fig. 10i).

4 Discussion

4.1 Overview of ozone and ozone depletion events

Overall, the seasonal cycle of ozone at Villum displays a sim-
ilar pattern to those observed at other coastal High Arctic
sites that experience ODEs (Barrie et al., 1988; Eneroth et
al., 2007; Law et al., 2023; Schroeder et al., 1998; Whaley
et al., 2023), with elevated values during winter, highly vari-
able and minimum values during spring, low values during
summer, and increasing values during the autumn. The ele-
vated values during winter are due to the efficient transport
of anthropogenic pollution from the mid-latitudes (Stohl,
2006), descending air masses bringing ozone-rich air into
the boundary layer (Hirdman et al., 2010), and inefficient
removal mechanisms (absence of sunlight, reduced dry de-
position due to a stably stratified atmosphere, snow coverage,
and minimal wet scavenging). The minimum values observed
during spring are due to ozone depletion events (ODEs)
(Helmig et al., 2007a; Simpson et al., 2007b) caused by re-
actions with halogen species (Simpson et al., 2015; Yang et
al., 2020). The maximum ozone values occurring in April
are likely due to the maximum transport efficiency of an-
thropogenic pollution from the mid-latitudes during this pe-
riod (Stohl, 2006), as well as stratospheric intrusions of dry,
ozone-rich air (Helmig et al., 2007b; Liang et al., 2009).
The ODE frequency and duration display an increasing
pattern from March to May, which is likely due to air masses
spending more time within the mixed layer and over sea ice
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coupled with increased amounts of radiation as these vari-
ables are all important for ODEs (Fig. 9) and show a similar
seasonal progression from March to May (Fig. 5). The geo-
graphic origin of ODEs within the mixed layer also shows a
seasonal progression from March to May, with sources being
more distant during March and progressively moving closer
to Villum during April and May (Figs. 6 and 7). The ODE
frequency at Zeppelin follows a similar seasonal progression,
with ODEs occurring more often in late spring compared to
early spring (Solberg et al., 1996; Zilker et al., 2023).

The ODE frequency and duration trends are positive dur-
ing May (0.49 [—0.23, 1.2] % yr~!, > 85th % CL) and April
0.2 [0, 0.53]hyr’1, > 95th % CL), respectively (Fig. 3).
There appears to be no SS trends in the start, end, or range
of ODE days for any spring month (Fig. S3). SS positive
trends in ODE frequency of 0.54 [40.26] (slope [£95 %
CI]) have been observed at Utqiagvik (formerly known as
Barrow), Alaska, only during March over the period 1973-
2010 (Oltmans et al., 2012). A tendency for positive ODE
frequency trends throughout the lowest level of ozonesonde
measurements has also been observed at Canadian Arc-
tic sites at Alert (0.19 [+£0.53] % yr_l, 1987-2020), Eu-
reka (0.79 [ 0.83] % yr’], 1991-2020), and Resolute (0.60
[£0.30] % yr_1 , 1966-2020 ) (Law et al., 2023; Tarasick and
Bottenheim, 2002), which are similar in magnitude to the
positive trend observed in this study. These positive trends
in ODE frequencies around the Arctic and the trends in ODE
frequency and duration at Villum could be connected to mul-
tiple causes: an increase in springtime tropospheric BrO in
the Arctic, as observed by satellites (Bougoudis et al., 2020);
the increase in Arctic sea salt aerosol due to multi-year
ice being replaced with first-year ice (Confer et al., 2023);
changing transport patterns (Heslin-Rees et al., 2020; Koo et
al., 2014); increasing frequency of re-freezing leads (Yang et
al., 2020); or increasing salinity of surface snow, which re-
lease halogen compounds to the atmosphere (Peterson et al.,
2018; Pratt et al., 2013; Simpson et al., 2005). Further re-
search is required to elucidate the underlying causes of these
trends as well as positive trends in ozone mixing ratios ob-
served at Villum (Law et al., 2023).

4.2 Dynamics of ODEs in relation to meteorological
variables and air mass history

Our investigation into the dynamics of ODEs at Villum us-
ing a statistical analysis and ML modeling approach indi-
cates that ODEs are connected to clear (high amounts of
radiation), calm conditions (cold temperatures, high pres-
sures, and low wind speeds), with air masses arriving from a
northerly direction having experienced surface contact with
sea ice (northerly wind directions and air masses experienc-
ing a high amount of time over sea ice in the central Arc-
tic Ocean). Our ML model revealed that the most important
variables are similar throughout each month (time air masses
spent over sea ice, radiation, temperature, and pressure) but
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exhibit different orders (Fig. 9). This indicates that the ML
model can discern the overall conditions leading to ODEs but
can also reveal distinct circumstances in each month. For in-
stance, the time air masses spent over sea ice was consistently
among the top variables for each month, which likely indi-
cates that the release of halogen species from sea ice (or snow
on top of sea ice) is a key condition for the observation of
ODEs at Villum. During March, the most important variable
is radiation, while, during May, it is temperature. Interest-
ingly, these two variables (radiation and temperature) are of-
ten limited during these months (March and May), with low
values of radiation during March and temperatures closer to
0 °C during May (Fig. 5d and c, respectively). In the follow-
ing paragraphs, we discuss each variable’s relation to ODEs
for each spring month through our statistical analysis, ML
modeling, and back-trajectory source regions.

Solar radiation is required for the photolysis of molecu-
lar halogen species (Peterson et al., 2018; Pratt et al., 2013;
Raso et al., 2017; Wang et al., 2019). The results presented in
Fig. 4e show that ODEs can occur across all values of radia-
tion during April and May, while March shows a clearer de-
pendency. Only during March were solar radiation medians
significantly different during ODEs and non-ODEs (Fig. 5d),
with solar radiation appearing to be a limiting factor. During
April and May, sunlight is omnipresent; therefore, a clear
lack of dependency of ozone mixing ratios and normalized
ODE hours on radiation is not unexpected. This is supported
by the high importance of radiation in the ML model dur-
ing March compared to April and May (Fig. 9b). The results
from the statistical analysis suggest that, while the presence
of solar radiation is required, the intensity is not a limiting
factor for the occurrence of ODEs. However, the relation-
ships between ambient and SHAP values of radiation indi-
cate there is a near-linear relationship (Fig. 10d), which high-
lights the added value of ML modeling. Alternatively, this
could be due to ODEs resulting from the advection of pre-
viously depleted air masses, and in situ solar radiation mea-
surements are not indicative of conditions along the trajec-
tory path (although solar radiation exhibits a high degree of
autocorrelation over all relevant lags) or in regions where de-
pletion is occurring (Bottenheim and Chan, 2006; Halfacre
et al., 2014). It should be noted that solar radiation measure-
ments started in the autumn of 2014; thus, only 5 years of
data are included in the statistical analysis, while the ML
model was supplemented with radiation from ERAS (see
“Methods and materials” section); this could also contribute
to the discrepancy between analysis methods.

Cold temperatures have been shown to be an important
factor influencing ODEs (Simpson et al., 2007b, 2015); in-
deed, reactions on acidic, frozen heterogeneous surfaces can
lead to the release of bromine, which is known from stud-
ies using reanalysis products (Seo et al., 2020; Zilker et al.,
2023), laboratory experiments (Abbatt et al., 2012; Halfacre
et al., 2019), and mesocosm and field studies (Gao et al.,
2022; Pohler et al., 2010; Pratt et al., 2013; Swanson et al.,
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2020). Cold temperatures also facilitate calcium carbonate
precipitation from sea ice, which acidifies and lowers the
buffering capacity of the salty sea ice surface, thus promoting
halogen release (Sander et al., 2006). Observational evidence
has shown that halogen activation ceases at above-freezing
temperatures (Burd et al., 2017; Jeong et al., 2022). While
several studies have reported a temperature dependency of
ODEs (Koo et al., 2012; Pohler et al., 2010; Tarasick and
Bottenheim, 2002; Zeng et al., 2006), other studies have not
(Halfacre et al., 2014; Jacobi et al., 2010; Neuman et al.,
2010; Solberg et al., 1996). Any relationship between ODEs
and temperature is likely a result of air masses having sur-
face contact with the cold Arctic Ocean before arriving at
Villum, where cold temperatures aid in the re-freezing of
leads, as well as in the formation of sea ice and frost flow-
ers (Kaleschke et al., 2004; Yang et al., 2020), all of which
are known halogen sources. Cold temperatures could also in-
dicate the presence of a temperature inversion, which traps
oxidants and ozone near the surface and inhibits vertical mix-
ing, which replenishes ozone and terminates ODEs (Moore et
al., 2014). Temperature has the greatest influence on ODEs
during May (Fig. 9d), which is the only month which reg-
ularly experiences temperatures above the threshold range
of —10 to —13°C found through our ML model analysis
(Figs. 4, 5, and 10). Similarly to radiation, the temperature
used in this analysis does not necessarily represent the tem-
perature where ozone depletion occurred, although tempera-
ture is usually highly correlated to previous days’ measure-
ments and therefore gives a good indication of the tempera-
ture upwind of Villum. Therefore, this temperature threshold
range should not be interpreted as absolute but rather as an
indication of the existence of a threshold below which tem-
perature has little effect and above which temperature makes
anegative contribution to ODEs. This observation could help
explain the contradictory evidence about the temperature de-
pendence of ODEs. Depending on the local conditions of the
measurement site, ODEs might be observed at temperatures
below this threshold range (which would indicate no rela-
tionship) or above this threshold range (where ODEs show a
negative relationship with temperature). This threshold range
would be site specific and emphasizes the need for pan-
Arctic assessments of the temperature dependency of ODEs.

Above-average values of RH are revealed to be conducive
to ODEs through our statistical and ML model analysis
(Figs. 4, 5, and 10). A relationship between RH and ODEs
in the Arctic has not been reported in the literature before
(to the authors’ knowledge), and the physical mechanism be-
hind this observation remains unclear. However, the relation-
ship between RH and ozone has been explored in Antarc-
tica by Frie et al. (2023), who showed negative correla-
tions at Neumayer and Arrival Heights, supporting obser-
vations made in this study. We hypothesize that the higher
normalized ODE hours (Fig. 4a) and positive SHAP values
(Fig. 10a) for above-average RH values during ODEs are
likely connected to air masses spending time over the cen-
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tral Arctic Ocean, where RH would be higher due to the cold
temperatures and the escape of water vapor through open
leads and polynya (Bintanja and Selten, 2014; Boisvert et al.,
2015). The lower values of normalized ODE hours (Fig. 4a)
and negative SHAP values (Fig. 10a) for below-average RH
could also be related to drier air masses having experienced
higher altitudes, which are ozone-rich and less influenced by
the surface, during transport to Villum (Moore et al., 2014).

Northerly wind directions are more common during ODEs
compared to during non-ODEs (Fig. S6), corresponding to
low ozone values, high normalized ODE hours, and pos-
itive SHAP values (Figs. 4b and 10f). A similar observa-
tion was made at Utqgiagvik (Barrow), Alaska, for low ozone
mixing ratios showing a clear minimum when wind arrived
from northerly directions (Helmig et al., 2012). Halfarce et
al. (2014) used buoy measurements of air mass direction and
ozone from the Beaufort Sea to show that northerly direc-
tions were dominating but that easterly and westerly direc-
tions also made a contribution, showing that, in the central
Arctic Ocean, wind direction has less of an influence due to
the omnidirectional presence of sea ice. These observations
are directly related to the presence of sea ice in a northerly
direction relative to these land-based stations (Fig. 1).

Wind speed can have dual effects on ozone variability,
with low wind speeds corresponding to a stable boundary
layer where reactants are confined to a small volume and
with high wind speeds generating blowing snow, which acts
as a source of reactive halogen species in addition to favor-
ing the advection of air masses previously depleted in ozone
(Jones et al., 2009; Swanson et al., 2020). The distributions
of wind speeds during March and April were consistently
higher for ODEs compared to for non-ODEs; this relation-
ship is reversed for May (Fig. 5b), but in all months, rel-
atively low wind speeds prevailed ($3ms™!). Our statisti-
cal analysis revealed no relationship between wind speeds
and ozone mixing ratios and normalized ODE hours dur-
ing March, a tendency for high normalized ODE hours with
higher wind speeds during April (although there is little ef-
fect on ozone mixing ratios), and two modes during May
(one at low and one at high wind speeds) (Fig. 4c). The ML
model also showed a similar relationship during May (pos-
itive SHAP values at low and high wind speeds), although
these high wind speeds did not occur very often. Overall,
wind speeds are usually low at Villum (Figs. 4c, 5b, and 10b;
Nguyen et al., 2016). Low ozone mixing ratios concurrent
with low wind speeds have also been observed at Utgiagvik
(Barrow), Alaska; at Zeppelin Observatory on Svalbard; and
from buoy measurements in the Arctic Ocean (Bottenheim
et al., 2009; Halfacre et al., 2014; Helmig et al., 2012; Sol-
berg et al., 1996). Conversely, enhanced BrO events at Zep-
pelin, Eureka, and Alert, as well as for the Arctic region,
have been connected to high wind speeds, mostly likely re-
lated to stormy conditions that generate blowing snow (Seo
et al., 2020; Swanson et al., 2020; Zhao et al., 2016; Zilker
et al., 2023). In the Antarctic, positive correlations between
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wind speed and surface ozone were observed during spring
at Arrival Heights but not at Neumayer, likely due to Arrival
Heights being more influenced by local topography effects
(FrieB et al., 2023). The results of our statistical and ML
model analysis suggest that ODEs at Villum occur mainly
under stable conditions with low wind speeds and are likely
not connected to the generation of halogen species through
blowing snow and Arctic cyclones. High wind speeds can
also enhance vertical mixing of ozone-enriched air masses
from aloft, which could mask the contribution of halogen
activation from blowing snow. Only during May do high
wind speeds regularly make a positive contribution to the
model output, and the magnitude of this contribution is small
(Fig. 10b). Overall, the rare occurrence of high wind speeds
(Fig. S4b) hinders any definitive conclusions about their ef-
fect on ODEs.

Distributions of pressure are consistently higher for ODEs
compared to for non-ODEs during each spring month
(Fig. 5e), and above-average pressure is related to the oc-
currence of ODEs, as shown through our statistical analysis
(Fig. 4f) and our ML model (Fig. 10e). High-pressure sys-
tems could indicate the presence of a stably stratified lower
troposphere, and low-pressure systems could signal the pas-
sage of frontal systems which are conducive for strong ver-
tical mixing (which brings ozone rich down from aloft) and
a break up of inversion layers (Hopper et al., 1998; Jacobi et
al., 2010; Simpson et al., 2015). Ozone and atmospheric pres-
sure have been shown to be anti-correlated during spring in
the Arctic Ocean (Jacobi et al., 2010). Conversely, low pres-
sures have been associated with ODEs at Zeppelin (Zilker et
al., 2023) and BrO enhancement events over the Arctic re-
gion (Blechschmidt et al., 2016; Seo et al., 2020) and at Eu-
reka, Canada (Zhao et al., 2016), where they were related to
polar storms and blowing-snow generation of reactive halo-
gens. The pressure dependence of ODEs found at Villum is
congruent with the relationship for wind speed (Fig. 10b) and
further suggests that Arctic cyclones and blowing snow do
not have an important effect on ODEs at Villum. Further-
more, very high values of pressure are likely associated with
descending air masses from aloft, which are often enriched
in ozone and contain few sources of halogen species (Simp-
son et al., 2007b; Peterson et al., 2015; Swanson et al., 2020),
which could explain the negative SHAP values at high values
of pressure, although it should be noted that these values do
not occur often (Fig. 10e).

Heterogeneous, photochemical reactions on the snowpack
have been demonstrated to be a source of reactive halogen
species (Pratt et al., 2013; Raso et al., 2017; Peterson et al.,
2018; McNamara et al., 2020; Custard et al., 2017), along
with the generation of blowing snow at high wind speeds
and the subsequent release of reactive halogens (Jones et
al., 2009; Marelle et al., 2021; Chen et al., 2022; Swan-
son et al., 2022; Zilker et al., 2023; FrieB et al., 2023). Air
masses spend little time over snow on land during each spring
month (Fig. S4g), and, on average, ODEs actually experi-
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ence less time over snow on land compared to non-ODEs
(Fig. 5h). Non-ODEs experiencing more time over snow on
land is likely tied to the different regions of contact with
snow on land for non-ODEs (southern half of Greenland)
(Fig. S6d—f), while source regions of air mass contact with
snow on land during ODEs are consistently in the Canadian
Archipelago and on Greenlandic coasts during the spring
months (Fig. S6a—e). The Canadian Archipelago has been
demonstrated to be a hotspot for BrO enhancements (Bog-
nar et al., 2020; Bougoudis et al., 2020; Seo et al., 2020),
which has been connected to low pressure and high wind
speeds, suggesting blowing snow to be a source of halogen
species in this region. Contributions from other continental
regions (Alaska and Siberia) to snowpack exposure only ap-
pear in April (Fig. 7b), which could reflect the greater extent
of the polar dome during this month (Stohl, 2006). Snowpack
located on the west coast of Greenland only appears to con-
tribute to ODEs during May (Fig. 7¢); this could be related to
air masses spending more time below the mixed layer during
May compared to during other months (Fig. 5h). Our statis-
tical analysis suggests that there is no clear dependency of
ozone mixing ratios and normalized ODE hours on varying
amounts of time spent over snow on land (Fig. 4h). Our ML
model revealed that low values of time spent over snow on
land contribute negatively, whereas, after a threshold range of
26 %-39 % (depending on the month), time spent over snow
on land makes a small positive contribution to the model out-
put that varies little with increasing values (Fig. 10). This
is supported by the back-trajectory analysis, which showed
that ODE air masses are not preferentially experiencing more
time over snow on land during any particular point along the
trajectory length compared to non-ODEs (Fig. 8g—i). High
amounts of time spent over snow on land are uncommon dur-
ing each spring month; therefore, it is difficult to assess the
importance of snowpack mechanisms to ozone depletion at
Villum. The generation of halogen species in the Canadian
Archipelago, either through snowpack emissions or blowing
snow at higher wind speeds, appears to consistently have a
minor influence on ODEs during each spring month.

Sea ice sourced halogens have been indicated to be re-
sponsible for the halogen generation necessary for ozone
depletion in the Arctic (Simpson et al., 2007b; Halfacre et
al., 2014; Simpson et al., 2015; Burd et al., 2017; Yang et
al., 2020; Marelle et al., 2021; Brockway et al., 2024) and
Antarctic (Frief3 et al., 2023). It should be noted that the
snowpack on top of sea ice is the likely source of these halo-
gens, given that the surface of sea ice is not conducive for
halogen activation (Abbatt et al., 2012), although the satel-
lite product used in this study cannot differentiate between
snow-covered sea ice and bare sea ice (see “Methods and
materials” section). The amount of time spent over sea ice
increases from early to late spring (Fig. S4f), and ODE air
masses experience higher values of time over sea ice dur-
ing each spring month compared to non-ODEs (Fig. 5f).
Our statistical analysis displays increased (decreased) nor-
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malized ODE hours (ozone mixing ratios) with higher val-
ues of time spent over sea ice (Fig. 4g), which is congruent
with the ML model showing higher SHAP values for more
time spent over sea ice. This relationship is linearly positive
and, on average, becomes positive after the 13 % to 19 %
threshold range (Fig. 10g). This indicates that air masses
need to spend only a fraction of time over sea ice for it to
increase the probability of observing an ODE at Villum. The
back-trajectory analysis shows that ODE air masses experi-
ence more time over sea ice closer to the measurement site
compared to non-ODEs (Fig. 8g—i). It has been found that
ODEs can be the result of the transport of previously depleted
air masses, where ozone depletion was occurring relatively
far (several hundred kilometers) from the observation point
(Halfacre et al., 2014; Tarasick and Bottenheim, 2002; Yang
et al., 2020). As the spring progresses from March to May,
it appears that the main ODE geographic source regions for
sea ice contact move closer to Villum each month (Fig. 7d—
f). During March, ODE:s are initiated over the Chukchi Sea,
which is usually covered by first-year sea ice (FYI) (Fig. 1).
During April, ODE air mass source regions are located over
the Beaufort and Chukchi seas but also over the central Arc-
tic Ocean, which represents a mix of FYI and multi-year
sea ice (MYI). During May, ODE air mass source regions
are in closer proximity to Villum, mainly arriving from the
central Arctic Ocean, which contains the highest concentra-
tion of MYI. This source region analysis is supported by
the wind sector/speed analysis, which displays a northerly
wind direction dependency for ODEs during each spring
month (Figs. 4b, S5, and 10f). During March and April, wind
speeds during ODE:s are consistently higher compared to dur-
ing non-ODEs, while, during May, wind speeds are lower
(Fig. 5b). This could indicate that, in March, ODEs likely
result from the transport of ozone-depleted air masses from
FYT regions; that April experiences a mixture of transport-
related ODEs and ODEs occurring closer to Villum from
FYI and MYTI regions; and that May ODEs occur in prox-
imity to the measurement site, arriving mainly from regions
with MYI but also with influences from FYI in the central
Arctic Ocean. This is supported by Herrmann et al. (2022),
who suggested that MYI makes important contributions to
ozone depletion at Villum, and by Marelle et al. (2021), who
showed that both snowpack emissions and blowing snow can
contribute to ozone depletion, although sea ice surfaces were
responsible for regional ozone depletion and halogen activa-
tion. It should be noted that this analysis is based on trajec-
tory frequency maps and average sea ice age over the obser-
vation period, and a more detailed investigation of sea ice age
would help elucidate the exact contribution of FYI and MYI
to ODEs.

While this and previous work point towards ODEs being
a surface-related process through the generation of reactive
halogen species from sea ice and snowpack mechanisms, the
activation of halogen species on aerosol particles aloft has
also been demonstrated in the Arctic (Bognar et al., 2020; Pe-
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terson et al., 2017; Seabrook and Whiteway, 2016; Solberg et
al., 1996). In the Antarctic, strong, positive correlations be-
tween aerosol extinction and BrO mixing rations have been
observed during spring (Frie} et al., 2023). A general fea-
ture of the distributions for ODEs and non-ODEs when pro-
gressing from March to May is that trajectories spend in-
creasingly less time above the mixed layer (Fig. 5h). Our
statistical analysis indicates that, in general, ODEs are more
likely to occur and ozone mixing ratios are more likely to
be lower when air masses spend more time near the surface
(Fig. 4i). Although ODE trajectories spend less time above
the mixed layer compared to non-ODE trajectories (Figs. Sh
and 8g—i), they are still spending a considerable amount of
time aloft as the median time spent above the mixed layer
only drops below 50 % during May (Fig. S5h). The recycling
of halogen species on lofted aerosol particles could explain
the ODEs experiencing a significant amount of time above
the mixed layer. This would be especially relevant for the ear-
lier spring months (March and April) given that the burden
of acidic, tropospheric aerosols (i.e., Arctic haze) is greatest
during these months (Flyger et al., 1980; Heidam et al., 1999,
2004; Nguyen et al., 2013, 2016) and the increased amount
of time air masses spend above the mixed layer during these
months. Our ML model revealed, on average, a positive con-
tribution within the > 46 % to 53 % threshold range of time
spent above the mixed layer (Fig. 10i). A physical explana-
tion for our ML results for SHAP values of the time above the
mixed layer could be that ozone is initially depleted within
the boundary layer followed by lifting above the boundary
layer and remains depleted either through inhibited mixing
with ozone-rich air (Moore et al., 2014), decreased mixed-
layer height with frequently occurring surface temperature
inversions (Pilz et al., 2024), or halogen recycling on acidic
aerosol particles aloft (Peterson et al., 2017). This could also
be due to the time spent over the mixed layer being calcu-
lated over the entire trajectory length and therefore is not
time resolved. It is also important to note that SHAP val-
ues represent how well these variables explain the behavior
of our target variable in our ML model and not how well the
input variables explain the behavior of our target variable in
the natural environment.

To understand the conditions leading to a correct model
prediction for the input variables and to investigate the cause
of the relationship between ambient and SHAP values for
time spent above the mixed layer, we calculated the distri-
bution of ambient and SHAP values for correctly and in-
correctly labeled observations of ODEs and non-ODEs for
all spring months combined and for each month individu-
ally. The results for the ambient and SHAP value distribu-
tions are displayed in Fig. S11 and S12, respectively. The
variables with the largest differences in the distribution of
correct vs. incorrect ODEs are time spent above the mixed
layer, time spent over sea ice, and radiation, whilst RH, time
spent over snow on land, wind direction, and wind speed
showed few differences (Fig. S11). The variables with the

Atmos. Chem. Phys., 24, 13603-13631, 2024

J. B. Pernov et al.: On the dynamics of ozone depletion events at Villum Research Station in the High Arctic

largest differences are also indicated to be the most important
variables, and variables with little differences were shown
to be the least important (Fig. 10), except for time above
the mixed layer. Temperature displays a large difference be-
tween correct and incorrectly labeled ODEs when evaluating
all spring months combined, but when analyzing individual
spring months, this difference is diminished, which is likely a
result of the seasonal progress of warmer temperatures later
in the spring (Fig. 5c). The distributions for SHAP values
between correctly and incorrectly labeled ODEs shows that
SHAP values of time spent over sea ice experienced the
largest difference for all spring months combined and for
each individual month (Fig. S12). Other variables showing
large differences in the distribution of SHAP values include
pressure, temperature, radiation, and wind direction. Time
spent above the mixed layer did not show large differences
between correctly and incorrectly labeled ODEs, likely as a
result of the small magnitude of the SHAP values for time
spent above the mixed layer, indicating that this variable does
not contribute largely to the model output (Fig. 9); therefore,
while this relationship is counterintuitive, it does not affect
the accurate prediction of ODEs in our ML model. The large
differences between the distribution of time spent above the
mixed layer for correctly vs. incorrectly labeled ODEs could
be the underlying cause of the counterintuitive relationship
between ambient and SHAP values for this variable, as dis-
played in Fig. 10; this could also be a result of ODE trajec-
tories experiencing a majority of time above the mixed layer
further back along the trajectory length (Fig. 8a—c). Other
factors that could contribute to this relationship include the
length of the back trajectory (trajectories experience compar-
atively more time above the mixed layer further backward),
the misrepresentation of the mixed-layer height by the HY S-
PLIT model (too low of a mixed-layer height would result in
a larger fraction of air masses above this altitude), the uncer-
tainty of HYSPLIT increasing proportionately with the tra-
jectory length, and the starting altitude of the back trajecto-
ries being too high (a higher starting altitude would result in a
larger fraction of air masses residing above the mixed layer).
Proper representation of air mass history is therefore an im-
portant aspect of evaluating ODEs and other atmospheric
phenomena, and future studies should evaluate this in more
detail, including the effects of varying trajectory lengths, the
accuracy of the mixed-layer height from HYSPLIT, and the
starting altitude at the receptor location. Overall, this shows
the ability of ML to identify the appropriateness of input
variables for modeling atmospheric phenomena and suggests
that the importance of time spent above the mixed layer and
time spent over sea ice might be over- and underestimated,
respectively, as the ML model mis-characterizes their effect
on ODEs.
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5 Summary and outlook

ODE:s occur every spring, with an increasing frequency from
early to late spring. This seasonal pattern is the result of
higher amounts of radiation, air masses spending more time
within the mixed layer and over sea ice, and source regions
for air mass contact with sea ice (and, thus, ozone depletion)
moving closer to Villum from March to May. ODE dura-
tion and frequency displayed positive trends during April and
May, respectively; however, we have low confidence in the
frequency trend. Positive trends in ODE frequency at other
Arctic sites suggest that this is a pan-Arctic phenomenon.
Possible causes for the positive trends in the duration and fre-
quency of ODEs include more FYI, BrO, saltier snowpack,
changing transport patterns, and increased occurrence of re-
freezing leads.

ODEs are likely to occur during clear (high amounts of
radiation), calm (cold temperatures, high pressure, low wind
speeds) conditions with air masses arriving from northerly
wind directions with sea ice contact (high time over sea ice,
high RH). Time spent over sea ice, radiation, temperature,
and pressure are shown to be the most important factors af-
fecting ODEs. The most important variable affecting ODEs
changes as spring progresses are radiation during March, sea
ice during April, and temperature during May. During March
and May, radiation and temperature are often the limiting
factors, with smaller amounts of radiation observed during
March and warmer temperatures observed during May. The
source regions for ozone depletion also change as spring pro-
gresses. During March, sea ice (likely FYT) in the Chukchi
Sea is the main source region for ODE air masses. During
April, a mix of FYI and MY in the Chukchi and Beaufort
seas and the central Arctic Ocean are the main source re-
gions for ODEs. During May, sea ice (likely a mix of FYI and
MYT) in the central Arctic Ocean is the main ODE source re-
gion. Air masses experiencing snowpack contact within the
mixed layer from the Canadian Archipelago make a con-
sistent yet minor contribution during each spring month.
The back-trajectory and wind speed analysis indicate that
ozone depletion occurs upwind of Villum during early spring
and moves progressively closer towards Villum during late
spring.

We show that ODEs can be accurately predicted using ML
modeling, with physically interpretable results. We also show
that ML can be a useful tool for investigating atmospheric
phenomena by quantifying the importance of each variable,
identifying threshold ranges for positive contributions, and
investigating the appropriateness of input variables. Of the
sources leading to halogen emission (sea ice or snow on top
of sea ice, snowpack on land, and recycling on aerosol par-
ticles aloft), our results suggest that emissions from sea ice
regions are the most important.

While this work has made progress in understanding the
dynamics of ozone depletion in the Arctic, further investi-
gation is warranted. Recent research has shown that ozone
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mixing ratios are increasing around the Arctic (Christiansen
et al., 2022, 2017; Cooper et al., 2020; Law et al., 2023),
coupled with the positive trend in pan-Arctic ODE frequen-
cies and the positive trend in ODE duration observed in this
study, suggesting that the factors controlling ozone variabil-
ity are being altered and that a detailed investigation into the
underlying causes is warranted. Recently, iodine has been
shown to be as important as bromine to ozone destruction
in the central Arctic Ocean (Benavent et al., 2022); further
studies investigating this discovery at pan-Arctic stations are
needed to evaluate iodine’s role in ozone depletion over the
entire Arctic region. ML could aid in this task. Future stud-
ies investigating ozone and ODE dynamics would benefit
from the incorporation of direct measurements of halogen
species to investigate different chemical regimes of ozone de-
struction, which will help predict the response of springtime
ozone dynamics in a future climate. Direct halogen measure-
ments will also help elucidate the cause of ODE initiation,
duration, and termination, as well as determine if ODEs are
the result of the transport of already depleted air masses or
if ODEs are occurring locally at Villum. Incorporating time-
resolved air mass history variables and air mass exposure to
first- and multi-year-ice sea ice concentrations would help
clarify the role of different cryosphere environments in ozone
destruction. Analyzing meteorological conditions along the
trajectory path (e.g., temperature and radiation) would help
extrapolate the observations from individual stations to the
larger Arctic region. Future studies should also consider the
vertical structure of the lower atmosphere (i.e., the mixed-
layer height and its variability) when initializing trajectory
calculation as this can have an effect on the air mass his-
tory, although this can be computationally challenging for a
multi-decadal dataset. While this and many other studies in-
vestigate ozone at the surface, the radiative forcing of ozone
is largely determined by its vertical distribution (Lacis et al.,
1990; Stevenson et al., 2013); therefore, studies investigating
the vertical and the horizontal distributions are needed. This
could be accomplished through the use of tethered balloons
deployed at ground-based stations or directly on the sea ice
(Pilz et al., 2022; Pohorsky et al., 2024).

The added value of ML modeling over classical statis-
tical analysis is highlighted by identifying variable impor-
tance, quantitative relationships, threshold ranges, and input
variable deficiencies. While a statistical analysis can qualita-
tively identify relationships, ML can identify synergistic ef-
forts regarding interactions between variables, indicating that
the right mix of conditions is necessary for ODEs to occur:
high sea ice contact, high amounts of radiation, cold temper-
atures, and high pressure. The ML methodology could be ap-
plied to other Arctic stations, either individually or utilizing
multi-station (e.g., ground-based, ship-based, buoys) merg-
ing techniques for pan-Arctic modeling of ODEs, where the
environmental drivers of ODEs could be investigated from
a geographic perspective. This would be especially perti-
nent for measurements performed over sea ice, where the
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actual ozone destruction is likely occurring. ML modeling
could also be used to investigate other atmospheric phenom-
ena such as AMDEs and BrO enhancement events and for
bias-correcting chemical transport models.

The results from our ML model largely agree with our sta-
tistical analysis and are physically meaningful/interpretable
but also reveal threshold ranges for certain variables that are
not evident otherwise and can help predict the response of
ODE:s in a future climate. Rising temperatures in the Arctic
(Rantanen et al., 2022) could affect ODEs through earlier on-
set of melt days by ceasing halogen emissions. The temper-
ature relationship displayed in this study (Fig. 10c) indicates
that rising temperatures would have the biggest effect in May
and would not start to negatively affect ODEs until they rise
above the threshold range of —10 to —13 °C. Arctic sea ice is
rapidly diminishing (Kwok, 2018; Stroeve and Notz, 2018),
and the Arctic Ocean is projected to be completely ice-free
during summer in the coming decades (Kim et al., 2023;
Notz and Community, 2020), which will have profound ef-
fects on ODEs (Simpson et al., 2007b, 2015). Retreating sea
ice would have a major effect on ODEs when sea ice loss is
propagated into the springtime, and these effects would be
most profound in May. Conversely, retreating sea ice would
also increase sea salt aerosol emission through increased ar-
eas of open water, which is a source of bromine emission and
recycling, therefore the competing effects of sea ice retreat
require further investigation through coupled cryosphere—
atmosphere modeling approaches. Changes in cloud cover,
especially low-level liquid-containing clouds, would affect
the amount of solar radiation reaching the surface. Previ-
ous studies have presented evidence for positive and negative
trends in low cloud cover for the Arctic region (Boccolari and
Parmiggiani, 2018; Jenkins and Dai, 2022; Lelli et al., 2023;
Sviashchennikov and Drugorub, 2022; Wang et al., 2021).
Increases in cloud cover would affect the amount of radiation
received at the surface, which would mainly affect ODEs in
March, when radiation is lower compared to the later spring
months. How the Arctic and the nature of ODEs evolve with
climate change remains an open question and should be the
focus of future research endeavors.
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