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1. Reaction mechanisms used in the box model

The full DMS + OH reaction scheme used in the box model is presented in Figure 1. Reactions added to the default sulfur chemistry currently in MCMv3.3.1 are given in Table S1.

Table S1: Reactions added to the default sulfur chemistry in MCMv3.3.1. (Jenkin et al., 1997; Saunders et al., 2003) in the box model

<table>
<thead>
<tr>
<th>Gas-phase reactions</th>
<th>$k^a$</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH$_3$SCH$_2$OO → OOCCH$_2$SCH$_2$OOH (isomerization)</td>
<td>0.09</td>
<td>Ye et al. 2021</td>
</tr>
<tr>
<td>OOCH$_2$SCH$_2$OOH → HOOCH$_2$SCHO + OH</td>
<td>$5.8 \times 10^{-11} \exp(-10155/T + 1080200/T^2)$</td>
<td>Wu et al. 2015</td>
</tr>
<tr>
<td>OOCH$_2$SCH$_2$OOH + NO → OCH$_2$SCH$_2$OOH + NO$_2$</td>
<td>$4.9 \times 10^{-12} \exp(260/T)$</td>
<td>Same as CH$_3$SCH$_2$OO in MCMv3.3.1</td>
</tr>
<tr>
<td>OOCH$_2$SCH$_2$OOH + HO$_2$ → HOOCH$_2$SCH$_2$OOH</td>
<td>$1.13 \times 10^{-12} \exp(1300/T)$</td>
<td>Same as CH$_3$SCH$_2$OO in MCMv3.3.1</td>
</tr>
<tr>
<td>OCH$_3$SCH$_2$OOH → SCH$_2$OOH + HCHO</td>
<td>$1 \times 10^6$</td>
<td>Same as CH$_3$S in MCMv3.3.1</td>
</tr>
<tr>
<td>HOOCH$_2$SCHO + OH → HOOCH$_2$SCO</td>
<td>$1.0 \times 10^{-11}$</td>
<td>Vermeuel et al. 2020</td>
</tr>
<tr>
<td>HOOCH$_2$SCO → CO + HOOCH$_2$S</td>
<td>$9.2 \times 10^9 \exp(-505.4/T)$</td>
<td>Wu et al. 2015</td>
</tr>
<tr>
<td>HOOCH$_2$SCO → OH + HCHO + OCS</td>
<td>$1.6 \times 10^7 \exp(-1468.6/T)$</td>
<td>Wu et al. 2015</td>
</tr>
<tr>
<td>HOOCH$_3$S + NO$_2$ → HOOCH$_3$S + NO</td>
<td>$6.0 \times 10^{-11} \exp(240/T)$</td>
<td>Same as CH$_3$S in MCMv3.3.1</td>
</tr>
<tr>
<td>HOOCH$_3$S + O$_3$ → HOOCH$_3$SO + O$_2$</td>
<td>$1.15 \times 10^{-12} \exp(430/T)$</td>
<td>Same as CH$_3$S in MCMv3.3.1</td>
</tr>
<tr>
<td>HOOCH$_3$SO + O$_3$ → SO$_2$ + HCHO + OH + O$_2$</td>
<td>$4.0 \times 10^{-13}$</td>
<td>Same as CH$_3$SO in MCMv3.3.1</td>
</tr>
<tr>
<td>HOOCH$_3$SO + NO$_2$ → SO$_2$ + HCHO + OH + NO</td>
<td>$1.2 \times 10^{-11}$</td>
<td>Same as CH$_3$SO in MCMv3.3.1</td>
</tr>
</tbody>
</table>

*a* The units of $k$ are s$^{-1}$ for unimolecular reactions and cm$^3$ molec$^{-1}$ s$^{-1}$ for bimolecular reactions.

2. Instruments

Table S2: S-containing products detected and the corresponding instruments

<table>
<thead>
<tr>
<th>Formula detected (not including reagent ions)</th>
<th>Assigned species</th>
<th>Vocus PTR-MS</th>
<th>I-CIMS</th>
<th>NH$_4^+$ CIMS</th>
<th>AMS</th>
<th>Compact TILDAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>C$_2$H$_6$S</td>
<td>Dimethyl sulfide</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C$_2$H$_6$SO</td>
<td>Dimethyl sulfoxide</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C$_2$H$_6$SO$_2$</td>
<td>Dimethyl sulfone, Methylthiomethyl hydroperoxide</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C$_2$H$_6$SO</td>
<td>Methylthioformate</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH$_4$SO</td>
<td>Methanesulfinic acid</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C$_2$H$_6$SO$_3$</td>
<td>Hydroperoxymethyl thioformate</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compound</td>
<td>Description</td>
<td>Detection</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------</td>
<td>-------------</td>
<td>-----------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH$_3$SO$_2$N</td>
<td>Methanesulfonyl peroxynitrate</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH$_2$SO$_2$</td>
<td>Thioacid</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH$_3$SO$_2$$^+$ etc</td>
<td>Methane sulfonic acid</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SO$^+$, SO$_2$$^+$, SO$_3$$^+$ etc</td>
<td>Sulfuric acid/Sulfate aerosol</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sulfur dioxide</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.1 Vocus PTR-MS measurements

A Vocus Proton-Transfer-Reaction Time-of-Flight Mass Spectrometer (Vocus PTR-MS, Aerodyne Research Inc.) was used to measure the precursor and lightly oxygenated products from the oxidation (see Table S1) with sub-ppt detection limits (Krechmer et al., 2018). The instrument details are documented in Krechmer et al. (Krechmer et al., 2018). Reaction mixtures were directly sampled from the chamber at 1 slpm and measured at 1 Hz frequency. The compounds in the mixtures were ionized by proton transfer reactions with the hydronium ion (H$_3$O$^+$) and detected as M•H$^+$.

The sensitivity of the Vocus PTR-MS to a wide range of compounds was calibrated using two methods. In the first method, the instrument sampled a flow of calibration gas from a cylinder that contained 5 ppb of an array of compounds including acetone, benzene, α-pinene and several other VOCs. This calibration was performed every 4 hours during the experiments. In the second calibration, a liquid calibration system was used to generate known amounts of species that were expected to form in the experiments including DMSO and DMSO$_2$, by quantitatively evaporating the solution containing the compounds of known concentrations into a stream of ultra-zero air that was sampled by the instrument. By varying the concentration of the solution, a four-point calibration was conducted, denoted as the reference sensitivity for DMSO and DMSO$_2$, $S_{\text{DMSO\_ref}}$ and $S_{\text{DMSO\_2\_ref}}$. The second type of calibration was conducted two times during the middle of the chamber campaign, and the sensitivities to DMSO and DMSO$_2$ were averaged between the two calibrations. The sensitivity uncertainty of DMSO and DMSO$_2$ was determined to be 10% and 3%, respectively, by taking the standard deviation of the sensitivities derived from the two calibrations. Acetone sensitivity using the calibration gas was also calibrated during the second calibration, denoted as $S_{\text{acetone\_ref}}$. The instrument sensitivity may vary over time, and therefore, the sensitivity of DMSO (and similarly DMSO$_2$) in every experiment was derived by scaling the acetone reference sensitivity:

$$S_{\text{DMSO\_exp}} = S_{\text{DMSO\_ref}} \times \frac{S_{\text{acetone\_exp}}}{S_{\text{acetone\_ref}}}$$

2.2 I–CIMS measurements

An Iodide Time-of-Flight Chemical Ionization Mass Spectrometer (I–CIMS) was used to measure more oxidized species in the reaction mixture. A $^{210}$Po strip (10 mCi, NRD LLC) was used to ionize methyl iodide vapor from a permeation tube forming I$^-$ as the reagent ions. A 1.8 slpm sample flow taken from the chamber was mixed with a 2 slpm humidified N$_2$ flow carrying the reagent ions in the ion–molecule reactor.
To calibrate and constrain the sensitivity of the I-CIMS to a broad range of compounds including products in DMS oxidation, calibrations using authentic standards and the voltage scanning technique (Isaacman-VanWertz et al., 2018; Lopez-Hilfiker et al., 2016) were used. First, the sensitivity of N₂O₅ which represents the maximum sensitivity of the instrument was determined. A known amount of N₂O₅ was formed in the chamber under dry condition by injecting 1-5 ppb of O₃ into the chamber prefilled with 1-2 ppm of NO₂:

\[
\text{NO}_2 + \text{O}_3 \rightarrow \text{NO}_2 + \text{O}_2
\]
\[
\text{NO}_3 + \text{NO}_2 \rightarrow \text{N}_2\text{O}_5
\]

Each addition of O₃ was allowed to equilibrate until the N₂O₅•I⁻ signal was stable. The total measured signals of N₂O₅ by the I-CIMS included N₂O₅•I⁻ and NO₃⁻ ions (Lopez-Hilfiker et al., 2016). Multiple O₃ additions were conducted to derive a multi-point calibration, and the N₂O₅ concentration in the chamber was calculated using the F0AM model. The derived N₂O₅ sensitivity is 12 cps ppt⁻¹ (normalized to 10⁶ cps reagent ions).

The sensitivities of several organic acids were also calibrated by using the liquid calibration system. Similar to the calibration of Vocus PTR-MS, known concentrations of calibrants were delivered to the I-CIMS for a multipoint calibration by quickly evaporating the solution containing the calibrants in the liquid calibration system. Voltage scanning was performed during the calibration by changing the voltage between the skimmer and big segment quadrupole to examine the binding energy of the iodide-molecule adduct, denoted as dV50, the voltage at which 50% of the adduct declustered (Isaacman-VanWertz et al., 2018; Lopez-Hilfiker et al., 2016).

Figure S1 shows the relationship between the measured sensitivity and dV50 for compounds calibrated. It is known that succinic acid is measured close to the maximum instrument sensitivity and therefore, it is determined that species with a dV50 ~5V or greater will be detected at the maximum sensitivity. Voltage scanning was also performed every two hours in every experiment for all species measured. Based on the voltage scanning results, the sensitivities of sulfur-containing products were estimated: dV50 for CH₄SO₃ (MSA), CH₂SO₂ (thioacid or sulfene) and CH₃SO₂N (methanesulfonyl peroxynitrile) were 4.7 V, 5.4 V and 9.4 V, respectively; their sensitivities were therefore estimated to be 12 cps ppt⁻¹. The dV50 for C₂H₄SO₃ (HPMTF) and CH₄SO₂ (MSIA) were 2.6 V and 2.7 V, respectively, close to the dV50 of HONO, and their sensitivities were estimated to be the same as HONO, 1.0 cps ppt⁻¹.

There are substantial uncertainties for the estimated sensitivities using voltage scanning. Therefore, in Section 3.3 in which the yield of HPMTF was calculated to derive the isomerization rate coefficient (kₘₐₓ) of the CH₃SCH₂OO radical, a calibration factor was included (Eq. S1 and Eq. S4). However, the fitting in Figure 3(a) is only sensitive to the shape of the curve, and not the absolute value. This helps minimize the effect of uncertainty of the HPMTF calibration on the determination of kₘₐₓ. Note that in dry experiments, good sulfur closure measurements were obtained from data collected by independently calibrated instruments, and the asymptote value in Figure 3a is close to 1 (1.5), suggesting that our estimated sensitivities were reasonable. To estimate the overall uncertainty in the sulfur closure, a 50% relative standard deviation was applied to individual species measured by the I-CIMS.
**Figure S1:** I-CIMS sensitivity of N$_2$O$_5$ and organic acids versus their iodide cluster disassociation voltage derived from voltage scanning. The sensitivities of the sulfur-containing products are determined as the following: S$_{CH_4SO_3}$ = 1 cps ppt$^{-1}$, S$_{CH_4SO_2}$ = 1 cps ppt$^{-1}$, S$_{CH_4SO}$ = 12 cps ppt$^{-1}$, S$_{CH_2SO_2}$ = 12 cps ppt$^{-1}$, S$_{CH_3SO_6N}$ = 12 cps ppt$^{-1}$, normalized to 10$^6$ cps reagent ions.

**2.3 NH$_4^+$-CIMS measurements**

A time-of-flight chemical ionization mass spectrometer which used ammonium (NH$_4^+$) as the reagent ion (NH$_4^+$-CIMS) was also deployed to measured oxygenated products (Zaytsev et al., 2019). Table S2 lists the sulfur-containing species by the NH$_4^+$-CIMS. The instrument uses a ¼” PFA Teflon sampling line with a flow of 3.5 slpm. The instrument is designed to minimize inlet losses of sampled compounds. The dominant reagent ions are NH$_4^+$(H$_2$O)$_n$, (n = 0, 1, 2), and chemical species are detected as ammonium-clusters NH$_4^+$(M) through ligand-switching reactions.

Unlike the I-CIMS, the NH$_4^+$-CIMS detects HPMTF without the interference from N$_2$O$_5$. Figure S2 illustrates that the C$_2$H$_4$SO$_3$-12C$_2$ signal measured by both instruments show a consistent time series in Exp. 2a. This confirms that there is negligible N$_2$O$_5$ interference in the I-CIMS measurements of HPMTF used in the total-sulfur analysis.
Figure S2: Time series of $C_2H_4SO_3$ (from DMS-$^{12}C_2$) measured by the I-CIMS and the NH$_4^+$-CIMS in Exp. 2a.

2.4. Aerodyne Compact Tunable Infrared Laser Direct Absorption Spectrometer (TILDAS)
The SO$_2$ concentration was measured using an Aerodyne Compact Tunable Infrared Laser Direct Absorption Spectrometer (TILDAS) (McManus et al., 2011; McManus et al., 1995). The single-laser instrument measured SO$_2$ absorptions near 1352 cm$^{-1}$, in a 76-m astigmatic multipass absorption cell (AMAC) (McManus et al., 1995). The continuous wave laser was rapidly scanned at kHz rates, and resulting spectra were averaged every second and fit on-the-fly using on board software (TDLWintel). Typical 1-s noise levels were 160 ppt, averaging to < 40 ppt in 100 seconds. The instrument was zeroed every 5 minutes using ultra-zero air, and calibrated using a 5.1 ppm standard diluted into an ultra-zero air overflow from 0-1000 ppb.

2.5 Particle-phase measurements using the aerosol mass spectrometer

Calibration and raw data analysis

The aerosol mass spectrometer (AMS) was calibrated for ionization efficiency using ammonium nitrate. Relative ionization efficiencies (RIE) for NH$_4^+$ (3.96), SO$_4^{2-}$ (0.92), and MSA (1.20) were calculated using NH$_4$NO$_3$, NH$_4$SO$_4$, and NH$_4$(CH$_3$SO$_3$) using the ammonium balance method (Hodshire et al., 2019).

Quantification of MSA was performed using SQUIRREL 1.63B and PIKA 1.23B based on the method published by Huang et al., 2017 (Huang et al., 2017), where the total mass of MSA is based on a reference spectrum and the distinctive fragment CH$_3$SO$_2^+$. Since MSA fragmentation has been shown to vary based on instrumental factors (Zorn et al., 2008), a pure MSA spectrum for our instrument was taken from MSA aerosolized into the chamber. The reference spectrum was obtained by summing the high-resolution families that contribute to the MSA spectrum (CHOgt1, CHO1, CH, CS, C$_x$, SO, HS) and removing others (such as NH) that result from trace ammonia in the chamber/sampling lines. No significant ions except for CH$_3$SO$_2^+$ were observed at m/z 79 in high resolution analysis during the experiments so the entire unit mass was assigned to this ion.

Particles containing DMSO$_2$ were also generated by atomizing a DMSO$_2$ solution and was directly introduced to the AMS. However, no aerosol signals were observed. This is probably because DMSO$_2$ is volatile to semi-volatile (Scholz et al., 2022) and therefore evaporated when entering the chamber. As a result, no aerosol-phase reference spectrum of DMSO$_2$ was obtained. It is expected that at least in the dry experiments, DMSO$_2$ stayed in the gas-phase and did not contribute to the CH$_3$SO$_2^+$ fragment in the AMS.

For Experiment 4 when the AMS was operated at 800 °C, a reference spectrum for MSA taken at 800 °C was used instead. The fragmentation table in SQUIRREL 1.63B was adjusted according to the reference spectrum.

For experiments in which both $^{12}$C- and $^{13}$C-DMS were used, this method was modified to account for both isotopes. A reference $^{13}$C-MSA spectrum was first derived from the $^{12}$C-MSA spectrum by inspection—based on which ions contain carbon—since no pure sample is easily available. Next, the $^{12}$C / $^{13}$C isotope ratio, which remained constant throughout each experiment, was derived based on high resolution fitting at m/z 96 and m/z 97 where few ions interfered with the $^{12}$CH$_4$SO$_3^+$
and \(^{13}\)CH\(_4\)SO\(_3^+\) signals. The key peak for \(^{13}\)C-MSA (\(^{13}\)CH\(_3\)SO\(_2^{+}\)) was easily distinguished from SO\(_3^+\) in high resolution and the ratio of these ions was used to calculate the total \(^{13}\)C-MSA mass using the reference spectrum and the unit mass resolution frag table. The signal from the key peak for \(^{12}\)C-MSA (\(^{12}\)CH\(_3\)SO\(_2^{+}\)) is estimated based on the \(^{12}\)C / \(^{13}\)C isotope ratio and the \(^{13}\)CH\(_3\)SO\(_2^{+}\) signal; total \(^{12}\)C-MSA mass is then calculated as above based on the derived \(^{12}\)CH\(_3\)SO\(_2^{+}\) signal.

**Corrections**

Particle wall loss was accounted for when estimating the concentration of aerosol-phase products. Particle wall loss rate was expected to be faster during the beginning of the experiment and gradually decreased as the experiment proceeds due to the growth of the particles. The estimate of particle wall loss rate was performed by measuring the loss rate of particle containing 2:1 mix of H\(_2\)SO\(_4\) and MSA by aerosolizing the solution containing the mixture into the chamber. This particle composition roughly matched that of the observed products. AMS results corrected by this single mass-based wall loss rate coefficient were taken as the “best estimate”, which was \(5.74 \times 10^{-5}\) s\(^{-1}\), and was applied for wall loss correction for entire experiments based on Wang *et al.* (Wang *et al.*, 2018). Upper (\(1.59 \times 10^{-4}\) s\(^{-1}\)) and lower (\(4.58 \times 10^{-5}\) s\(^{-1}\)) bounds for this wall loss correction were additionally calculated based on the faster average loss rate of the NaNO\(_3\) seed particles and the slower average rate at the end of experimental particle losses, respectively. Particle mass concentrations calculated using the upper and lower bounds of wall loss correction were included in the overall uncertainty of the sulfur closure.

Additionally, due to the presence of some particles below the optimal AMS transmission size range, a small correction to the total AMS mass was applied based on the SMPS size distribution and the AMS transmission efficiency curve (Guo *et al.*, 2021), under the assumption that these particles had the same chemical composition. This was done by calculating and correcting for the fraction of the SMPS signal that would not be detected by the AMS. This correction increased calculated mass by an average of 2%. During high-RH experiments, a diffusion dryer was placed upstream of aerosol measurements to remove effects of RH in particle quantifications. By combining the AMS and SMPS data from experiments with a high aerosol yield, the AMS collection efficiency (CE) was estimated assuming spherical particles without voids. The CE for Exp. 1 was estimated to be \(~ 0.5\), consistent with the previous DMS study published from our group (Ye *et al.*, 2021). The CE for Exp. 4 was \(~ 0.3\). The lower CE was probably due to the increased particle bounce caused by the sodium chloride seed particles. For the low-aerosol-yield experiments which used the same seed particles as in Exp. 1, a collection efficiency of 0.5 was applied.

3. Estimation of HPTMF vapor pressure and chamber wall loss

Currently there is no reported experimentally measured saturation vapor pressure of HPTMF, \(C_{\text{HPTMF}}\), under room temperature. Here, \(C_{\text{HPTMF}}\) is estimated using two methods. In the first method, the pure component vapor pressure of HPTMF is estimated by based on Compernolle *et al.* (Compernolle *et al.*, 2011) calculated by UManSysProp (http://umansysprop.seaes.manchester.ac.uk/). The estimated \(C_{\text{HPTMF}}\) is \(~ 1 \times 10^{8}\) µg m\(^{-3}\). In the second method, \(C_{\text{HPTMF}}\) is estimated based on the vapor pressure of DMS which is \(~500\) mmHg at room temperature (NIST webBook). The addition of the aldehyde group and the hydroperoxide group are expected to lower the vapor pressure by \(~1\) and \(~2.2\) decades, respectively (Capouet and Muller, 2006; Pankow and Asher, 2008). Thus, \(C_{\text{HPTMF}}\) is estimated to be on the order of \(1 \times 10^{6}\) µg m\(^{-3}\). Both methods suggest that
$C_{\text{HPMTF}}$ is at least two orders of magnitudes greater than the equivalent organic mass of the chamber wall, $C_w$, which is on the order of $1 \times 10^4 \mu g \ m^{-3}$ (Krechmer et al., 2016). Therefore, only a very small amount (~1% or less) of HPTMF is expected to be deposited onto the chamber wall under dry condition.

### 4. Determination of $k_{\text{isom}}$ of CH$_3$SCH$_2$OO

In Exp.3, the oxidation was initiated by H$_2$O$_2$ photolysis with 3 ppb of NO in the chamber. Later, different amounts of HONO or NO was injected into the chamber several times to perturb the chemistry of the RO$_2$ radicals, and in particular decreasing its $\tau_{bi}$. Each perturbation lasted for ~10 minutes, and the branching fraction of the CH$_3$SCH$_2$OO radicals that undergo isomerization, $f_{\text{isom}}$, was determined by using the yield of HPMTF in the abstraction channel from the measurements:

$$Y_{\text{HPMTF}} = \frac{f_{\text{isom}}}{a_{\text{cal}} \times \frac{\Delta \text{HPMTF}}{\Delta \text{DMS}}} \times f_{\text{abs}} \quad \text{Eq. S1}$$

In Figure S7 in which the loss of HPMTF via OH oxidation is not considered, $\Delta \text{HPMTF}$ is simply the change in the measured HPMTF concentration, $\Delta \text{HPMTF}_{\text{meas}}$. When taking loss by OH oxidation into account, $\Delta \text{HPMTF} = \Delta \text{HPMTF}_{\text{meas}} + \int k_{\text{HPMTF+OH}} \times \Delta [\text{HPMTF}][\text{OH}] \, dt$. Here, $2.1 \times 10^{-11} \ cm^3 \ \text{molec}^{-1} \ s^{-1}$ is used as $k_{\text{HPMTF+OH}}$ derived from our measurements.

$f_{\text{isom}}$ is also determined by the rate coefficient of the isomerization channel and the bimolecular channels of the CH$_3$SCH$_2$OO radical:

$$f_{\text{isom}} = \frac{k_{\text{isom}}}{k_{\text{isom}} + k_{\text{bi}}} \quad \text{Eq. S2}$$

Here, $k_{\text{bi}}$ is the bimolecular rate of CH$_3$SCH$_2$OO with HO$_2$ and NO, derived from

$$k_{\text{bi}} = \frac{1}{\tau_{\text{bi}}} = k_{\text{HO}_2}[\text{HO}_2] + k_{\text{NO}}[\text{NO}] \quad \text{Eq. S3}$$

Taken together, $k_{\text{isom}}$ can be estimated by fitting the following equation from the perturbations:

$$Y_{\text{HPMTF}} = \frac{1}{a_{\text{cal}}} \times \frac{k_{\text{isom}}}{k_{\text{isom}} + \frac{1}{\tau_{\text{bi}}}} \quad \text{Eq. S4}$$

Here, $f_{\text{abs}} = 0.65$, which is based on the branching fraction of the abstraction channel under the temperature in this work (Barnes et al., 2006). A calibration factor, $a_{\text{cal}}$, was included as a parameter to account for the calibration uncertainty of HPMTF in the measurements; however its value has no impact on the inflection point of the fitted curve in Figure 3a. The initial concentration of NO in each perturbation was constrained by the measurements, and the subsequent change of NO was derived from F0AM simulations. [HO$_2$] was also derived from F0AM simulations, and $k_{\text{HO}_2}$ and $k_{\text{NO}}$ were taken from MCM_V3.3.1 (Jenkin et al., 1997; Saunders et al., 2003). [NO] and [HO$_2$] were averaged for each of the 10-minute period.

### 5. Other supporting figures
Figure S3: Measurement-model comparison of individual sulfur-containing products under the high-NO condition (Exp. 1). Concentrations (y axis) are in ppb S.
Figure S4: Measurement-model comparison of individual sulfur products from DMS$_{12}$C oxidation under the low-NO condition (Exp. 2a). Concentrations (y axis) are in ppb S.

Figure S5: Measured and modeled MSA, SO$_2$ and sulfuric acid concentrations in different scenarios of MSIA reaction rate constants for Exp. 1 (high-NO). Black: measured concentrations using default MCM mechanism of MSIA + OH $\rightarrow$ CH$_3$O$_2$ + SO$_2$ with $k_{\text{MSIA-OH}} = 9 \times 10^{-11}$ cm$^3$ molec$^{-1}$ s$^{-1}$. Yellow: modeled concentrations using MSIA + OH abstraction reaction forming CH$_3$SO$_2$ + H$_2$O with $k_{\text{MSIA-OH}} = 1.6 \times 10^{-11}$ cm$^3$ molec$^{-1}$ s$^{-1}$ used in Yin et al. (1990). Purple: modeled concentrations using MSIA + OH $\rightarrow$ CH$_3$S(O)(OH)$_2$ with $k = 9 \times 10^{-11}$ cm$^3$ molec$^{-1}$ s$^{-1}$ and CH$_3$S(O)(OH)$_2$ + O$_2$ $\rightarrow$ MSA + HO$_2$ with $k = 1.3 \times 10^{-12} \times \exp(-330/T) \times 0.21 \times M$ (taken from MCM from HSO$_3$ + O$_2$ $\rightarrow$ SO$_3$ + HO$_2$).

Figure S6: Time series of (a) NO and (b) N$_2$O$_5$ in Experiment 3. The initial concentration of NO of every injection was constrained by the measurements and the remaining decay was predicted by the model (there were large measurement uncertainties in the sub-ppb range in the NO-NO$_2$-NO$_5$ analyzer). Concentration of N$_2$O$_5$ is from the model. Yellow stripes indicate the 10-minute periods used in $k_{\text{isom}}$ estimation (Figure 3a). Increases in N$_2$O$_5$ can lead to interferences in the HPMTF-$_{12}$C$_2$ signal in the I'-CIMS spectra.
Figure S7: Yields of HPMTF-$^{13}$C$_2$ as a function of RO$_2$ bimolecular lifetime without considering HPMTF + OH. The derived fitted $k_{\text{isom}} = 0.11 \pm 0.02$ s$^{-1}$.

Figure S8: Measurements of total sulfur distribution of (a) DMS-$^{12}$C$_2$ and (b) DMS-$^{13}$C$_2$ in Exp. 3.
Figure S9: Measured total sulfur distribution for the entire Exp. 2 (DMS-^{12}C_2 + DMS-^{13}C_2).

Figure S10: Fittings of HPMTF and MTF decays in Exp. 2b to derive $k_{OH-HPMTF}$ and $k_{OH-MTF}$. 
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