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Abstract. Ozone in the Arctic stratosphere is subject to large interannual variability, driven by both chemical
ozone depletion and dynamical variability. Anomalies in Arctic stratospheric ozone become particularly impor-
tant in spring, when returning sunlight allows them to alter stratospheric temperatures via shortwave heating, thus
modifying atmospheric dynamics. At the same time, the stratospheric circulation undergoes a transition in spring
with the final stratospheric warming (FSW), which marks the end of winter. A causal link between stratospheric
ozone anomalies and FSWs is plausible and might increase the predictability of stratospheric and tropospheric
responses on sub-seasonal to seasonal timescales. However, it remains to be fully understood how ozone influ-
ences the timing and evolution of the springtime vortex breakdown. Here, we contrast results from chemistry
climate models with and without interactive ozone chemistry to quantify the impact of ozone anomalies on the
timing of the FSW and its effects on surface climate. We find that ozone feedbacks increase the variability in
the timing of the FSW, especially in the lower stratosphere. In ozone-deficient springs, a persistent strong polar
vortex and a delayed FSW in the lower stratosphere are partly due to the lack of heating by ozone in that region.
High-ozone anomalies, on the other hand, result in additional shortwave heating in the lower stratosphere, where
the FSW therefore occurs earlier. We further show that FSWs in high-ozone springs are predominantly followed
by a negative phase of the Arctic Oscillation (AO) with positive sea level pressure anomalies over the Arctic and
cold anomalies over Eurasia and Europe. These conditions are to a significant extent (at least 50 %) driven by
ozone. In contrast, FSWs in low-ozone springs are not associated with a discernible surface climate response.
These results highlight the importance of ozone–circulation coupling in the climate system and the potential
value of interactive ozone chemistry for sub-seasonal to seasonal predictability.

1 Introduction

In spring, as sunlight returns to the polar regions, zonal winds
in the stratosphere change direction from winter westerlies,
known as the polar vortex, to summer easterlies. This transi-
tion from winter to summer in the stratosphere, with major
disruptions of the stratospheric zonal flow, is called the fi-
nal stratospheric warming (FSW) (Black et al., 2006). FSWs
are primarily driven by an increase in shortwave radiation
in the polar regions in spring in combination with plane-

tary wave forcing (Waugh et al., 1999; Black et al., 2006).
While a FSW occurs every year in both hemispheres, its tim-
ing is subject to large interannual variability. In the Arctic,
FSWs have been observed from as early as mid-March to as
late as the end of May (Hu et al., 2014), depending on vari-
ations in the upward propagation of tropospheric planetary
waves, as well as the stratospheric background flow and tem-
perature (Waugh et al., 1999; Black et al., 2006; Salby and
Callaghan, 2007; Hu et al., 2014; Thiéblemont et al., 2019).
The timing of the FSW has important consequences for both
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stratospheric and tropospheric climate and for subseasonal to
seasonal predictability (e.g., Ayarzagüena and Serrano, 2009;
Thiéblemont et al., 2019; Butler et al., 2019).

As previous studies have shown (Rieder et al., 2019; Haase
and Matthes, 2019; Friedel et al., 2022), springtime strato-
spheric temperature and circulation, which influence the tim-
ing of the FSW, are also closely tied to anomalies in strato-
spheric ozone. While some springs are marked by a warm
polar vortex with high ozone concentrations, such as 2021
(Lu et al., 2021; Bahramvash Shams et al., 2022), other years
show an extremely cold polar vortex with drastic springtime
ozone depletion, e.g., in 2020 (Lawrence et al., 2020; Rao
and Garfinkel, 2021b). Stratospheric ozone thereby does not
only passively respond to changes in the circulation. Rather,
ozone anomalies are thought to actively feed back on strato-
spheric dynamics via radiative heating (Haase and Matthes,
2019; Oehrlein et al., 2020; Friedel et al., 2022), though un-
certainties remain with respect to the magnitude of the ozone
effects. Connections between springtime Arctic ozone, plan-
etary wave activity, and the timing of the FSW in the lower
stratosphere have previously been reported, with enhanced
transport and mixing of ozone-rich air into the Arctic and an
earlier vortex breakup in springs when planetary wave activ-
ity is strong (Salby and Callaghan, 2007). This link, however,
only describes the response of ozone to wave driving, while
the role of the resulting ozone anomalies in modulating the
dynamics and altering the timing and evolution of the FSW
still remains unclear. A clear mechanistic understanding and
quantification of the impacts of ozone on the FSW is lacking.

By causing major changes in stratospheric dynamics,
FSWs leave their fingerprint on the tropospheric circulation
through downward coupling. At the Earth’s surface, the FSW
tends to shift the North Atlantic Oscillation (NAO) towards
its negative phase (Black et al., 2006; Thiéblemont et al.,
2019), but surface responses strongly depend on the tim-
ing of the FSWs. While early FSWs (Black and McDaniel,
2007b) are usually followed by a negative phase of the Arc-
tic Oscillation (AO) with cold and wet anomalies over central
and southern Europe and Eurasia (and thus behave similarly
to mid-winter sudden stratospheric warmings (SSWs); Bald-
win et al., 2021), late FSWs do not have any robust effects
on surface climate (Li et al., 2012). Rather, late FSWs tend
to be preceded by a positive phase of the Arctic Oscillation,
which shifts to neutral after the FSW date (Black et al., 2006;
Ayarzagüena and Serrano, 2009; Thiéblemont et al., 2019).
Even though early FSWs usually have a greater surface im-
pact than late FSWs, they are less predictable due to their
sudden nature (Butler et al., 2019). If ozone was identified
as a modulator of the timing of FSWs, a potential shift in the
breakup date of the polar stratospheric vortex by ozone could
thus have a large impact on both the FSW predictability and
their signature on surface climate.

In other contexts, it has already been established that
ozone contributes to stratosphere–troposphere coupling dur-
ing extreme events. For example, ozone anomalies have pre-

viously been shown to enhance downward coupling during
SSWs (Haase and Matthes, 2019; Oehrlein et al., 2020).
Most notably, Arctic ozone minima have been identified as a
crucial driver of the surface circulation in springtime (Friedel
et al., 2022). Conversely, a similar connection between ozone
and the downward impact of FSWs has not yet been demon-
strated. Since many state-of-the-art forecast models still pre-
scribe a diagnostic ozone forcing, they neglect such possi-
ble influences of ozone. A better mechanistic and quanti-
tative understanding of the connection between springtime
ozone, FSW date, and subsequent surface patterns might
lead the way to improved sub-seasonal to seasonal predic-
tions for both the stratosphere and troposphere (Cionni et al.,
2011; Eyring et al., 2013; Hersbach et al., 2020; Monge-Sanz
et al., 2022). Recent modeling studies on the Southern Hemi-
sphere already show promising results, with an improvement
of forecast skill on seasonal timescales arising from strato-
spheric ozone (Hendon et al., 2020; Oh et al., 2022).

While observations provide information about the statis-
tical correlation of stratospheric ozone and the FSWs, they
cannot be used to directly assess the causality of this con-
nection. Further, the observational record is rather short
(41 years), and internal variability might be too large to es-
tablish a robust connection between ozone and the FSW in
observations. Here, we shed new light on the ozone–FSW
connection by performing targeted modeling experiments to
isolate the impact of Arctic ozone from dynamical variabil-
ity. Specifically, we address the following questions. (1) How
large is the impact of ozone on the timing of the FSW? (2) Is
there a significant influence of ozone on the surface response
to FSWs? (3) What are the mechanisms whereby ozone mod-
ulates the downward coupling during FSWs?

This paper is structured as follows. Section 2 gives an
overview over the data and model experiments used in this
study as well as analysis methods. Section 3 describes the ef-
fects of ozone on the timing of FSWs. Next, we explore the
ozone influence on the downward impact of FSWs, highlight-
ing the physical mechanism at work. In Sect. 4 our results are
summarized and discussed.

2 Material and methods

2.1 Input data and design of model experiments

Here we use chemistry–climate models (CCMs) to isolate
the effects of ozone anomalies on the FSW and compare our
results with observations. To do this, we use two fully inde-
pendent CCMs, WACCM version 4 and SOCOL-MPIOM, to
gain insights into possible model dependencies of the ozone-
dynamics coupling.

WACCM, the Whole Atmosphere Community Climate
Model, is the atmospheric component of the NCAR Commu-
nity Earth System Model version 1 (CESM1.2.2). WACCM
has a high model top (5.1× 10−6 hPa) with 66 vertical lev-
els (Marsh et al., 2013) and is coupled to interactive ocean
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and sea ice components (Danabasoglu et al., 2012; Holland
et al., 2012). WACCM has a horizontal resolution of 1.9◦ in
latitude and 2.5◦ in longitude (Marsh et al., 2013) and can
be run in both an interactive and specified chemistry mode
(Smith et al., 2014). When coupled to the interactive chem-
istry scheme, WACCM calculates ozone concentrations over
a set of chemical equations including a total of 59 species
(Marsh et al., 2013). When run in specified chemistry mode,
ozone concentrations and other radiative species are pre-
scribed in the form of climatologies (Smith et al., 2014).
Having been documented to capture stratospheric trends and
variability reasonably well, WACCM has been used in many
recent studies on interannual stratospheric variability (e.g.,
Haase and Matthes, 2019; Rieder et al., 2019; Oehrlein et al.,
2020).

SOCOL, SOlar Climate Ozone Links, version 3 is a
CCM based on the general circulation model MA-ECHAM5,
which is interactively coupled to the chemistry transport
model MEZON (Model for Evaluation of oZONe trends;
Egorova et al., 2003) and to the ocean–sea ice model MPIOM
(Stenke et al., 2013; Muthers et al., 2014). SOCOL-MPIOM
has a model top at 0.01 hPa and 39 vertical levels and is
used here at a horizontal resolution of T31 (3.75◦× 3.75◦)
(Stenke et al., 2013). SOCOL-MPIOM can be run in an in-
teractive chemistry mode, including a set of 140 gas-phase,
46 photolysis, and 16 heterogeneous reactions involving 41
species. Like WACCM, SOCOL-MPIOM can also be run
in a specified chemistry configuration by decoupling the
chemistry module and general circulation model, in which
case ozone concentrations are prescribed as climatologies
(Muthers et al., 2014). Like WACCM, SOCOL-MPIOM cap-
tures stratospheric variability reasonably well (Muthers et al.,
2014).

To isolate ozone–circulation coupling, we simulate two
different setups with both CCMs, WACCM and SOCOL-
MPIOM: one with fully interactive ozone chemistry (INT-
3D) and one with prescribed, climatological ozone (CLIM-
3D) (Friedel et al., 2022). The latter is forced by a daily,
three-dimensional ozone climatology derived from experi-
ments with fully interactive chemistry from each respec-
tive model. In contrast to other studies using similar ap-
proaches (e.g., Haase and Matthes, 2019), the experiments
with prescribed ozone (CLIM-3D) still employ the chemistry
scheme; i.e., the ozone field is still calculated but not seen by
the radiation. Thus, the calculated ozone in these runs acts
as a passive tracer and serves as a dynamical proxy with-
out exerting dynamical feedbacks. The calculated ozone field
of both CLIM-3D and INT-3D simulations is later used for
analysis purposes. With this setup, we find differences be-
tween INT-3D and CLIM-3D simulations for specific situa-
tions (e.g., FSWs) that can solely be attributed to the two-
way coupling between ozone and circulation. A schematic
illustration of the model setup is shown in Fig. 1. With both
CCMs, we run a total of 200 model years with a fully coupled
ocean for both the interactive and noninteractive chemistry

configuration. This extension (200 years) delivers reasonable
statistics in the context of FSWs (Thiéblemont et al., 2019).
All model simulations are forced by present-day boundary
conditions of the year 2000 for greenhouse gases (GHGs)
and ozone-depleting substances (ODSs), thus omitting trends
due to changes in GHG concentrations or ozone (Friedel
et al., 2022), in contrast to studies using transient simulations
(Haase and Matthes, 2019). Boundary conditions were set
following the CMIP5 forcing datasets (Meinshausen et al.,
2011) with fixed, seasonally varying GHG and ODSs, result-
ing in large springtime ozone variability due to high ODS
loading around the early 2000s.

We compare our modeling results with the reanalysis prod-
uct MERRA2, the Modern-Era Retrospective Analysis for
Research and Applications version 2, from 1980 to 2020
(Gelaro et al., 2017). MERRA2 has a horizontal resolution
of 0.5◦× 0.625◦ and 72 hybrid-eta levels from the surface up
to 0.01 hPa, and we use 6-hourly instantaneous data output.
MERRA2 has been shown to realistically reproduce ozone
variability with stratospheric ozone agreeing reasonably well
with satellite ozonesonde data (Wargan et al., 2017; Davis
et al., 2017; Bahramvash Shams et al., 2022).

2.2 Analysis methods

A variety of different metrics have been used in the past to
define the onset of FSWs. While most FSW definitions are
based on stratospheric zonal wind at a given altitude falling
below a certain threshold (Black and McDaniel, 2007a;
Ayarzagüena and Serrano, 2009; Hu et al., 2014; Kelleher
et al., 2020; Rao and Garfinkel, 2021a), some studies con-
sider two (Black et al., 2006; Butler and Domeisen, 2021)
or multiple different pressure levels (Hardiman et al., 2011;
Jinggao et al., 2013; Thiéblemont et al., 2019), and the
thresholds used vary. Here, we follow the definition used by
Butler and Domeisen (2021), who define the FSW date based
on zonal mean zonal wind at 10 and 50 hPa falling below
thresholds of 0 and 5 ms−1, respectively. Additionally, we
extend this metric to all available pressure levels between 50
and 1 hPa to examine the impacts of ozone on the timing of
the FSW throughout the stratosphere. To this end, we define
the altitude-dependent FSW onset date on a given pressure
level as the first day of the year when zonal mean zonal wind
at 60◦ N has fallen below a threshold of 0 ms−1 for altitudes
equal to or above 10 hPa and 7 ms−1 for pressure levels lower
than 10 hPa and does not return above this threshold for more
than 10 consecutive days until the following fall. Adjustment
of the wind threshold to 7 ms−1 for lower stratospheric alti-
tudes was necessary to allow the CCMs to generate a FSW
every single year, correcting their vortex biases (Stenke et al.,
2013; Butchart et al., 2011; Bergner et al., 2022). The po-
lar vortex bias results in a delay of the FSW compared to
reanalysis (in our models by 2–3 weeks). This late FSW
bias is typical for climate models and has been reported for
nearly all CMIP5 and CMIP6 models (Butchart et al., 2011;
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Figure 1. Simulation setup. INT-3D (a) uses a fully interactive chemistry module determining the ozone concentrations as they occur during
the run, allowing differences to evolve, in particular from one polar winter to the next, directly feeding back into the model’s radiation
schemes and thus the model’s dynamics. In contrast, CLIM-3D (b) is forced by prescribed, daily 3D climatological ozone fields, identical
from one year to the next, which have been derived by averaging model runs with fully interactive chemistry (from each respective model,
WACCM or SOCOL-MPIOM). The experiments with prescribed ozone (CLIM-3D) still employ the chemistry scheme; i.e., the ozone field
is still calculated and affects other radiatively active gases such as methane but does not feed back into the model’s radiative scheme (figure
adapted from Friedel et al., 2022).

Rao and Garfinkel, 2021a). The results presented below are
insensitive to variations in the wind threshold chosen for
determining the FSW onset date, as sensitivity tests with
WACCM for thresholds between 3 and 10 ms−1 show. To get
insights into the vertical structure of the FSWs, we compare
the FSW date at 1 and 10 hPa to distinguish between FSWs
happening first at 1 hPa (“1 hPa-first”) and those happening
first at 10 hPa (“10 hPa-first”) (Hardiman et al., 2011). If the
difference between the FSW date at 1 and 10 hPa is smaller
than 5 d, the FSW is considered “neutral” (Hardiman et al.,
2011; Thiéblemont et al., 2019).

We investigate the impact of ozone anomalies on the FSW
in springs where stratospheric ozone concentrations are un-
usually high or low. High- and low-ozone springs are defined
based on daily zonal mean ozone mixing ratios averaged over
the polar cap (60–90◦ N). Unless otherwise specified, the
data are first weighted by the cosine of latitude for spatial av-
eraging. To smooth the daily variability and therefore reduce
the influence of outliers, a 5 d running mean is computed
from the daily ozone data. From the 5 d running mean, we
calculate partial column ozone between 30 and 70 hPa, since
ozone variability maximizes at different altitudes within this
range across datasets (Friedel et al., 2022). For each of the
200 model years we then pick the days with minimum or
maximum ozone values over the period from 1 March until
the onset of the FSW. The time period was chosen as such
that it contains the largest ozone variability, which usually
maximizes within March and the FSW (Friedel et al., 2022).
Ozone values selected this way are ranked, and the quartile of
springs with the lowest minimum or highest maximum daily

5 d running mean partial ozone column are considered “low-
ozone springs” and “high-ozone springs”, respectively. The
day for which the ozone minimum or maximum occurs is
termed “central ozone date”. The simulated (but radiatively
noninteractive) ozone field in CLIM-3D experiments allows
us to use the same methodology to find ozone minima and
maxima also in this configuration, where low or high ozone
is a proxy for a strong or weak spring polar vortex, respec-
tively.

We use the transformed Eulerian mean (TEM) framework
to study effects of ozone on stratospheric dynamics and plan-
etary wave breaking (Andrews and McIntyre, 1976). Specifi-
cally, we use the divergence of the Eliassen–Palm flux (EPF)
as a measure for the forcing exerted by planetary waves on
the zonal mean flow. The components of the EPF vector
F = (F φ,F z) in spherical, log-pressure coordinates (λ,φ,z)
are given by

F φ = ρ0a cosφ

(
uz
v′θ ′

θz
− u′v′

)
(1)

F z = ρ0a cosφ

([
f −

1
a cosφ

∂(ucosφ)
∂φ

]
v′θ ′

θz
− u′w′

)
, (2)

with the three-dimensional velocity (u,v,w), the Coriolis
parameter f , the Earth’s radius a, and the temperature-
dependent atmospheric density profile ρ0 (Andrews et al.,
1987). Using both components of the EPF, we calculate and
scale the EPF divergence according to

∇ ·F =
1

ρ0a cosφ

(
∂
∂φ

(F φ cosφ)

a cosφ
+
∂F z

∂z

)
. (3)
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In regions with EPF convergence (∇ ·F < 0), wave drag
results in a deceleration of the zonal flow due to enhanced
wave dissipation. In contrast, in regions with EPF divergence
(∇ ·F > 0), zonal wind accelerates as a result of the missing
drag.

To quantify the surface response of FSWs, we calculate
anomalies by computing a climatology of the variable of in-
terest for each day of the year over all years in the dataset,
which is subsequently subtracted from the daily values. For
MERRA2, climatologies are calculated over the period 1980
to 2019 only, since spring 2020 was characterized by record-
breaking surface anomalies (Lawrence et al., 2020), which
might skew the climatology due to the short observational
record. Further, we use the Arctic Oscillation (AO) index at
the surface (1000 hPa) as an indicator for the surface pattern
following FSWs. The AO is a measure for the tropospheric
large-scale variability in the Northern Hemisphere (NH) with
its positive and negative phases having different implications
for regional climate (Baldwin and Dunkerton, 2001). Here,
we use empirical orthogonal functions (EOFs) to calculate
the AO index based on method 3 in Baldwin and Thomp-
son (2009): first, we calculate the EOF loading pattern from
year-round geopotential height anomalies north of 20◦ N af-
ter applying latitudinal weights using the square root of the
cosine of latitude (Baldwin and Dunkerton, 2001). Follow-
ing this, we regress daily geopotential height anomalies onto
the spatial EOF pattern to find the principal component (PC)
time series, which is then weighted to unit variance to obtain
the AO index.

Bootstrapping is performed to assess the significance of
our results, as done in, e.g., Thiéblemont et al. (2019), Haase
and Matthes (2019), Oehrlein et al. (2020), and Friedel et al.
(2022). To assess whether surface anomalies are significantly
different from zero, a one-sample bootstrapping test is per-
formed, for which anomalies are sampled with replacement
around the respective FSW dates in random years within
each dataset to create a number of samples equalling those
contained in the original composite. We repeat this process
500 times to build a probability density function (PDF) of
random composites. The actual composite is considered sig-
nificantly different from its climatology if it differs by 2 or
more standard deviations from the mean of the PDF. This
procedure indicates significance at the 4.6 % level. Similarly,
a two-sample bootstrapping test is performed to check the
significance of differences between two datasets. For this
purpose, random composites are created for each dataset ac-
cording to the procedure described above, and the difference
between these composites is taken. Repeating this procedure
500 times, we create a PDF of 500 random samples and con-
sider the difference between two datasets to be significant if
it differs by two or more standard deviations from the mean
of the PDF.

3 Results and discussion

3.1 The impact of ozone on the timing of the final
stratospheric warming

We first evaluate the effects of ozone anomalies on the FSW
date over the entire depth of the stratosphere. To this end, we
select the 25 % of springs with the highest and lowest ozone
concentrations and investigate the deviation of the FSW date
from its (long-term) mean in the respective high- and low-
ozone springs. Below 10 hPa, the FSW is delayed in low-
ozone springs, as clearly seen in the MERRA2 reanalysis in
Fig. 2c. In contrast, an early FSW is found in high-ozone
springs (Fig. 2c). In the upper stratosphere (above∼ 10 hPa),
the opposite behavior is observed: while years with high
ozone show a delay in the FSW date at these levels, years
with low ozone instead show a neutral FSW date with a ten-
dency towards an earlier breakup (Fig. 2c).

Model simulations with WACCM and SOCOL-MPIOM
reproduce the ozone–FSW connection found in the reanal-
ysis. In both models, the FSW at altitudes below ∼ 10 hPa
is delayed in springs with low ozone and occurs earlier than
on average in springs with high ozone (Fig. 2a, b), with a
tendency towards opposite effects in the upper stratosphere.
While this is the first time the statistical relationship between
ozone and the timing of the FSW is shown across the strato-
sphere, these results are not surprising following earlier stud-
ies (e.g., Salby and Callaghan, 2007). However, these results
do not show whether ozone actively modulates the FSW. To
assess the latter, we compare simulations with and without
interactive ozone chemistry and find major differences be-
tween INT-3D and CLIM-3D experiments (solid and stip-
pled lines in Fig. 2a, b). Simulations with interactive ozone
chemistry (INT-3D) show larger shifts towards early and late
FSWs in high- and low-ozone springs, respectively, below
∼ 10 hPa than those with prescribed ozone (CLIM-3D). Fur-
thermore, the shift in INT-O3 is generally in better agreement
with reanalysis. Since the ability of ozone to affect the dy-
namical coupling is what differs INT-3D from CLIM-3D, we
can attribute differences in the timing of the FSW between
those simulations solely to ozone. Ozone anomalies thus shift
the vortex breakup in the region below ∼ 10 hPa to earlier
and later dates in high- and low-ozone springs, respectively,
and thereby increase the variability in the timing of the FSW
significantly. Differences in the timing of the FSW between
INT-3D and CLIM-3D decrease with altitude (solid and stip-
pled lines in Fig. 2a, b) and fully vanish at around 1 hPa.
While in SOCOL-MPIOM differences in the timing of the
FSW between INT-3D and CLIM-3D are significant even up
to an altitude of 3 hPa, in WACCM those differences are only
significant in the lower stratosphere (see circles in Fig. 2). In
the following, we thus primarily focus on the FSW at 50 hPa,
where ozone has the largest impact.

Table 1 shows the mean 50 hPa FSW date as well as
the mean FSW dates in low- and high-ozone springs for
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all model experiments and MERRA2. In the reanalysis, the
FSW at 50 hPa happens on average on 5 April, while being
delayed by 6 d in low-ozone springs and 11 d early in high-
ozone springs. Again, ozone anomalies increase the variabil-
ity in the breakup dates by pushing the FSW to later and ear-
lier dates in low-ozone and high-ozone springs, respectively,
as comparison of breakup dates in INT-3D and CLIM-3D
experiments shows (see Table 1). Table 1 gives further infor-
mation on the mean vertical structure of the FSW in high-
and low-ozone springs. In the models, FSWs in low-ozone
springs resemble “1 hPa-first” FSWs, whereas FSWs in high-
ozone springs tend to occur first at 10 hPa. Most notably, in
low-ozone springs, ozone impacts the vertical structure of
the FSWs, changing it from “neutral” (as in CLIM-3D) to
a “1 hPa-first” pattern (as in INT-3D) in the models.

These results suggest a causal relationship between strato-
spheric ozone and the timing of the FSW. To examine the
role of stratospheric ozone as a precursor to FSWs, we inves-
tigate the connection between the FSW date and concomitant
ozone concentrations, using all years at our disposal from the
model simulations (200 years) and observations (40 years).
To this end, we select the maximum value of the 5 d running
mean partial ozone column between 20 February (the earli-
est occurrence of a FSW in our model simulations) and the
onset of the FSW in each year of our record, and show its
correlation with the FSW date of each year in Fig. 3. In the
MERRA2 reanalysis, we find a negative correlation between
ozone and the FSW. However, we cannot establish a causal
relationship between ozone and the timing of the FSW from
the reanalysis and the observational record is too short to es-
tablish the robustness of the ozone-FSW link (Thiéblemont
et al., 2019). For an improved attribution, we focus on the
model simulations. Despite large variability, there is a corre-
lation between the FSW date and preceding ozone anomalies
in model simulations using interactive ozone with a Pearson
correlation coefficient of approximately−0.30 for both mod-
els in the interactive ozone runs (Fig. 3a, b). Linear regres-
sion of the FSW date (y axis) against ozone (x axis) reveals
a statistically significant negative slope. Thus, the connec-
tion between ozone and the timing of the FSW still holds
when all years in the record are considered as opposed to
only the 25 % strongest ozone anomalies. However, most
crucially, the causality of this relationship becomes clear by
comparing the INT-3D against CLIM-3D simulations (which
do not incorporate interactive ozone). For these experiments,
the correlation coefficient decreases considerably (−0.10 and
−0.04, as compared to ∼ 0.30 in the INT-3D runs) and the
slope of the linear regression reduces to almost zero (Fig. 3d,
e). Additional analysis reveals that differences between INT-
3D and CLIM-3D are insensitive to the time frame in which
the ozone values are chosen (tested for±10 d). Thus, both the
robustness and the strength of the link between ozone and
the FSW date weakens when ozone impacts are neglected.
These results confirm the active role of ozone in determin-
ing the timing of FSWs, rather than ozone simply being a

passive tracer of dynamical variability. Most remarkably, the
stronger coupling between ozone and the timing of FSWs is
robust across the two models examined here, with the corre-
lation coefficient between ozone and the FSW date increas-
ing by around ∼ 0.20 when ozone impacts are being consid-
ered. The robustness of this ozone–FSW connection over all
years in our record and comparison with the reanalysis data
is shown in Fig. A3 in Appendix A.

3.2 The impact of ozone on the surface response of
final stratospheric warmings

We now evaluate the surface impacts of FSWs by analyzing
the Arctic Oscillation (AO) and show the AO index as color
coding in Fig. 3. In the models (Fig. 3a, b, d, e) it can be
clearly seen that FSWs preceded by positive ozone anomalies
(right side of the scatterplot) are predominantly followed by
a negative phase of the AO (red dots). The mean AO index
in the month after the FSW is significantly negative in INT-
3D simulations following positive ozone anomalies (−0.28
for WACCM and SOCOL, Fig. 3a, b), while the AO index is
close to zero and differs across the two models in years with
negative ozone anomalies (0.06 for WACCM and −0.13 for
SOCOL, Fig. 3d, e). A similar pattern is seen in CLIM-3D
(high ozone being connected with early FSWs and a negative
AO), but the magnitude is smaller than in INT-3D.

To better quantify the effect of ozone on the FSW surface
response, we focus again on high- and low-ozone springs. In
Figs. 4 and 5, we show the average sea level pressure (SLP)
and surface temperature anomalies for the NH in the 30 d fol-
lowing the 50 hPa FSW in the 25 % highest-ozone (Fig. 4)
and lowest-ozone (Fig. 5) springs. In high-ozone springs,
both models and reanalysis show positive SLP anomalies
over the pole and negative SLP anomalies over the midlat-
itudes, as expected for a negative AO and seen in Fig. 4a–c.
Consistent with a negative AO phase, the SLP anomalies are
accompanied by cooling over Eurasia and Europe (Fig. 4f–
h). Overall, surface patterns in simulations with interactive
ozone (INT-3D) and reanalysis agree reasonably well, al-
though the reanalysis shows a somewhat less zonally sym-
metric surface response than the models. The smaller zonal
symmetry in the reanalysis is due to the smaller number of
FSWs in the composite (40 FSWs in the observations vs.
200 FSWs in the models), as can be shown by analyzing a
sub-sample of high-ozone springs in model simulations with
the same sample size as of the observations (not shown).
Our results are consistent with previous literature reporting
a shift towards a negative AO after early FSWs, as pre-
dominantly found in springs with high ozone (Black et al.,
2006; Ayarzagüena and Serrano, 2009). FSWs that tend to
be 10 hPa-first have also been associated with a negative AO
(Hardiman et al., 2011; Thiéblemont et al., 2019), consis-
tent with the vertical structure and surface response of FSWs
in high-ozone springs displayed in Fig. 2. To test whether
ozone anomalies affect not only the timing but also the sur-
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Figure 2. The impact of ozone on the FSW date at different altitudes. The mean FSW date in the years with the 25 % highest ozone (red) and
the years with the 25 % lowest ozone (blue) at different altitudes compared to the mean FSW date in all years in (a) WACCM, (b) SOCOL-
MPIOM, and (c) MERRA2. Datasets cover 200 years for WACCM and SOCOL-MPIOM and 41 years for MERRA2. Solid lines show the
mean FSW dates in the INT-3D model evaluation and in MERRA2, and stippled lines show the same information in CLIM-3D. Shaded areas
show the standard deviation of the FSW date in INT-3D (a, b) and in MERRA2 (c). Circles mark altitudes where the FSW dates in high- or
low-ozone springs between INT-3D and CLIM-3D differ significantly, according to a two-sided Student’s t test at the 5 % level.

Figure 3. Correlation of the FSW date and preceding springtime ozone. Linear regression of the maximum 5 d running mean partial ozone
column between 20 February and the FSW on the deviation of the FSW date from its mean in the respective year in WACCM INT-3D (a),
SOCOL-MPIOM INT-3D (b), MERRA2 (c), WACCM CLIM-3D (d), and SOCOL-MPIOM CLIM-3D (e). Colors represent the AO index in
the month after the FSW date, solid grey lines show the linear regression. “R” denotes the Pearson correlation coefficient. Vertical stippled
grey lines mark the mean ozone value over all years. Mean AO indices are given for years with especially high (right) or low (left) ozone.

face response of FSWs, we compare the surface patterns of
INT-3D and CLIM-3D simulations. Simulations without in-
teractive ozone (CLIM-3D) show weaker surface anomalies
in the 30 d after the FSW in high-ozone springs than INT-3D
simulations (Fig. 4d, e, i, j), in line with the smaller AO in-
dex in CLIM-3D experiments seen in Fig. 3. Ozone thereby
contributes 50 % or more to regional temperature and SLP
anomalies in these years and is thus a prominent driver of
springtime surface climate in the NH. Again, most impor-
tantly this result is robust across the two models used in this
study, lending confidence to our findings.

Now that we have established the effects of high ozone
concentrations on the surface signature of FSWs, we look
at the other extreme, i.e., low-ozone anomalies. In general,
we see that in low-ozone springs, FSWs have barely any sur-
face impact (Fig. 4a–e). While WACCM shows a surface pat-
terns which is a reminiscent of a positive AO with pressure
anomalies of up to ±4 hPa, SOCOL-MPIOM and the reanal-
ysis do not show any clear AO pattern. Comparison of INT-
3D and CLIM-3D simulations in Fig. 4 shows that ozone
anomalies do not significantly modulate the surface pattern
after FSWs in low-ozone springs in SOCOL-MPIOM, while
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Table 1. FSW dates at 50 hPa in high- and low-ozone springs. Mean FSW dates in high-ozone and low-ozone years and mean FSW date at
50 hPa over all years in WACCM and SOCOL-MPIOM for both INT-3D and CLIM-3D, as well as for MERRA2.

Experiment Mean FSW date Mean FSW date low-ozone springs Mean FSW date high-ozone springs

WACCM INT-3D 26 April 10 May (1 hPa-first) 17 April (10 hPa-first)
WACCM CLIM-3D 22 April 27 April (neutral) 21 April (10 hPa-first)
SOCOL INT-3D 17 April 27 April (1 hPa-first) 1 April (10 hPa-first)
SOCOL CLIM-3D 16 April 17 April (neutral) 10 April (10 hPa-first)
MERRA2 5 April 11 April (10 hPa-first) 25 March (10 hPa-first)

ozone seems to enhance the surface effects of FSWs in low-
ozone springs in WACCM. Hence, the effect of low-ozone
anomalies on surface climate following FSWs is not robust
across models.

The analysis so far focuses on the 30 d averaging after the
onset of the FSW, which masks considerable intra-seasonal
variability. To gain additional insights into the role of pre-
cursors, we analyze the seasonal evolution of the SLP sig-
nal (Figs. 6, 7). For low-ozone cases, the SLP anomaly al-
ready emerges in the first half of April and maximizes in
mid-April – almost 1 month before the mean FSW date in
those years (10 May in WAACM INT-3D). FSWs in low-
ozone springs therefore tend to be preceded by SLP anoma-
lies resembling a positive AO. The surface pattern in low-
ozone years is thereby not a consequence of the FSW, but
results from the preceding ozone minimum, which strength-
ens the polar stratospheric vortex, resulting in a shift towards
a positive AO at the surface (Friedel et al., 2022). Since sur-
face anomalies are more pronounced in simulations includ-
ing interactive ozone (compare the top and bottom panels in
Fig. 7), it can be concluded that the negative ozone anoma-
lies are the cause for the positive AO pattern in low-ozone
years. This finding is in line with previous results by Friedel
et al. (2022) reporting a shift towards the negative phase
of the AO and associated surface climate anomalies driven
by strong springtime ozone minima. Here, we show in ad-
dition to Friedel et al. (2022) the seasonal evolution of the
ozone-induced surface signal and find that the decay of the
SLP anomalies occurs simultaneously with the onset of the
FSW. Around the time of the FSW (on average on 10 May
in WACCM INT-3D), the SLP anomalies start to decay and
the AO signal vanishes. The FSW therefore counteracts the
surface effects of the ozone minima and offsets their AO re-
sponse. Thus, the negligible surface anomalies following the
FSW in low-ozone springs (as shown in Fig. 5) do not contra-
dict results in Friedel et al. (2022) but are a consequence of
the different timings relative to which surface effects are be-
ing considered (timing of ozone minima vs. timing of FSW).

Similarly, for high-ozone cases, a shift towards a negative
AO pattern can be seen after the onset of the FSW in mid-
April (Fig. 6), which is more pronounced in simulations that
employ interactive ozone. This shift towards a negative AO
following the FSW in both low- and high-ozone springs is

consistent with previous findings reporting a decrease of the
AO index following FSWs (Thiéblemont et al., 2019). Anal-
ysis of the seasonal evolution of the surface AO index also
confirms that in our models, FSWs in both low- and high-
ozone springs tend to be accompanied by a decrease in the
AO index. Moreover, the AO evolution in high- and low-
ozone springs, as depicted in Fig. A4 in Appendix A, clearly
shows that both the surface signal preceding FSWs in low-
ozone springs (blue lines) and following FSWs in high-ozone
springs (red lines) is enhanced and longer lived in simula-
tions with fully interactive ozone (compare the top and bot-
tom panels in Fig. A4).

While both SOCOL-MPIOM and WACCM show a sim-
ilar surface pattern following FSWs in high-ozone springs
(Fig. 4), their surface pattern in low-ozone springs differs
(Fig. 5). To examine where the model differences in low-
ozone springs come from, we analyze possible dependencies
of the surface signal on the respective timing of the ozone
anomalies and the FSW. The time lag between the central
ozone date and the FSW for ozone minima (blue line) dif-
fers between models. In WACCM, the FSW happens roughly
1 month after the ozone minimum, when the impacts of the
ozone minimum are still present at the surface. The positive
AO in WACCM in Fig. 5a is thus a remainder of the down-
ward impact of the preceding ozone minimum. In SOCOL-
MPIOM, however, there is a time lag of almost 2 months
between the ozone minimum and the FSW. Thus, at the time
of the FSW, the surface signal induced by the ozone min-
ima has already completely decayed in this model, leading to
slightly different surface patterns after FSWs in low-ozone
springs across models, as seen in Fig. 5. The model differ-
ences in the timing of those events likely result from differ-
ences in the spring planetary wave driving across the model,
with a reduced wave driving in WACCM leading to a slower
breakup of the polar vortex (see Fig. A5).

In summary, our results show that ozone not only impacts
the timing of the FSW but also contributes significantly to the
surface response of FSWs. While the shift of the FSW date in
high- and low-ozone springs is of equal magnitude (around
10 d in the lower stratosphere), the impact of ozone on the
FSW surface response is not equally robust in high- and low-
ozone springs. Rather, in low-ozone springs, surface effects
and the contribution of ozone anomalies are not robust across
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models due to differences in the timing of the FSWs. How-
ever, ozone strengthens the surface response of the FSWs in
high-ozone springs – an effect that is both significant and ro-
bust among models.

3.3 Ozone feedback mechanism

After having quantified the impact of ozone on the timing
and surface response of FSW, we explain the mechanism by
which ozone modulates the FSW and its downward coupling.
Briefly, we will demonstrate that high- and low-ozone levels
are associated with weak and strong polar vortex states, re-
spectively. In the lower stratosphere, the anomalous vortex
states are significantly strengthened by ozone anomalies as
they affect shortwave heating and planetary wave propaga-
tion, leading to a shift of the timing of the vortex breakup to-
wards earlier and later dates in high- and low-ozone springs,
respectively.

We start by focusing on the 25 % of springs with the largest
Arctic stratospheric ozone abundances. In both sets of sim-
ulations and the reanalysis, the FSW in high-ozone springs
is early below and delayed above ∼ 10 hPa. Before describ-
ing the ozone impacts on the FSW, we first explain the origin
of this vertical dipole structure in the timing of the FSW. As
shown in Fig. A1, the zonal mean zonal wind at 50 hPa in
high-ozone springs (red lines) is already weaker than on av-
erage in March in all model simulations and reanalysis and
eventually breaks up early. Weak westerly winds in the lower
stratosphere in high-ozone springs, as seen in Fig. A1 (red
lines), are consistent with our understanding of the processes
that drive the ozone maxima: increased planetary wave driv-
ing, which decelerates the polar vortex, goes along with a
strengthening of the Brewer–Dobson circulation and thus an
increased transport of ozone-rich air from lower latitudes
to the polar region (Salby and Callaghan, 2007; Tegtmeier
et al., 2008). Additionally, warm temperatures associated
with the weak vortex inhibit the formation of polar strato-
spheric clouds (PSCs), and chemical ozone depletion is sup-
pressed (Salby and Callaghan, 2007). Hence, weak polar vor-
tices typically result in high ozone concentrations over the
pole. The weaker than usual polar vortex in the lower strato-
sphere in high-ozone springs has consequences on the upper
stratosphere; weak westerlies around the FSW inhibit plane-
tary wave propagation to the upper stratosphere, where west-
erly winds are thus unperturbed and the FSW at these lev-
els is delayed, as seen in Fig. 2 (red lines). This mechanism
leads to opposite effects on the timing of the FSW in the up-
per and lower stratosphere in high-ozone springs, resulting in
an early FSW at low and delayed FSW at high altitudes and
thus a FSW which is more similar to 10 hPa-first (Hardiman
et al., 2011). This result is consistent with previous findings
stating that the vertical evolution of the FSW is sensitive to
the polar vortex state, with weak polar vortices being linked
to 10 hPa-first FSW (Hardiman et al., 2011).

In low-ozone springs, an opposite mechanism is in place;
low ozone concentrations are correlated with a strong polar
vortex, which inhibits transport of ozone from the tropics and
sets the basis for cold stratospheric temperatures and subse-
quent formation of PSCs, leading to heterogeneous chlorine
activation and subsequent ozone depletion (Solomon, 1999).
Just as in high-ozone springs, the pattern of the FSW date
in the upper and lower stratosphere is opposite, although the
signal in the upper stratosphere in WACCM and MERRA2
is not as pronounced as in high-ozone springs. A strong po-
lar vortex in the lower stratosphere around the FSW in low-
ozone springs is accompanied by weak winds at higher al-
titudes due to increased wave guiding to that region. These
processes lead to an early FSW date below ∼ 10 hPa in all
model simulations and reanalysis (see Fig. 2). Therefore, the
vertical structure of FSWs in low-ozone springs is more like
1 hPa-first.

Ozone perturbations resulting from the weak or strong po-
lar vortex in high- and low-ozone years in turn affect strato-
spheric dynamics via their impact on radiative heating (see
Fig. A6). In the case of high-ozone springs, ozone anomalies
lead to a large absorption of solar radiation in the stratosphere
when sunlight returns to the pole in spring, (see Fig. 8d, i),
which results in additional heating. This heating decreases
the meridional temperature gradient, and the polar vortex
strength decreases accordingly, leading to further weaken-
ing of the winds. The evolution of the vortex for both sets
of experiments in high-ozone springs is depicted in Fig. 8a,
b and f, g. By comparing the absolute zonal wind in INT-
3D and CLIM-3D, we see that while both experiments show
weak winds and an early FSW in the lower stratosphere in
high-ozone springs in both models (see Fig. A1, red lines),
zonal mean zonal wind decreases faster in INT-3D due to ad-
ditional heating by ozone in both models (see Fig. 8 c, h),
resulting in an even earlier FSW (see also Fig. A1 solid vs.
stippled lines). Starting from around end of April, the ozone-
induced vortex weakening reaches the troposphere, where it
significantly impacts surface climate, as shown previously
(see Figs. 8 c, h; 4).

In addition to these processes, the weakening of the polar
vortex by ozone in high-ozone springs has further implica-
tions for planetary wave propagation. Around the onset of the
FSW, when the westerly winds are weak, further deceleration
of westerly winds in the lower stratosphere by ozone leads to
a dissipation of planetary waves already at lower altitudes,
amplifying the heating due to radiative processes (shortwave
absorption). As the propagation of planetary waves through
the stratosphere is thereby reduced, less wave dissipation
takes place in the upper stratosphere, where zonal winds are
thereby enhanced. This mechanism is analogous to the “neg-
ative feedback” described in Haase and Matthes (2019). The
enhanced wave dissipation in the upper stratosphere compen-
sates for the shortwave heating effects in this region, meaning
that feedbacks arising from the coupling between ozone and
the circulation do not significantly affect the timing of the
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Figure 4. The surface impact of FSWs in high-ozone springs and the impact of ozone. SLP (a–e) and temperature (f–j) anomalies in the
month after the 50 hPa FSW date in high-ozone springs for WACCM INT-3D (a, f), SOCOL-MPIOM INT-3D (b, g), MERRA2 (c, h),
WACCM CLIM-3D (d, i), and SOCOL-MPIOM CLIM-3D (e, j). Stippling shows significance on a 4.6 % level (2σ ) following a bootstrap-
ping test.
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Figure 5. The surface impact of FSWs in low-ozone springs and the impact of ozone. SLP (a–e) and temperature (f–j) anomalies in the
month after the 50 hPa FSW in low-ozone springs for WACCM INT-3D (a, f), SOCOL-MPIOM INT-3D (b, g), MERRA2 (c, h), WACCM
CLIM-3D (d, i), and SOCOL-MPIOM CLIM-3D (e, j). Stippling shows significance on a 4.6 % level (2σ ) following a bootstrapping test.
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Figure 6. Seasonal evolution of SLP anomalies in high-ozone years in WACCM. Evolution of SLP anomalies from April to June in high-
ozone springs in WACCM simulations with interactive ozone chemistry (a–e) and climatological ozone (f–j). The mean ozone maximum
date in INT-3D simulations is March 7, while the mean FSW date is 17 April.

Figure 7. Seasonal evolution of SLP anomalies in low-ozone years in WACCM. Evolution of SLP anomalies from April to June in low-ozone
springs in WACCM simulations with interactive ozone chemistry (a–e) and climatological ozone (f–j). The mean ozone minimum date in
INT-3D simulations is 20 April, while the mean FSW date is 10 May.

FSW in the upper stratosphere (see Fig. 2 INT-3D vs. CLIM-
3D). Rather, ozone anomalies shift the FSW below ∼ 10 hPa
to earlier dates (via the impacts on shortwave heating and
planetary wave breaking). Most remarkably, this pattern is
robust across both models. A schematic representation of the
driving processes is shown in Fig. 10a.

In low-ozone springs, the two-way coupling between
ozone and the circulation is analogous to that in high-ozone
springs. Figure 9 shows the impact of low ozone concentra-
tions on the polar vortex strength by comparing zonal mean
zonal wind in INT-3D and CLIM-3D simulations. Ozone
anomalies in INT-3D strengthen the polar vortex throughout
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Figure 8. The impact of ozone anomalies on zonal wind and wave breaking in high-ozone springs. WACCM (top row) and SOCOL-MPIOM
(bottom row) 55–75◦ N zonal mean zonal wind in high-ozone springs in INT-3D (first column) and CLIM-3D (second column) and zonal
mean zonal wind in INT-3D minus CLIM-3D (third column). Differences in shortwave heating anomalies between INT-3D and CLIM-
3D (d, i) and differences in EPF divergence between INT-3D and CLIM-3D (30 d running mean, right column). The ozone maximum date is
marked by a star. Stippling shows regions where differences between INT-3D and CLIM-3D are significant on a 4.6 % level.

Figure 9. The impact of ozone anomalies on zonal wind and wave breaking in low-ozone springs. WACCM (top row) and SOCOL-MPIOM
(bottom row) 55–75◦ N zonal mean zonal wind in low-ozone springs in INT-3D (first column) and CLIM-3D (second column) and zonal
mean zonal wind in INT-3D minus CLIM-3D (third column). Differences in shortwave heating anomalies between INT-3D and CLIM-
3D (d, i) and differences in EPF divergence between INT-3D and CLIM-3D (30 d running mean, right column). The ozone minimum date is
marked by a star. Stippling shows regions where differences between INT-3D and CLIM-3D are significant on a 4.6 % level.
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Figure 10. Ozone feedback mechanism around the FSW date. Dashed grey lines indicate the dipole structure of the FSW date without ozone
impact (as in the CLIM-3D setting), i.e., merely as a result of a weak or strong polar vortex and subsequent implications for wave breaking
(WB) in the upper stratosphere. Impacts of ozone anomalies on temperature (T ), zonal wind (U ) and WB acting on top of the dynamical
processes around the FSW date are highlighted in red (a) and in blue (b) for low- and high-ozone years, respectively. The red and blue arrows
show the subsequent shift in the timing of the FSW induced by ozone. The resulting FSW date is schematically shown by the thick red line
(high-ozone springs) and the thick blue line (low-ozone springs).

the stratosphere (Fig. 9c, h) due to a decrease in shortwave
heating by ozone (Fig. 9d, i). Thus, winter conditions in the
stratosphere are extended and the FSW at lower altitudes is
clearly delayed, as shown in Fig. 2. As in high-ozone springs,
the modulation of the FSW timing by ozone is largest in the
lower stratosphere (50 hPa). Thus, the ozone–dynamics cou-
pling makes FSWs predominantly like 1 hPa-first.

For both high- and low-ozone years it is important to high-
light that the zonal winds in the beginning of March are of the
same strength in both INT-3D and CLIM-3D experiments
and only differ in spring when sunlight returns to the po-
lar cap and ozone perturbations can affect temperature via
shortwave heating (Fig. A1), indicating that the background
conditions in INT-3D and CLIM-3D are comparable.

While previous studies have linked the stratospheric back-
ground state (weak and strong polar vortex) to either the tim-
ing or the vertical structure of the FSW (see, e.g., Waugh
et al., 1999; Hardiman et al., 2011), here we go one step fur-
ther by establishing a connection between the vertical struc-
ture of the FSW, its timing, preceding stratospheric anoma-
lies, and stratospheric ozone. In summary, a holistic exam-
ination of the processes at work reveals, for the first time,
that in high-ozone springs a weak polar vortex tends to be
followed by a 10 hPa-first FSW with an early FSW date be-
low ∼ 10 hPa. Both the vertical structure and the timing of
the FSW are thereby to a large part driven by ozone. By in-
fluencing the timing and the vertical structure of FSWs (i.e.,

making them more “sudden”), ozone also amplifies the sur-
face signature of FSWs in high-ozone springs. In turn, in
low-ozone springs, we find a strong polar vortex and a de-
layed vortex breakup below ∼ 10 hPa and a vertical structure
which is more like 1 hPa-first. Again, both the timing and the
vertical structure of the FSW are thereby largely a result of
the low ozone concentrations.

4 Conclusions

It is well known that stratospheric ozone responds to cir-
culation anomalies and is thus an indicator of the dynami-
cal state of the stratosphere. For example, enhanced plane-
tary wave forcing in the Arctic spring may lead not only to
an early breakup of the stratospheric polar vortex but also
to ozone-rich conditions over the pole due to increased im-
port of ozone from lower latitudes (Salby and Callaghan,
2007). The reduction of such wave forcing, in turn, results
in a delayed final stratospheric warming (FSW) and persis-
tent low ozone in the stratosphere. However, here we show
with two independent chemistry–climate models that ozone
not only reacts to the dynamical conditions which determine
the timing of the FSW (like a passive tracer) but also actively
modulates its timing and downward impact through ozone–
dynamics coupling. More specifically, our results allow us to
draw the following conclusions.
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1. Stratospheric ozone significantly impacts the timing of
the FSW in the middle and lower stratosphere below
10 hPa. In years with high ozone concentrations, the
FSW is advanced even further (up to 10 d) by the feed-
back resulting from the mutual coupling between ozone
and circulation. In ozone-deficient years, on the con-
trary, ozone prolongs winter conditions in the strato-
sphere and delays the breakup of the polar vortex by
more than 10 d. Thus, stratospheric ozone anomalies
significantly increase the variability in the timing of the
FSW.

2. Ozone modulates not only the timing of FSWs but
also their downward impact. More specifically, FSWs
in high-ozone springs are followed by positive sea level
pressure (SLP) anomalies centered around the pole
and cooling over much of Eurasia and Europe. These
anomalies are substantially (to at least 50 %) driven by
ozone. While these surface effects are robust in high-
ozone springs across the two models examined here,
ozone has no significant effect on the already negligible
surface response of FSW in springs with strong ozone
depletion.

3. Ozone modulates the evolution and downward coupling
of FSW via effects on shortwave heating and wave driv-
ing. In years with high ozone concentrations, greater
absorption of UV light by ozone leads to stratospheric
warming and a weakening of the polar vortex, allow-
ing enhanced propagation of planetary waves into the
stratosphere, which further weakens the westerly winds
and leads to earlier FSW. In years with strong ozone de-
pletion, the reduced UV absorption in the stratosphere
leads to cooling and a strengthening of the polar vor-
tex, allowing for fewer waves to propagate through
the stratosphere. Reduced wave breaking and short-
wave heating under ozone-depleted conditions lead to
a strong vortex, which lasts until late spring, resulting
in a late FSW.

Ozone anomalies develop gradually throughout the season
and become apparent as early as late winter (see Fig. A2).
Given the close relationship between ozone and the FSW,
ozone anomalies could serve as a predictor of the late or
early timing of the FSW expected in the lower stratosphere.
Moreover, our results show that the inclusion of interactive
ozone chemistry in climate models improves the representa-
tion of springtime surface climate. Therefore, stratospheric
ozone is potentially of value for subseasonal to seasonal pre-
diction. Our results further suggest that interactive ozone is
important in capturing the variability in the timing of FSWs
and their effects on surface climate in spring. Explorations of
ways to incorporate ozone–dynamics coupling into weather
and climate models will be beneficial for improvements in
subseasonal to seasonal forecasts.

In the Southern Hemisphere, ozone depletion has cooled
the polar stratosphere since the late 1970s (Randel et al.,
2009), having led to an overall delay of the FSW (Waugh
et al., 1999; Sun et al., 2014; Rao and Garfinkel, 2021a).
While there is no robust evidence for long-term trends in the
timing of the Arctic FSW due to large interannual variability,
a similar tendency towards a delay of FSWs caused by ozone
depletion has been suggested (Waugh et al., 1999; Thiéble-
mont et al., 2019; Rao and Garfinkel, 2021a). With ozone-
depleting substances being phased out after the adoption of
the Montreal Protocol and its amendments, polar total ozone
column is expected to recover to 1980 levels (Strahan and
Douglass, 2018). The polar stratosphere is therefore expected
to warm, especially in the Southern Hemisphere, where the
trend in ozone is more pronounced. However, rising green-
house gas concentrations increasingly cool the stratosphere,
competing with ozone-induced warming (Pisoft et al., 2021).
It is therefore unclear how the timing of the FSW will evolve
in the future, but it has been suggested that there might be a
trend towards delayed FSWs in both hemispheres in high-
emission scenarios – despite the expected ozone recovery
(Rao and Garfinkel, 2021a). Given the potential ability of
ozone in influencing seasonal and long-term climate in both
the stratosphere and troposphere, further work is needed to
investigate the importance of interactive ozone chemistry for
spring climate under future conditions and to disentangle the
effects of elevated greenhouse gas and ozone concentrations
on the lifetime of the stratospheric polar vortex.
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Appendix A: Additional figures

Figure A1. Zonal wind evolution in high- and low-ozone springs. Zonal mean zonal wind at 50 hPa averaged between 55 and 75◦ N in
high-ozone (red) and low-ozone (blue) springs in INT-3D (solid line) and CLIM-3D (stippled line) and the wind climatology (black) in
(a) WACCM and (b) SOCOL-MPIOM as well as in (c) MERRA2. The grey line indicates the wind threshold of 7 ms−1 used to define the
FSW date at 50 hPa. Shaded areas show the standard deviation in high- and low-ozone springs in INT-3D simulations.

Figure A2. Ozone evolution in high- and low-ozone years. Evolution of ozone over the year in the 25 % of years with the lowest (blue) and
highest (red) springtime partial ozone column values between 30 and 70 hPa in (a) WACCM INT-3D, (b) SOCOL-MPIOM INT-3D, and
(c) MERRA2. The grey line shows the climatology over all years in the respective datasets (200 years for WACCM and SOCOL-MPIOM
and 41 years for MERRA2). Shaded areas show the standard deviation across high- and low-ozone years.
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Figure A3. Regression slopes in model simulations and reanalysis. Regression slope of the maximum 5 d running mean partial ozone
column (30–70 hPa) on the FSW date following Fig. 3 for 5000 samples consisting of 40 randomly selected years each for both sets of model
simulations. The regression slope of the reanalysis is shown by the solid red line, with its standard error indicated by the red shaded area.

Figure A4. AO evolution in high- and low-ozone springs. Evolution of the Arctic Oscillation in the 25 % of springs with the lowest (blue) and
highest (red) ozone concentrations in WACCM (first column) and SOCOL-MPIOM (second column) in INT-3D (a, b) and CLIM-3D (c, d).
Dots mark days where the AO is significantly different from zero on a 5 % level based on a Student’s t test. Shaded areas show the standard
deviation across high- and low-ozone years. Circles mark mean ozone maximum and minimum dates and mean FSW dates in high- and
low-ozone springs.
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Figure A5. Heat flux at 100 hPa in high- and low-ozone springs. Eddy heat flux anomalies (Kms−1, 30 d running mean) averaged over
45–75◦ N at 100 hPa for high- and low-ozone springs for WACCM and SOCOL-MPIOM INT-3D simulations and for MERRA2.

Figure A6. Ozone and shortwave heating anomalies in high- and low-ozone springs. Ozone anomalies in experiments with interactive ozone
chemistry in low-ozone (a, e) and high-ozone (c, g) springs and differences in shortwave heating anomalies between INT-3D and CLIM-3D
in low-ozone (b, f) and high-ozone (d, h) springs in WACCM (a–d) and SOCOL-MPIOM (e–h).
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Code and data availability. All code and scripts used for the
analysis in this study are available from the corresponding author
upon reasonable request. The modeling data used in this study
is available in the ETH Research Collection. Data for WACCM
are available at https://doi.org/10.3929/ethz-b-000527155 (Friedel
and Chiodo, 2022b). Data for SOCOL-MPIOM are available
at https://doi.org/10.3929/ethz-b-000546039 (Friedel and Chiodo,
2022a).

The MERRA2 reanalysis data can be downloaded from the
Goddard Earth Sciences Data and Information Services Center
(GES DIC) (https://disc.gsfc.nasa.gov/datasets/M2I3NPASM_5.12.
4/summary?keywords=MERRA2, last access: 20 October 2021;
https://doi.org/10.5067/QBZ6MG944HW0, GMAO, 2015).
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