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Abstract. Atmospheric measurements can be used as a
tool to evaluate national greenhouse gas inventories through
inverse modelling. Using 8 years of continuous methane
(CH4) concentration data, this work assesses the United
Kingdom’s (UK) CH4 emissions over the period 2013–
2020. Using two different inversion methods, we find mean
emissions of 2.10± 0.09 and 2.12± 0.26 Tg yr−1 between
2013 and 2020, an overall trend of −0.05± 0.01 and
−0.06± 0.04 Tg yr−2 and a 2 %–3 % decrease each year.
This compares with the mean emissions of 2.23 Tg yr−1 and
the trend of −0.03 Tg yr−2 (1 % annual decrease) reported
in the UK’s 2021 inventory between 2013 and 2019. We ex-
amine how sensitive these estimates are to various compo-
nents of the inversion set-up, such as the measurement net-
work configuration, the prior emissions estimate, the inver-
sion method and the atmospheric transport model used. We
find the decreasing trend to be due, primarily, to a reduc-
tion in emissions from England, which accounts for 70 % of

the UK CH4 emissions. Comparisons during 2015 demon-
strate consistency when different atmospheric transport mod-
els are used to map the relationship between sources and at-
mospheric observations at the aggregation level of the UK.
The posterior annual national means and negative trend are
found to be consistent across changes in network configu-
ration. We show, using only two monitoring sites, that the
same conclusions on mean UK emissions and negative trend
would be reached as using the full six-site network, albeit
with larger posterior uncertainties. However, emissions esti-
mates from Scotland fail to converge on the same posterior
under different inversion set-ups, highlighting a shortcoming
of the current observation network in monitoring all of the
UK. Although CH4 emissions in 2020 are estimated to have
declined relative to previous years, this decrease is in line
with the longer-term emissions trend and is not necessarily a
response to national lockdowns.
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1 Introduction

The United Kingdom (UK) is one of many countries to have
made a commitment to reduce their greenhouse gas (GHG)
emissions, with the UK parliament creating a legally binding
target of achieving net zero carbon emissions by 2050 un-
der the Climate Change Act (2008; UK Parliament, 2008).
Each year the UK compiles a National Atmospheric Emis-
sions Inventory (NAEI) for greenhouse gases (Brown et al.,
2021), which forms the basis for the National Inventory Re-
port that is submitted to the United Nations Framework Con-
vention on Climate Change (UNFCCC). This report provides
an annual stock-take of emissions of all the gases covered
under the Kyoto Protocol, from 1990 to 2 years preceding
the current year. In the 2020 submission, the total reported
emissions of greenhouse gases from the UK for 2018 was
456 Tg CO2 equivalent, down from the 1990 baseline value
of 798 Tg CO2 equivalent – a 43 % reduction (Brown et al.,
2020).

The annual inventory reports allow the progress towards
the Climate Change Act target to be tracked. These reports
are compiled from a detailed collection of emission factors
and activity data for each source sector. The uncertainties
in these data can be large for certain sectors or gases. As
such, independent evaluation through atmospheric measure-
ments can play an important role in targeting gases or source
sectors for inventory improvement. Indeed, the UK’s annual
inventory report contains an annex which compares the re-
ported values for each gas with values inferred from atmo-
spheric measurements. However, although this is considered
best practice (IPCC, 2006), there is currently no legal obliga-
tion for countries to do so.

Of the 456 Tg CO2 equivalent reported for 2018,
369 Tg CO2 equivalent (81 %) was a result of CO2 emissions,
while 52 Tg CO2 equivalent (11 %) was due to methane
(CH4). With a lifetime of 12.4 years (Myhre et al., 2013),
CH4 is considered to be a short-lived climate pollutant, the
reduction of which could reduce short-term radiative forcing
(Shindell et al., 2012). According to the NAEI 2020 report,
the primary sources of UK anthropogenic CH4 emissions
of 2.08 Tg in 2018 were agriculture (1.02 Tg, 49 %), waste
(0.77 Tg, 37 %) and energy production (0.28 Tg, 13 %). The
NAEI has an estimated 95 % confidence range on these an-
nual CH4 emissions of 1.80–2.48 Tg yr−1. In addition to
anthropogenic sources, CH4 is emitted naturally from en-
vironments such as natural wetlands and as a product of
biomass burning from wildfires. While these sources are sig-
nificant globally (Saunois et al., 2020), the vast majority of
the UK’s emissions are anthropogenic (Bergamaschi et al.,
2010; Ganesan et al., 2015), potentially making the evalu-
ation of the NAEI total through atmospheric measurements
simpler than in countries where a more substantial fraction
originates from natural sources.

Evaluating emissions using atmospheric measurements
can be achieved through the process of inverse modelling.

Over the last decade, there has been a move towards estab-
lishing dedicated national greenhouse gas monitoring net-
works for this purpose in some countries. In 2012, the De-
riving Emissions linked to Climate Change (DECC) network
was established in the UK, measuring GHG mole fractions
at three sites in the UK, in addition to the long-running Mace
Head station in the Republic of Ireland (ROI; Stanley et al.,
2018). Ganesan et al. (2015) used measurements from this
network to estimate UK methane emissions of 2.09 (1.65–
2.67) Tg yr−1 from August 2012 to August 2014, which were
in agreement with the NAEI. In Switzerland, the Carbo-
Count CH network was established, consisting of four mea-
surement sites dedicated to measuring GHG fluxes at high
spatial and temporal resolution (Oney et al., 2015). The net-
work was used by Henne et al. (2016), for verification of the
Swiss methane inventory, who found that their posterior esti-
mate was largely in agreement with the Swiss national inven-
tory report but with reduced uncertainty. Pison et al. (2018)
explored the constraint on CH4 emissions from France in
2012, using data from four stations in France and five from
the UK, ROI and the Netherlands. The study found that emis-
sions could be resolved from regions of about 5× 104 km2

and on a timescale of about 1 week. Although not all ar-
eas of France were well constrained by the data, emissions
on the annual timescale were estimated with an uncertainty
of less than 10 %. Similar multi-site measurement networks
have been used in the USA to estimate methane emissions
from California (Jeong et al., 2013), where it was found that
the primary source of uncertainty was an undersampling of
urban areas.

Regional-scale inverse modelling studies rely on regional
atmospheric transport models to map the relationship be-
tween emissions and atmospheric mole fractions. Challenges
in this process include accounting for the boundary condi-
tions at the edge of the regional model domain and accurate
modelling of atmospheric transport at high temporal and spa-
tial resolution, particularly vertical transport (Bergamaschi
et al., 2018). Uncertainties associated with these issues can
limit the useful information that can be derived from regional
networks. For example, Bergamaschi et al. (2015) used a net-
work of 10 continuous measurement sites across Europe to
estimate national methane emissions from European coun-
tries, using a number of different transport models and inver-
sion approaches. Their results found that significant differ-
ences occur in national estimates, depending upon the trans-
port model or inversion method used, suggesting systematic
differences may exist between models. Similarly, Brunner
et al. (2017) found the national-scale outputs of four dif-
ferent inverse modelling systems used for hydrofluorocarbon
emissions estimation often did not overlap within the stated
analytical uncertainties, suggesting that unaccounted for sys-
tematic uncertainties are a significant contributor to posterior
emissions uncertainty.

The Greenhouse gAs Uk And Global Emissions project
(GAUGE) was conceived as a means of robustly constrain-
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ing UK GHG emissions and to provide insight on the effec-
tiveness of the UK’s GHG reduction policies (Palmer et al.,
2018). The project included additional tall tower sites at Bils-
dale in northern England and Heathfield in the south of Lon-
don (Stavert et al., 2019). These two tower sites added to
the existing DECC network infrastructure at the time, which
comprised of two sites in England and one each in Scotland
and ROI, as described in Ganesan et al. (2015). The GAUGE
project further included measurements from a church tower
in Cambridgeshire and a mobile site on a ship of opportunity
off the east coast of the UK (Helfter et al., 2019) and a set of
aircraft flights. This work uses the data of the UK DECC net-
work and the additional available data of the GAUGE project
to evaluate UK CH4 emissions. Specifically, we explore how
robust our emissions estimates are to changes in various com-
ponents of the inverse modelling framework. These compo-
nents include the number of measurement sites, the inverse
modelling method, the transport model and the prior esti-
mate of emissions used. This work seeks to determine the
impact of the above components on the results and the ex-
tent to which we can have confidence in our evaluation of the
national CH4 inventory.

2 Measurements

2.1 DECC tower network

Methane observations for this study were taken from the fol-
lowing six tower sites across the UK and ROI: Mace Head,
the Republic of Ireland (MHD), Ridge Hill, England (RGL),
Tacolneston, England (TAC), Angus, Scotland (TTA), Bils-
dale, England (BSD), and Heathfield, England (HFD). The
locations of the measurement sites, instrumentation and time
period covered are given in Table 1.

With the exception of MHD, CH4 mole fractions were
measured at each tall tower site using a Picarro cavity
ring-down spectroscopy (CRDS) instrument. These mea-
surements were calibrated using dry air standards in alu-
minium cylinders on the World Meteorological Organization
(WMO)-2004A scale. Methane measurements at MHD were
made using a gas chromatograph and flame ionization detec-
tor (GC-FID) every 40 min. Calibration of the GC-FID mea-
surements on the Tohoku University scale was performed
using wet-filled standards in electropolished stainless steel
cylinders (Ganesan et al., 2015; Prinn et al., 2018a). To en-
sure consistency between the two calibration scales, observa-
tions from the five sites calibrated on the WMO-2004A scale
were multiplied by a factor of 1.0003 (Dlugokencky et al.,
2005). For tower sites with more than one inlet (BSD, HFD,
RGL and TAC), measurements from the highest inlet were
used in this study in an attempt to reduce the impact of local
influences on the posterior emission estimates. For the pur-
poses of this work, observational uncertainties were defined
as being the variability of 1 min mole fraction measurements

in each observational period used in the inverse modelling
(4 h). Values are shown in Table 1.

2.2 Additional GAUGE measurements

As part of the GAUGE project, CH4 data from an addi-
tional short-term measurement site in Glatton (GLA), Cam-
bridgeshire, were also collected. These measurements were
made on top of a 25 m high church tower using a Fourier
transform infrared spectroscopy (FTIR) instrument and cali-
brated on the WMO-2004A scale (Palmer et al., 2018). Infor-
mation on the instrumentation, inlet heights and data avail-
ability from each site is detailed in Table 1. We define the
addition of this site and the shipborne data outlined below to
the DECC tower network as the GAUGE network.

2.2.1 Ship-based measurements

As part of the GAUGE project, CH4 measurements were
taken on board a DFDS Seaways commercial freight ferry
serving a route between Rosyth, Scotland, and Zeebrugge,
Belgium. Return journeys were completed 3 times a week,
with the ship charting a course just off the east coast of the
UK for much of its journey, providing a regular transect of
England and southern Scotland (Fig. 1). Measurements from
the Zeebrugge–Rosyth ferry were made on a Picarro CRDS
system and calibrated on the WMO-2004A calibration scale.
Measurements were taken from the bow of the ship. Further
details on the measurement set-up and calibration are given
in Helfter et al. (2019). Data from times when the ferry was
in, or within, 50 km of either port were discarded due to the
likely proximity of anthropogenic sources which would be
unresolved at the resolution of the transport model output.

2.2.2 Aircraft

CH4 measurements were taken on board the UK’s FAAM
(Facility for Airborne Atmospheric Measurements) BAe 146
research aircraft, using a Los Gatos fast greenhouse gas anal-
yser (FGGA) instrument (O’Shea et al., 2013; Pitt et al.,
2019). Continuous CH4 measurements were made in con-
junction with altitude, longitude and latitude coordinates.
Measurements were calibrated on the WMO-2004A calibra-
tion scale, with calibrations performed on an hourly basis
during flights. As part of the GAUGE project, a number of
flights were conducted with a variety of flight paths, includ-
ing orbits of the British Isles to more dense trajectories up-
wind and downwind of London (Palmer et al., 2018). In this
study, we used data from seven of these flights, over the
course of four different months, between May and September
2014 (see Fig. 1).
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Table 1. Location, inlets, instruments, network definitions, sampling dates and observational uncertainties of each measurement site. Note:
ppb – parts per billion; CRDS – cavity ring-down spectroscopy; FGGA – fast greenhouse gas analyser; FTIR – Fourier transform infrared;
GC-FID – gas chromatograph and flame ionization detector.

Site Location Instrument Inlet Networks Dates used Measurement
heights in this work uncertainty

(m a.g.l.) (ppb)

Bilsdale (BSD) 54.359◦ N, −1.150◦ E CRDS 42, 108, 248 DECC, GAUGE Feb 2014–Dec 2020 3.7
Heathfield (HFD) 50.977◦ N, 0.230◦ E CRDS 50, 100 DECC, GAUGE Jan 2014–Dec 2020 4.3
Mace Head (MHD) 53.326◦ N, −9.904◦ E GC-FID 10 DECC, GAUGE Jan 2013–Dec 2020 1.9
Ridge Hill (RGL) 51.997◦ N, −2.540◦ E CRDS 45, 90 DECC, GAUGE Jan 2013–Dec 2020 4.4
Tacolneston (TAC) 52.518◦ N, 1.139◦ E CRDS 54, 100, 185 DECC, GAUGE Jan 2013–Dec 2020 4.0
Angus (TTA) 56.555◦ N, −2.986◦ E CRDS 222 DECC, GAUGE May 2013–Sep 2015 3.2
Glatton (GLA) 52.460◦ N, −0.304◦ E FTIR 25 GAUGE Mar 2015–Dec 2015 4.9
Ferry Various CRDS 20 GAUGE Mar 2014–Dec 2016 4.5
Aircraft Various FGGA 100–3000 – In total, seven flights 0.4

(May–Sep 2014)

3 Atmospheric models

3.1 NAME

The Numerical Atmospheric-dispersion Modelling Environ-
ment (NAME; Jones et al., 2007; Manning et al., 2011) was
used to calculate the relationship between the emissions field
and simulated mole fractions. The set-up for calculating this
relationship at each of the sites followed that described in
Manning et al. (2011) and Lunt et al. (2016). Model particles
were released from each inlet height ± 20 m in the model
and tracked backwards in time for 30 d. The integrated res-
idence time of the particles in the layer adjacent to the sur-
face (0 to 40 m a.g.l.) was output on a latitudinal–longitudinal
grid to give a direct measure of the sensitivity of mole frac-
tions to changes in surface emissions from each grid cell.
This grid had a resolution of 0.234◦× 0.352◦, equating to
an approximate 25 km resolution. The NAME computational
domain covered 10.7–79.1◦ N and −97.9–39.4◦ E. Annual
mean (2015) NAME sensitivity footprints over NW Europe
from each of the measurement sites are shown in Fig. 1.

NAME was driven by offline meteorology fields from the
UK Met Office’s Unified Model (UM; Cullen, 1993). The
simulations used meteorology from a UK-specific mesoscale
product at 1.5 km horizontal resolution (UKV) and 1 h tem-
poral resolution, nested within the model’s global fields
(UMG). The vertical structure of the mesoscale fields con-
tained 57 levels, up to a maximum height of 12 km, with 16
levels resolved in the lowest 1 km. The mesoscale meteorol-
ogy was nested within the model’s global meteorology fields,
which were at an approximate horizontal resolution of 25 km
up to July 2014, then 17 km until July 2017 and 12 km there-
after. The global fields contained 59 vertical levels up to a
maximum height of 29 km, with approximately 11 levels in
the lowest 1 km. The temporal resolution of the global fields
was 3 h.

The UKV fields only cover a latitudinal–longitudinal area
not much bigger than the UK. As a result of this, and as a
consequence of the larger computational burden of running
at high resolution, a number of changes were made to the
default NAME set-up, as described in Lunt et al. (2016).
The UKV meteorology was used to drive the transport of
the particles within the UKV area for the first 3 d after their
release. Once particles left the UKV area, further transport
was dictated by the UMG meteorology, and similarly, after
3 d, only the UMG meteorology was then available to trans-
port the particles, regardless of location. The temporal depen-
dence was applied to make the runs more computationally
efficient, and sensitivity tests showed that there was no sig-
nificant difference between having the UKV fields available
for the full 30 d back-trajectory or only the first 3 d (since
most particles will leave the limited UKV area within the 3 d
period). Although NAME was run at the higher resolution of
the UKV meteorology, the footprints were still output on the
same 0.234◦× 0.352◦ grid to ensure a regular grid structure
throughout the domain.

3.2 GEOS-Chem

A second set of model simulations were performed for
2015 using the GEOS-Chem model (Turner et al., 2015).
The model was run in a nested configuration, driven by
meteorology from the GEOS-FP fields at 0.25◦× 0.3125◦.
The nested European domain covered 40–62◦ N and 15◦W–
15◦ E. Boundary conditions of this European domain were
informed by a consistent global simulation of the model at
2◦× 2.5◦. The global simulation was driven by prior emis-
sions from the Emissions Database for Global Atmospheric
Research (EDGAR) v4.3.2 for anthropogenic sources, the
WetCHARTs v1.0 database for wetlands (Bloom et al., 2017)
and the Global Fire Emissions Database (GFED) v4s for
biomass burning (van der Werf et al., 2017). The nested run
used the same prior emissions field as for the NAME in-
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versions, with the UK NAEI distribution for the UK and
EDGAR in all other countries. Sensitivities of the atmo-
spheric measurements to emissions were calculated using
GEOS-Chem from 26 basis function regions in the Euro-
pean domain, with 14 of these for the UK and ROI. Emis-
sion sensitivities were calculated from each region by per-
turbing 2-monthly emissions from each one independently.
Each emissions perturbation was represented by a different
tagged tracer within the model. The model was sampled at
the location and height of the DECC network measurement
inlets, and the difference in modelled mole fraction due to
each basis function perturbation was calculated. For each ba-
sis function, emissions were turned off after 2 months, and
the tracer concentrations were tracked for a further 10 d, by
which time the difference in concentrations at the measure-
ment sites due to the perturbations had decreased to zero. The
corresponding tracer outputs were used to build up the sen-
sitivity matrix describing the change in modelled CH4 mole
fraction given a change in emissions. The emissions regions
used are shown in the Supplement (Fig. S1). Sensitivities
were also calculated to the magnitude of the global bound-
ary condition fields at each of the four domain boundaries,
and the uncertainty in these fields explored in the inversion.

4 Prior emissions

The prior emissions spatial distribution was combined from
several different sources for the inversions in this study.
Emissions from the UK (and the surrounding ocean) were
distributed according to the spatial distribution given by the
UK’s NAEI from 2015 (NAEI2015; available at http://naei.
beis.gov.uk/data/, last access: 21 March 2021). These maps
are provided for total anthropogenic emissions and individ-
ual source sectors on an approximate 1×1 km resolution grid.
Outside of the UK, emissions were distributed according to
the EDGAR v4.3.2 inventory, which provides the emissions
distribution at 0.1◦× 0.1◦ resolution, regridded to the reso-
lution of the NAME output. Figure 2 shows the spatial dis-
tribution of the NAEI2015 prior, along with the breakdown
of the three main NAEI2015 source sectors in the UK, i.e.
agriculture, waste and energy. Emissions from the agricul-
ture sector are primarily concentrated in the western parts of
the country, with emissions from livestock being the main
source. Waste and energy emissions are more concentrated
around urban areas. In addition to the anthropogenic sources,
there is likely a small natural component of methane emis-
sions from the UK associated primarily with methanogene-
sis in peatlands. These natural emissions were not accounted
for in the NAEI2015 prior, and owing to the uncertainty over
the exact spatial distribution, magnitude and temporal varia-
tion in these natural emissions, we ignore this relatively mi-
nor component of emissions in our prior emissions estimate.
However, the main use of peatlands in the UK is for live-
stock grazing, and thus, the areas where these emissions are

Figure 1. Annual mean NAME footprints for each of the mea-
surement sites in 2015, showing the areas the measurements are
most sensitive to (the overall NAME domain extended much wider).
(a) MHD, (b) TAC, (c) RGL, (d) TTA, (e) BSD, (f) HFD, (g) ferry
and (h) FAAM aircraft. Data for the FAAM aircraft (seven flights)
are from 2014. Red dots show the measurement locations. The do-
main shown covers the spatially varying domain used in the rj-
mcmc inversions, which is a subset of the full NAME inversion
domain.

expected to emanate are already accounted for in the spatial
distribution of the prior. The inversion set-up allows for the
emissions from these regions to change in the inversion, if
required. We acknowledge that the lack of a natural emis-
sions component may lead to our estimates of anthropogenic
UK methane emissions being slightly overestimated but ex-
plore the impact of the spatial distribution of prior emissions
in Sect. 6.5. The same spatial prior was used for all years
and months in our inversions, ensuring zero trend in the prior
over the study period.

5 Inversion methodology

Inversions were performed using two separate methodolo-
gies. Unless stated otherwise, the majority of inversions were
performed using the reversible jump Markov chain Monte
Carlo (rj-mcmc) method, described in Lunt et al. (2016) and
briefly summarized below. A further set of inversions were
performed using the Inversion Technique for Emission Mod-
elling (InTEM), which is the UK Met Office’s inversion mod-
elling system, and it is described in Sect. 5.2.
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Figure 2. Maps showing the spatial distribution of the NAEI emis-
sions in the UK at 5× 5 km resolution, showing the (a) agriculture
sector, (b) waste sector, (c) energy sector and (d) the total anthro-
pogenic source.

5.1 Reversible-jump MCMC (rj-mcmc)

The rj-mcmc method (Green, 1995) is an extension of tradi-
tional Metropolis–Hastings MCMC (Metropolis et al., 1953;
Hastings, 1970). The inversion method explores prior prob-
ability density functions (PDFs) of a set of parameters and
updates estimates of these PDFs based on atmospheric data.
In this work, the parameters describe emissions and terms
describing boundary conditions. Each PDF is defined by a
set of hyper-parameters that describe the form of the PDF,
such as the mean and standard deviation. MCMC methods
allow the flexibility to use any PDF without needing to im-
pose Gaussian distributions, allowing emissions parameters
to be defined as positive only through the use of a lognormal
distribution. In the rj-mcmc method, in addition to exploring
the PDF of the parameters (and hyper-parameters describing
those PDFs), the number of unknowns is itself treated as an
unknown. The method can take the uncertainty inherent in
the aggregation of basis functions into account, providing a
more robust estimate of the posterior parameters PDF. The
rj-mcmc method can be applied to basis functions in one-
and two-dimensional problems in an effort to avoid making
restrictive assumptions about the discretization of parame-
ter space (Sambridge et al., 2013). In this work, the basis
functions describe 2D spatial regions over which each pa-
rameter value applies (defined herein as a region). Starting
from some prior PDF of parameters, the MCMC algorithm
works by sampling from the target distribution of each pa-
rameter or hyper-parameter after it has been informed by the
data. The PDFs are explored by perturbing the current state
of the parameters model, m, at each step of the chain to a

new state, m′. In the rj-mcmc algorithm, this perturbation is
chosen from one of the following proposals:

1. update the parameter’s vector and prior hyper-
parameters

2. add a new region (birth)

3. remove a region (death)

4. move a region (move)

5. update a model–measurement covariance hyper-
parameter.

If the perturbation is favourable, then the parameters
model will move to the new state, m′, or otherwise will re-
main unchanged. Whether a proposal is favourable or not de-
pends on a combination of the ratio of prior, proposal and
likelihood probabilities of the current and proposed model.
The prior probability, ρ(m), describes how likely a partic-
ular model state is based on the form of the a priori PDF,
and the ratio ρ(m′)

ρ(m)
gives the relative prior probabilities of the

new and current model state. The likelihood ratio, ρ(y
′
|m′)

ρ(y|m)
,

relates the relative probabilities of predicting the data given
the new and current model states. The proposal ratio, q(m|m

′)
q(m′|m)

,
describes the probability of picking the new model state from
the current one and vice versa. The proposal is accepted, pro-
vided the following equation is satisfied:

U ≤

(
ρ(m′)

ρ(m)
×
ρ(y′
|m′)

ρ(y|m)
×
q(m|m′)

q(m′|m)

)
, (1)

where U is a uniformly distributed random number be-
tween 0 and 1. Strictly speaking, there is an additional term,
a Jacobian matrix, J, that should be taken into account for the
dimension changing proposals. However, in the birth–death
approach used here, where the new dimension is one less or
one more than the current state, this term is always 1 and so
can be ignored. The acceptance criteria help to ensure effi-
ciency in sampling the target distribution since unfavourable
regions are rejected. Through exploring many thousands of
samples, an estimate of the posterior distribution is reached.

The rj-mcmc algorithm was run for 200 000 iterations after
a burn-in period of 50 000 iterations, and the chain thinned to
store every 100th iteration, giving 2000 stored samples of the
posterior distribution. During the burn-in, tuning of the jump
sizes for the parameters and hyper-parameter proposals was
performed in order to achieve acceptance ratios of between
20 % and 50 % to ensure efficient exploration of the chain
(Tarantola, 2005).

Unlike the parameter and hyper-parameter proposals, there
is no natural analogue of the jump size for the birth, death and
move steps since the acceptance ratio is more heavily depen-
dent on the location of the proposed change as opposed to the
value. However, while reasonable acceptance ratios were re-
ported in Lunt et al. (2016), these were primarily due to the
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outer regions of the domain being relatively unconstrained
by the data, leading to higher overall acceptance ratios. By
contrast, birth, death and move proposals in regions of high
sensitivity had lower acceptance ratios. To improve the ef-
ficiency of the algorithm, the upper limit for the number of
regions was set to 150 as a means of limiting the amount of
time spent exploring regions in poorly constrained parts of
the domain.

The rj-mcmc methodology was applied following the
methodology in Lunt et al. (2016), where the basis func-
tions each described a 2D spatial region with an unknown
number of these 2D spatial regions. The PDF for the number
and location of spatial regions was set to be uniform and al-
lowed to vary between 5 and 150, with a starting number of
50. Independent 2-monthly inversions were performed, with
emissions assumed to be constant over each 2-month period.
To improve the computational efficiency and minimize time
spent exploring regions of little impact on the data, the spa-
tially varying domain was restricted to 45–61◦ N and−12.5–
15◦ E. The extent of this region is shown in Fig. 1. Outside
of the spatially varying sub-domain, there were six fixed re-
gional basis functions describing emissions from regions be-
tween the edge of the sub-domain and the edge of the full
NAME computational domain.

In addition to the contribution from emissions, the CH4
mole fractions are comprised of the underlying background
variations. To estimate this background contribution in the
rj-mcmc inversion, information on where the NAME parti-
cles left the NAME domain was stored to give an estimate of
the sensitivity of the measurements to the mole fractions at
the boundaries of the domain. These sensitivities were then
combined with a climatology of mole fraction curtains from
the global Eulerian Model for Ozone and Related chemical
Tracers (MOZART; Emmons et al., 2010) to give an estimate
of the baseline mole fractions at each site. The MOZART
mole fractions were generated using gridded emissions es-
timates from various methane sources, including anthro-
pogenic emissions from the Emissions Database for Global
Atmospheric Research (EDGAR v4.3.2; Janssens-Maenhout
et al., 2011), biomass burning (van der Werf et al., 2017), nat-
ural wetlands (Bloom et al., 2012) and other sources (Fung
et al., 1991), as described in Lunt et al. (2016). These uncon-
strained MOZART-generated curtains provided a prior esti-
mate of the boundary condition mole fractions which were
updated alongside emissions in the inversion. Optimized pos-
terior mean model estimates of these baseline mole fractions
at each site are included in Figs. S2–S15.

Using a hierarchical Bayesian approach (described in
Ganesan et al., 2014), uncertainty parameters were them-
selves estimated in the inversion with the prior emissions
uncertainty and model–measurement uncertainty each de-
scribed by a PDF. The prior uncertainty on each spatial
emissions basis function was set to 50 % but described by
a log-normal PDF, which itself had a standard deviation
of 50 %, which was explored in the inversion. The model–

measurement uncertainty was split into a fixed observational
uncertainty and a variable model uncertainty. The observa-
tional uncertainty was defined as the variability in the obser-
vations in each 4 h measurement period, as shown in Table 1.
The prior model uncertainty was described by a Gaussian
PDF, which had a mean of 20 ppb and standard deviation
of 8 ppb. Different values for model uncertainty were esti-
mated for each site every 7 d. The correlation length scale,
relating the covariance in time between measurement errors,
was fixed at 6 h. The inversion, using sensitivities calculated
using GEOS-Chem, followed a similar hierarchical MCMC
approach. However, due to the computational complexity of
calculating grid cell sensitivities with this Eulerian model,
these inversions used a fixed basis function definition and,
thus, did not include the reversible jump component of births,
deaths and move proposals.

5.2 InTEM

The Inversion Technique for Emission Modelling (InTEM;
Manning et al., 2011; Arnold et al., 2018) has been devel-
oped over many years and is the model used annually to esti-
mate UK emissions of greenhouse gases in the UK national
inventory report (Brown et al., 2020) submitted to the UN-
FCCC. InTEM is a Bayesian inversion system and assumes
all errors are Gaussian but uses a non-negative least squares
solver (Lawson and Hanson, 1974), preventing any negative
solutions from being found.

InTEM uses the same NAME sensitivity footprints as used
in the rj-mcmc inversions. The prior information comes from
the following two sources: the first is the spatial distribu-
tion of CH4 emissions as used in the rj-mcmc, namely UK
NAEI2015 nested inside EDGAR FT2010. The second is
from an estimate of the time-varying boundary mole frac-
tions of methane. The latter is derived from CH4 observa-
tions at Mace Head during times identified as being repre-
sentative of the well-mixed Northern Hemisphere baseline,
namely times when the air has travelled predominately from
northern Canada with low influence from populated regions,
high altitudes, local sources or southerly latitudes. A fourth-
order polynomial is fitted to these data over a rolling 6-month
window, and a daily baseline uncertainty is estimated based
on the root mean square of the fit.

InTEM allows the prior baseline to be adjusted based
on 11 directional and height values, depending on where
the air enters the NAME-modelled domain, as described in
Arnold et al. (2018). The inversion also allows for a site-
specific bias adjustment to be made. The geographical grid
used in the inversion is dependent on the sensitivity of the
area to the observations; the higher the sensitivity, the higher
the resolution of the grid up to the native resolution of the
NAME output, as described in Manning et al. (2011), and
the magnitude of the prior emissions from each area. In addi-
tion, the size of each grid area is limited to predefined coun-
try boundaries. The model–observation uncertainty applied
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to the data varies for each 4 h period and is comprised of three
elements, i.e. observational uncertainty, baseline uncertainty
and a meteorological uncertainty. Observational uncertainty
is estimated from the variability in the observations in the 4 h
period and baseline uncertainty is discussed above. The third
element of uncertainty is proportional to the magnitude of
the simulated pollution event (10 %), with a minimum uncer-
tainty defined as the annual median CH4 pollution event for
each site (Manning et al., 2021).

5.3 Observation selection

Inverse methodologies generally assume that all observa-
tional and modelling errors are unbiased and random. Such
a situation may not occur at certain times of the day or
under particular meteorological conditions. These might in-
clude times under particularly stable planetary boundary lay-
ers (PBLs), where small errors in vertical mixing parameter-
izations could lead to significant errors in atmospheric trace
gas distributions or due to miscalculation of modelled PBL
height related to surface temperature and nighttime surface
heat balance. A common approach to negate potential model
biases is to use only observations from the middle of the day
(e.g. Peters et al., 2010; Bergamaschi et al., 2015). However,
this approach has the disadvantage of ignoring the majority
of the available data, and there is no guarantee that both the
real and model atmosphere are similarly well mixed. Indeed,
this well-mixed criterion may only be appropriate during
summer when the boundary layer stability tends to exhibit a
pronounced diurnal cycle. However, it may not be met in the
afternoon during winter months in particularly stable condi-
tions. Conversely, potentially well-modelled data points may
be excluded if they fall outside of this acceptable time win-
dow.

An alternative approach is to filter the data based on
meteorological considerations. In this approach, the atmo-
spheric transport model is assumed to perform poorly un-
der certain conditions such as stable boundary layers and
low wind speeds, where unresolved sub-grid-scale processes
(e.g. sea breezes) or parameterized processes (e.g. convec-
tion) may dominate in reality but not in the model.

We followed this approach through the use of a number
of data filters, which differed slightly between InTEM and
rj-mcmc inversions. In the rj-mcmc inversions, for sites with
more than one inlet height (BSD, HFD, RGL and TAC) we
only used data from times when the difference between mole
fractions recorded at different heights within the same hour
was less than 10 ppb. This threshold was set to attempt to
limit data to those times when the air was well-mixed. Since
multiple inlets were not available at all sites, we further lim-
ited data use to times when the NAME simulated boundary
layer height was greater than the measurement inlet height
plus 250 m, and the local contribution of the 25 grid cells
surrounding each measurement site to the NAME footprint
was smaller than 10 % of the total footprint. These three fil-

ters were designed to maximize the probability of only in-
cluding well-mixed air masses in our analysis and resulted in
approximately 40 %–60 % of available data being discarded
for the rj-mcmc inversions, depending on the measurement
site. InTEM inversions followed a similar set-up but used a
threshold of 20 ppb for the difference in CH4 mole fraction
between different inlet heights and a fixed boundary layer
height limit of 300 m. InTEM inversions discarded fewer ob-
servations that rj-mcmc, removing between 30 % for MHD
to 45 % for the majority of other sites. A plot of the mean
number of observations per 2-month inversion period at each
site from the respective inversion approaches is included in
Fig. S16.

6 Results

6.1 UK and ROI emissions estimates (2013–2020)

UK and ROI CH4 emissions are presented for the 8-year
period from January 2013 to December 2020, inclusive,
from the rj-mcmc and the InTEM inversions. Independent 2-
monthly inversions were performed using data from all avail-
able tall tower sites and the MHD baseline station in each
month. This varied from only three sites in early 2013 to all
six sites in 2014 and 2015 and five sites during 2016–2020.
All uncertainties from the rj-mcmc inversions represent the
95 % confidence interval, which is given by the 2.5th and
97.5th percentiles of the posterior distribution. Uncertainties
from the InTEM inversions represent 2σ standard deviations
from the mean.

Figure 3 shows the time series of derived posterior UK
CH4 emissions from the two different inversion set-ups. The
two methods result in similar estimates of UK emissions,
with a mean annual UK estimate from the rj-mcmc spatial
inversion of 2.10 (2.01–2.18) and 2.12 (1.86–2.38) Tg yr−1

from InTEM. Due to the different treatment of model–
measurement uncertainties in the inversions, the InTEM pos-
terior emissions estimates have much larger confidence in-
tervals. Over the 8-year inversion period (2013–2020), the
annual emissions estimates from rj-mcmc show a negative
trend of −0.05± 0.01 Tg yr−2 (p = 0.006). The trend is cal-
culated via least squares regression accounting for the emis-
sion uncertainties. InTEM results have a similar negative
trend of−0.06±0.04 Tg yr−2, although, due to the larger un-
certainties, this is not statistically significant (p = 0.2). The
rj-mcmc trend is equivalent to a 2 % decrease each year and
broadly consistent with the estimated decrease in the NAEI
of −0.03 Tg yr−2.

Emissions estimates for 2020 were 1.89 (1.81–1.97) and
1.93 (1.70–2.16) Tg yr−1 from the rj-mcmc and InTEM in-
versions, respectively. These estimates are in line with the
trend in emissions from previous years and do not indicate
any substantial response to the national lockdowns enforced
as a result of the coronavirus pandemic. Given the dominance
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Figure 3. (a) Time series of 2-monthly UK emissions from the two
inversion methods, showing the rj-mcmc spatially varying inversion
(purple) and InTEM inversion (green). The rj-mcmc results are also
included from the mobile measurement platforms of the ferry (yel-
low) and the FAAM aircraft (orange). The solid lines and mark-
ers designate the means, while the shading and uncertainty bars
show the 95 % confidence intervals of the posterior distributions.
Black dashes show the NAEI annual mean from the two most re-
cent reports (NAEI2020 and NAEI2021). (b) The mean seasonal
cycle of 2-month mean emissions from the full network inversions
between 2013 and 2020.

of agriculture and waste sectors in UK CH4 emissions, which
are unlikely to have been impacted by the events of 2020,
this finding is not unexpected. Plots of the changing poste-
rior emission distributions over time from the rj-mcmc and
InTEM inversions are included in Figs. S17–S18.

The estimated mean emissions between 2013 and 2018,
from both inversions of 2.16 (2.07–2.24) and 2.17 (1.91–
2.44) Tg yr−1 rj-mcmc and InTEM, respectively, are sim-
ilar to the NAEI2020 reported emissions of 2.13 Tg yr−1.
However, in 2021, the inventory was revised to include a
larger contribution of emissions from the land use, land use
change and forestry (LULUCF) sector. These are estimated
to contribute 0.19 Tg yr−1 to the UK total emissions and
largely account for the difference between the NAEI2021 and
NAEI2020 reported emissions shown in Fig. 3. The revised
NAEI2021 emissions have a mean of 2.23 Tg yr−1 between
2013 and 2019, with a near-constant offset compared to the
previous year’s submission.

It should be noted that the prior emissions used in the in-
version (NAEI2015) ignored any potential contribution from
natural emissions to the UK total, in common with previ-
ous versions of the NAEI. Within the additional LULUCF

emissions added in the 2021 inventory, the majority of CH4
emissions are split between grasslands (50 %) and wetlands
(42 %). This type of land is mostly used for stock grazing
(Brown et al., 2020), and as such, it is likely that any wetland
emissions would be spatially indistinguishable from agricul-
tural emissions in those parts of the country where these land
types are prevalent. Thus, while natural emissions are not ex-
plicitly accounted for in the prior, it is unlikely that signifi-
cant emissions would occur in areas where the prior does not
already account for agricultural emissions. The sensitivity to
the prior emissions distribution is explored in Sect. 6.5.

6.1.1 Seasonal emissions cycle

The bottom panel of Fig. 3 shows the seasonal cycle of the
UK emissions derived from both inversions. The InTEM in-
version results do not show a large seasonal cycle, while the
rj-mcmc results find the highest emissions on average during
May–August. This is consistent with the period of highest
surface temperature in the UK. Although the rj-mcmc obser-
vation selection criteria result in a larger seasonal cycle of
observations used than InTEM (see Fig. S16), the difference
in respective seasonal emission cycles cannot be easily ex-
plained by this difference. The greatest number of observa-
tions in the rj-mcmc inversions are used in July–August and
the fewest in November–December, whereas the rj-mcmc
emission estimates are greatest in May–June and smallest in
September–October.

The results shown in Fig. 3 represent the total methane
emissions from the UK and do not distinguish between dif-
ferent emissions sources. We divide these total CH4 emis-
sions into the respective sector contributions by assuming
that the relative proportion of the NAEI sector split within
each grid cell is correct but that the total magnitude is un-
certain. Using the spatial distribution of the posterior esti-
mates from the rj-mcmc inversion, we find that the sum-
mertime peak is most likely due to emissions from the agri-
culture sector. Posterior agriculture emissions during May–
August are 0.14 Tg yr−1 greater than during other times of
year, compared to 0.05 Tg yr−1 greater emissions from waste
and 0.01 Tg yr−1 smaller emissions in the energy sector.
This finding is qualitatively similar to that of Pison et al.
(2018), who estimated a similar summertime peak in agri-
culture emissions from France. As noted above, the overlap
in the spatial distributions of the agricultural and LULUCF
emissions means that the estimated seasonal cycle from the
agriculture sector could instead reflect changes in grassland
or wetland emissions. Indeed, the presence of a summer-
time peak in European CH4 emissions estimates has previ-
ously been interpreted as evidence for the role of natural
wetland CH4 emissions across Europe (Bergamaschi et al.,
2018). While the most recent version of the NAEI (2021) ex-
plicitly accounts for grassland and wetland emissions under
the LULUCF category, spatial mapping of this distribution
is not currently available, thus preventing a direct compar-
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Figure 4. Mean posterior model–measurement uncertainties at each
site from the rj-mcmc inversions and prescribed uncertainties in the
InTEM inversions. Also shown are the mean posterior root mean
square errors (RMSE) from the respective inversions. BSD – Bils-
dale; HFD – Heathfield; MHD – Mace Head; RGL – Ridge Hill;
TAC – Tacolneston; TTA – Angus.

ison. There is a notable positive emissions anomaly in the
rj-mcmc estimates (and, to a lesser extent, in InTEM) during
the summer of 2018. Compared to mean summer emissions,
both inversions show a mean positive anomaly of 0.2 Tg yr−1

in 2018. In June–August 2018, the UK average tempera-
tures were 1.4 ◦C above the 1981–2010 seasonal average,
and rainfall was 73 % of the long-term seasonal average
(data from https://www.metoffice.gov.uk/research/climate/
maps-and-data/summaries/index, last access: 28 June 2021).
Both inversions show enhanced emissions across much of the
UK in summer 2018, with no one specific region responsible
(see Fig. S19).

6.1.2 Uncertainty comparison

Figure 4 shows the mean posterior estimates of the model–
measurement uncertainty at each site from the rj-mcmc in-
versions and the prescribed uncertainties from the InTEM in-
version. The results show that the rj-mcmc posterior model–
measurement uncertainties are, on average, around 3 times
smaller than those used in the InTEM inversions. Figure 4
shows the rj-mcmc model–measurement uncertainties are
more consistent with the posterior fit to the data at each site,
as demonstrated through the root mean square error (RMSE)
at each site. Therefore, the posterior emission uncertainties
of the rj-mcmc inversion may be more representative of the
emissions uncertainty, if uncertainties are dominated by non-
systematic components. As a result, we concentrate the ma-
jority of our remaining analysis on the results of the rj-mcmc
inversion rather than InTEM. The 3 times larger model–
measurement uncertainty used in the InTEM inversions helps

Figure 5. Annual UK emission estimates for agriculture and LU-
LUCF (green), waste (purple) and energy (grey) sectors. The lighter
shade in each colour represents the NAEI value, while the darker
shade shows the average posterior distribution from the rj-mcmc
inversion. Uncertainty bars represent the 95 % confidence interval.
Sector totals are calculated by scaling the individual prior sector
distributions by the total posterior scale factor of each grid box. The
rj-mcmc sector breakdown does not include an explicit representa-
tion of LULUCF.

to explain the much larger posterior emission uncertainties,
which are 3.5 times larger on average.

Posterior model–measurement uncertainties are smallest
at those sites that are furthest removed from local sources.
These include Bilsdale, Mace Head and Angus. Both Bils-
dale and Angus inlets are over 200 m, whereas Mace Head is
a background station. In contrast, the Ridge Hill, Tacolneston
and Heathfield sites have lower measurement inlet heights
and are closer to large CH4 sources. These features are also
reflected in the InTEM uncertainties, albeit with larger val-
ues.

6.1.3 Sector emissions

Figure 5 shows the annual mean sector emissions from
the rj-mcmc inversion alongside the annual estimates from
the 2021 inventory report. In common with the NAEI
(2021), the agriculture section was found to have the largest
emissions, with a mean, over the 2013–2019 period, of
1.01 (0.91–1.11) Tg yr−1 compared to the NAEI average of
1.02 Tg yr−1. The waste estimates were similar to the NAEI
average of 0.71 Tg yr−1 at 0.76 (0.69–0.82) Tg yr−1. Emis-
sions from the energy and industrial processes sectors were
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estimated to be 0.34 (0.31–0.37) Tg yr−1 compared to the
NAEI mean of 0.30 Tg yr−1.

The largest component of the negative trend in the rj-
mcmc UK total emissions are from the waste and energy sec-
tors, at−0.05± 0.01 and−0.02± 0.01 Tg yr−2, respectively
(p < 0.01). Agriculture does not display a significant trend,
in common with the NAEI. We stress that the NAEI trends
are not included in the prior emissions used in the inversions,
so the trends found in the posterior emissions estimates are
independent of the NAEI reported trends. Pearson correlation
coefficients between the sectors from the inversions are 0.6
between agriculture and waste, 0.4 between agriculture and
energy and 0.7 between waste and energy. These correlation
coefficients indicate some influence of the changes in one
distribution on any other. This may be due to overlap in the
spatial distribution of each sector and the natural parsimony
of the Bayesian solution, which favours broad-scale regional
changes over finer resolution updates.

Posterior annual mean emissions estimates for ROI from
the rj-mcmc inversion are shown in Fig. 6 and averaged 0.66
(0.61–0.72) Tg yr−1 between 2013 and 2020. This compares
to ROI’s national inventory report average of 0.56 Tg yr−1.
We do not find any substantial trend in the annual mean
rj-mcmc ROI estimates. The posterior estimates do show
a reasonably large seasonal cycle, with emissions greatest
during May–August and 20 % greater than emissions be-
tween November–February. The largest contributor to ROI’s
reported CH4 emissions is the agriculture sector which ac-
counts for 90 % of reported national emissions. Similarly to
the UK, the larger summertime emissions could, therefore,
be representative of a summertime peak in agricultural emis-
sions or an indication of seasonal variation in natural wetland
or grassland emissions.

6.2 Devolved administration emissions

The UK is composed of its four devolved administrations
(DAs) of England, Scotland, Wales and Northern Ireland
(NI), with a separate part of the NAEI prepared for each.
We compare the rj-mcmc results for each DA to establish
consistency with the DA inventories and the degree to which
these are independently resolved. Due to delays in the pro-
duction of the DA inventories relative to the UK national in-
ventory, we use the NAEI DA values from the 2020 report
(NAEI2020).

Figure 6 shows the annual mean rj-mcmc and InTEM
emissions from each of the DAs alongside the correspond-
ing NAEI2020 estimates and emissions estimates from ROI.
NAEI2020 leaves a portion of emissions from the North Sea
as being unallocated to any DA, which we assign here to
Scotland to be consistent with the inversion outputs. The
rj-mcmc posterior emissions estimates are consistent with
NAEI2020 for each DA. We find the largest mean emissions
from England of 1.48 (1.36–1.61) Tg yr−1 between 2013–
2018 compared to 1.42 Tg yr−1 in NAEI2020 during the

same period. InTEM results for England have a mean emis-
sions of 1.48 (1.17–1.79) Tg yr−1 between 2013–2018. The
rj-mcmc posterior estimates from England display a negative
trend of −0.05±0.01 Tg yr−2, accounting for the negative
trend found in the total UK estimates.

Posterior rj-mcmc estimates for the other DAs are largely
flat and consistent, with no negative trend in NAEI2020. Sim-
ilarly, from InTEM, there are no significant trends, although
even the trend from England (−0.05± 0.01 Tg yr−2) is not
significant (p = 0.5) due to the large posterior uncertainties.
As discussed in Sect. 6.1.2, these are likely an overestimate
of the true uncertainties due to random model errors. For
this reason, we restrict further discussion of inversion results
to the rj-mcmc inversions. We find small correlation coeffi-
cients for each 2-month rj-mcmc inversion between the dif-
ferent DAs of between −0.05 and 0.08, indicating that the
posterior DA totals are independent of each other, and the
atmospheric observation network provides an ability to inde-
pendently resolve emissions from these sub-national regions
of the order of 104 to 105 km2.

Posterior 95 % confidence intervals as a percentage of the
annual means are of the order of 15 %–20 % for England,
40 %–65 % for Scotland, 40 %–50 % for Wales and 70 %–
80 % for Northern Ireland. We note that the annual mean un-
certainty on the Scotland estimate increased from 40 % to
65 % after 2015 following the decommissioning of the tall
tower measurement site in Angus, Scotland (TTA). Of the re-
maining five sites, four are located in England, which, along
with the larger mean emissions, are the likely cause of the
smaller uncertainties for England.

Figure 6 also shows the mean seasonal cycle of rj-mcmc
emissions from each DA. Similar to ROI, we find a May–
August peak in emissions from Wales and Northern Ireland
that is 20 %–30 % greater than winter emissions. The NAEI
reports 70 % and 80 % of emissions from agriculture from
Wales and Northern Ireland, respectively, which could ex-
plain the summertime peak. Emissions from England and
Scotland do not display a similar seasonal cycle, although
we find a consistent dip in emissions from England during
September–October.

6.3 Measurement network configuration comparison

In this section, we investigate the impact that the volume and
type of data used has on the UK rj-mcmc emissions esti-
mates. The results presented in Sect. 6.1 used all available tall
tower sites of the DECC network (although the exact number
of stations varied from three to six, depending on the year and
month). Here, we investigate how the UK means, uncertain-
ties and trends are affected by the number of available mea-
surement sites. We investigated how the emissions estimates
are affected by using only one background site (MHD) or
using one site regularly intercepting pollution peaks (TAC).
We test the impact of using these two sites in combination,
using two sites regularly intercepting pollution events (RGL
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Figure 6. Annual emission estimates and seasonal cycles for the individual devolved administrations (DAs) of the UK and estimates for ROI.
The figure shows (a) the rj-mcmc and InTEM annual mean estimates for England, (b) the mean seasonal cycle for England from rj-mcmc
and InTEM, (c–d) Scotland, (e–f) Wales, (g–h) Northern Ireland (NI) and (i–j) the Republic of Ireland. The shading and error bars represent
the 95 % confidence intervals. Dotted lines represent the DA NAEI estimates from the 2020 inventory report, except for ROI, which represent
the country’s national inventory total.

and TAC) and through the use of two separate mobile mea-
surement platforms.

Table 2 shows the 2015 annual mean posterior UK emis-
sions that are estimated from these networks, together with
the NAEI2020 and the 2013–2020 emissions trend. The re-
sults show the annual mean posterior uncertainties are over
3 times larger when using the single background site com-
pared to using all available tower sites. However, using just
TAC data leads to a 70 % drop in the posterior uncertainty,
with a slight further gain in combining the information of two
measurement sites. The two-site network of MHD-TAC can
constrain annual UK CH4 emissions to within a 95 % confi-
dence range of 0.24 Tg, compared to 0.15 Tg when using all
available sites.

The 95 % uncertainty range on the UK’s NAEI reported
total for 2018 is 0.68 Tg. On this basis, the MHD-only in-
version provides no uncertainty reduction, whereas both the
two-site network inversions provide at least a 50 % reduc-
tion on this 95 % range. Of course, the inversion accounts
only for random uncertainties and likely underestimates the

total uncertainty due to ignoring systematic errors. Even so,
with only two measurement sites, emissions are constrained
to within a range of less than 15 %. We find that a nega-
tive trend in UK CH4 emissions is undetectable on an 8-year
timescale in the MHD-only inversion but is detected in both
the two-site inversions in addition to the DECC network in-
version. At the regional level, we find correlation coefficients
of less than 0.1 between most of the different DAs in both
two-site inversions. The 95 % confidence range for England
in 2015 decreases from 0.87 Tg for MHD only to 0.21 Tg for
TAC only, 0.19 Tg for both two-site inversions and 0.11 Tg
for the full six sites. This shows that the TAC site on its own
provides a large part of the constraint on England emissions.
This is due to the site’s sensitivity to regions of southern
England that contain a large proportion of the UK’s emis-
sions (see Fig. 1b). The advantage of having multiple sites is
more evident when attempting to estimate sector emissions.
For the two-site inversion of MHD–TAC, we find a 10 % in-
crease in correlations between different posterior sector dis-
tributions. We also find that the estimated trends in waste and
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Figure 7. Posterior 95 % confidence interval for 2015 as a fraction
of the posterior estimate for each grid box. Darker colours indi-
cate regions of lower uncertainty. Maps are shown for the follow-
ing different measurement networks: (a) MHD, (b) MHD–TAC, (c)
DECC network, (d) GAUGE network (DECC+GLA+ ferry), (e)
ferry and (f) FAAM aircraft (2014). Gold dots indicate locations of
measurements used. The plot extent is not indicative of the inversion
domain.

energy sector emissions are no longer statistically significant
(p > 0.15).

Figure 7 shows the spatial distribution of posterior un-
certainty for some of the different networks. Low uncer-
tainty values over most of southern and central England are
seen when using TAC data alongside MHD, providing much
greater constraint compared to just MHD. A similar feature
is seen for Wales, where most of the uncertainty reduction
comes from the addition of one or both of RGL and TAC.
For Scotland, most constraint comes from the TTA site in the
DECC network. The results show, perhaps predictably, that
measurement sites within a region (or downwind of emis-
sions from a region) provide the greatest uncertainty reduc-
tion of emissions within that region. The addition of the TAC
site to MHD is enough to constrain both the UK and England
emissions to within a 95 % confidence range of 0.25 Tg yr−1.
The additional sites of the DECC network increase confi-
dence on regional emission estimates, but the annual means
are similar and, they add little additional constraint on the
total UK estimate and trend due to the concentration of the
majority of emissions in central and southern England.
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6.3.1 Mobile platforms and GAUGE network

Figure 3 and Table 2 also contain rj-mcmc estimates from the
two mobile measurement sites. FAAM results are from 2014,
covering seven flights, one each in both May and June, two in
July and three in September 2014. The FAAM inversion was
run using data averaged into 5 min periods. The FAAM emis-
sions estimate of 2.19 (1.91–2.46) Tg yr−1, shown in Fig. 3,
is consistent with both the rj-mcmc and InTEM estimates
from the DECC network. As a sensitivity test, a smaller aver-
aging time of 1 min was tested and resulted in a UK estimate
of 1.76 (1.52–2.00) Tg yr−1 that was inconsistent with other
networks. It is possible that data recorded at the timescale
of 1 min was not representative of the NAME model grid
cells. The trade-off from averaging into periods of 5 min was
a large reduction in data volume and, hence, larger posterior
uncertainties. Figure 7f shows the very limited area in which
the posterior emissions uncertainty is small when using this
platform. To constrain national scale fluxes to the same de-
gree as the two-site networks on either 2-monthly or annual
timescales, it would be necessary to perform a much larger
number of flights than the seven used here in the absence of
continuous surface data.

Posterior rj-mcmc emissions for 2015 derived from the
ferry are slightly smaller than from the DECC network, pri-
marily due to England’s emissions being smaller, but still
overlap within the 95 % confidence range. The 2-monthly
emissions estimates from the ferry data have larger uncer-
tainties than from the DECC network rj-mcmc inversions
and greater seasonal variability, as shown in Fig. 3. Never-
theless, the UK mean over the full sampling period of 2014–
2016 was 2.02 (1.88–2.18) Tg yr−1, more consistent with the
DECC network mean over the same period of 2.16 (2.12–
2.22) Tg yr−1. Helfter et al. (2019) estimated a UK and ROI
emissions rate of 2.55± 0.48 Tg yr−1 from the same ship-
borne data between 2015 and 2017, using a mass balance
approach. The estimate included ROI due to the use of the
MHD site as the measure of inflow for the mass balance
calculations. Adding the ROI component of our posterior
emissions estimate to the UK gives 2.59 (2.37–2.84) Tg yr−1,
helping to reconcile these estimates. However, as shown in
Fig. 7, the shipborne posterior uncertainty estimates are low-
est over eastern parts of the UK and show little constraint
over western parts and ROI.

Finally, we combined all available ground-based data to-
gether in 2015, incorporating the six sites of the DECC
tower network plus the shipborne measurements and addi-
tional data from a church tower in Glatton, Cambridgeshire
(GLA). We did not include the aircraft data due to the lim-
ited days of sampling concentrated in 2014. We find simi-
lar UK CH4 emissions compared to the DECC tower net-
work of 2.12 (2.05–2.19) Tg yr−1 in 2015, with no substan-
tial changes in emission estimates for any of the DAs or ROI.
Ostensibly, this can be explained by the additional data of
GLA and the ferry providing constraints on regions, such as

southern England, that are already well sampled by the other
measurement data. The value of the additional data is likely,
instead, to lie in analysing smaller-scale variations that are
beyond the focus of this work.

6.4 Atmospheric transport model comparison

Figure 8 shows a comparison of UK, ROI and DA emis-
sions estimated using NAME rj-mcmc and a second transport
model, GEOS-Chem, during 2015. The figure shows simi-
lar estimates of total UK emissions in each 2-month period,
with estimates overlapping within the 95 % confidence level.
The 2015 mean UK estimate using GEOS-Chem was 2.08
(2.00–2.16) Tg yr−1 compared to 2.14 (2.06–2.21) Tg yr−1

from NAME. The 2-monthly estimates overlap within the
range of the posterior uncertainties, with the greatest differ-
ence for emissions from England. The 95 % confidence range
of each 2-month estimate from GEOS-Chem is 25 % larger
than from NAME, possibly due to a reduced ability to fit
the data. The NAME inversions have a mean bias-corrected
RMSE between the observations and modelled mole frac-
tions averaged across all sites of 10 ppb, compared to 22 ppb
from the GEOS-Chem inversions. This RMSE for GEOS-
Chem is fairly uniform across sites, with a range of 19.6–
22.9 ppb. Similarly, the mean posterior model–measurement
error from the GEOS-Chem inversions was 18 ppb across
all sites, which is 50 % larger than the mean uncertainty of
12 ppb for NAME rj-mcmc inversions.

Although the UK annual estimates are similar, the results
show that the atmospheric transport model and inversion set-
up have a larger impact on the DA emissions and at sub-
annual timescales. The GEOS-Chem inversion resolved only
14 independent basis functions for UK emissions in each 2-
month period and 26 in total across the European inversion
domain. The number of basis functions varied in the NAME
rj-mcmc inversions, and are difficult to isolate to the UK
alone, but averaged 113 across the inversion domain. De-
spite these differences, the UK annual mean estimates are
similar, and both are slightly smaller than the 2.25 Tg as-
sumed in the prior. A fuller comparison of the differences
between transport models is beyond the scope of this work.
However, our results suggest that the annual UK emissions
estimated are not exclusive to the use of NAME. Improv-
ing the spatial resolution of GEOS-Chem basis functions, by
including a greater number of unknowns, may help to recon-
cile differences at the sub-national scale and improve the fit
of the GEOS-Chem posterior modelled mole fractions with
the data.

6.5 Prior estimate comparison

The impact of the prior distribution of emissions was tested
by using two further prior emission distributions. First, we
considered the case of using the EDGAR distribution of
emissions over the UK instead of the NAEI. The EDGAR
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Figure 8. The 2-monthly posterior estimates for 2015 from NAME (blue) and GEOS-Chem (green) inversions, and the prior used for the
inversions (black dash). The panels show estimated emissions for (a) the UK, (b) England, (c) Scotland, (d) Wales, (e) Northern Ireland (NI)
and (f) the Republic of Ireland. Shading represents the 95 % confidence range of the inversion estimates.

UK mean emissions are 30 % larger than the NAEI at
2.92 Tg yr−1. This allows us to investigate the impact of a
potentially significant bias in the prior on the ability to main-
tain a consistent constraint on UK emissions. A second prior
distribution assumed a flat rate of emissions throughout all
land-based areas of Europe. For the purposes of this flat prior,
emissions from the sea were considered to be negligible, and
the annual mean UK emissions were 2.34 Tg yr−1, although,
due to the relative areas of the different DAs, emissions from
England were 23 % smaller than the NAEI and almost 2.5
times larger from Scotland.

Figure 9 shows the annual mean emissions estimated for
the UK, and devolved administrations using these different
priors, in addition to the main results. The annual mean es-
timates from both the EDGAR and flat prior inversions are
larger than the main estimate, with limited to no overlap
within the 95 % confidence intervals. The annual mean emis-
sions rates were 2.24 (2.15–2.33) Tg yr−1 and 2.37 (2.25–
2.49) Tg yr−1 for the EDGAR and flat inversions, respec-
tively. The mean estimates of the EDGAR and flat inversions
are 0.14 and 0.27 Tg greater than our main results.

In both inversions, the main reason for the difference
in UK emissions is due to differences in Scotland. Both
EDGAR and flat priors were larger than the NAEI in Scot-
land by 0.08 and 0.45 Tg, respectively. This is reflected in
the average annual mean posterior estimates of 0.36 (0.32–
0.42) Tg yr−1 and 0.53 (0.44–0.61) Tg yr−1 from the respec-
tive inversions, compared to 0.29 (0.25–0.34) Tg yr−1 from
the main results. The flat prior inversion in particular main-
tains an offset in the posterior of 0.24 Tg that does not overlap
within the range of the posterior uncertainties, indicating a
lack of constraint on Scotland’s emissions. The posterior cor-
rections to both EDGAR and flat priors are broadly consis-
tent with the spatial differences between the NAEI distribu-
tion and the respective priors. The differences in the flat prior
inversion are particularly smooth but still show the largest
positive differences between posterior and prior in central
England, and negative differences in northern Scotland, sim-
ilar to the NAEI (see Fig. S20).

The spatial distribution of Scotland’s emissions in the flat
prior inversion is likely to be particularly unrealistic com-
pared to other parts of the UK, due to the presence of sub-
stantial emissions in areas such as the sparsely populated
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Figure 9. Annual mean emissions between 2013 and 2020 for inversions using different prior distributions from the NAEI (purple), EDGAR
(blue) and a flat distribution (green). Estimates are shown for (a) the UK, (b) England, (c) Scotland, (d) Wales, (e) Northern Ireland (NI) and
(f) the Republic of Ireland. Shading represents the 95 % confidence interval. Dashed lines represent the magnitudes of the respective priors.

Scottish highlands. Nevertheless, the results show that the at-
mospheric network is unable to correct for this likely error in
the priors. This shortcoming of the measurement network is
evident both before and after the decommissioning of the one
measurement site (TTA) in Scotland, reflecting a lack of sen-
sitivity to the northernmost part of the UK.

The results shown in Fig. 9 demonstrate that the poste-
rior emissions estimate from England is relatively robust to
assumptions about the prior distribution and magnitude. All
inversions estimate mean emissions for England of around
1.5 Tg yr−1 and a negative trend of −0.05 Tg yr−1, despite
the prior means ranging from 77 %–140 % of the NAEI
value. England’s emissions account for around 70 % of the
UK total in the main results. The prior sensitivity tests
demonstrate an independence on the distribution and mag-
nitude of the prior for the majority of emissions.

A similar result is found for a two-site measurement
network using measurements from only MHD and TAC
(see Fig. S21). Emissions estimated for England from
this two-site network and the NAEI prior are 1.47 (1.37–
1.58) Tg yr−1 compared to 1.44 (1.38–1.50) Tg yr−1 from
the full measurement network. The annual emissions esti-
mates for England have a trend of −0.04± 0.02 Tg yr−2.

When using the EDGAR prior and just MHD–TAC data,
a similar mean of 1.50 (1.38–1.61) Tg yr−1 is found and
a trend of −0.04± 0.02 Tg yr−2. With the flat prior, the
mean emissions are 1.38 (1.28–1.48) Tg yr−1, and the trend
−0.03± 0.02 Tg yr−2. Although the results display larger
differences than the full network, the majority of England’s,
and thus the UK’s, emissions are relatively well constrained
by this two-site network and overlap within the 95 % un-
certainty range. However, greater differences between inver-
sions using different priors are found for the other DAs when
using only the two-site network, highlighting the importance
of the denser measurement network for more robust evalua-
tion of all the UK’s CH4 emissions.

7 Discussion and conclusions

We show how the UK’s CH4 emissions can be evaluated
from a network of tall-tower sites over the 8-year period
of 2013–2020. Using a network of six measurement sites
and a hierarchical Bayesian inversion method, emissions can
be constrained to a 95 % confidence interval that is within
± 10 % of the mean value on a 2-month timescale. A trend
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of−0.05± 0.01 Tg yr−2 in the annual means is detectable by
the network over the 7-year period. We find a similar nega-
tive trend of −0.06± 0.04 Tg yr−2 using a second inversion
method (InTEM).

We show that similar results are achieved using a net-
work of only two sites, with a 95 % confidence interval of
± 10 % and a trend of −0.03 Tg yr−1. The results imply that,
for constraining UK annual CH4 emissions, a two-site net-
work is sufficient, although this is somewhat dependent on
the non-uniform distribution of emissions across the country.
Although this work focuses on CH4, this result may have rel-
evance for some synthetic greenhouse gases such as certain
hydrofluorocarbons (HFCs). In the UK and ROI, these are
measured only at MHD and TAC. Our results suggest that the
addition of further instruments at other sites would not signif-
icantly change conclusions on the comparison with the NAEI
for these gases (e.g. Manning et al., 2021), assuming that the
majority of emissions are within England. Although spatial
distributions of HFCs may be more uncertain for gases used
in refrigeration and mobile air-conditioning systems such as
HFC-134a, this assumption should hold due to the popula-
tion distribution of the UK.

At the level of devolved administrations, even when using
the full measurement network, our results for Scotland are
shown to be dependent on the prior emissions distribution.
The current network has insufficient sensitivity to the north-
ernmost parts of the UK. Our prior sensitivity tests show that
the prior definition of emissions in this region carries over
into the posterior estimates, with estimates not overlapping
within the estimated uncertainties. This may not be overly
significant for an assessment of anthropogenic CH4, where
sources in (sparsely populated) northern Scotland are thought
to be minimal. However, for assessing natural sources such
as wetland CH4 or biospheric CO2, this may be a more sig-
nificant shortcoming.

The TTA site was decommissioned in late 2015, and there
have been no measurements in Scotland since then as part of
the UK’s monitoring network. However, even when TTA data
were available, there was no convergence in the inversion es-
timates for Scotland from using different prior distributions.
This is due to a lack of sensitivity to the northernmost parts of
Scotland and also the North Sea, where there are significant
oil- and gas-related emissions. To fully constrain emissions
from the northernmost parts of the UK, measurements with
greater sensitivity to both of these areas would be required.
For England and Wales, we find the posterior estimates were
not overly influenced by the magnitude or spatial distribution
of the prior, as evidenced through sensitivity tests using the
EDGAR distribution or a flat distribution of emissions.

The rj-mcmc inversion method solves for bulk CH4 emis-
sions, relying on the posterior scaling of the prior distri-
bution to split the total CH4 emissions into individual sec-
tors. We find the higher emissions of summertime to be most
likely due to the agriculture sector emissions, and the nega-
tive trend in annual emissions is most likely due to decreases

in the waste and energy sectors. This second finding is in
common with the NAEI, despite no trends being built into
our priors. However, due to the lack of spatial independence
in the prior distributions and the natural parsimony of the
rj-mcmc inversion method, we find positive correlations of
0.4–0.7 in our posterior sector estimates. Solving indepen-
dently for the three main sector emissions could reduce this
interdependence, although the same issue is likely to remain.
Alternatively, the use of a co-tracer, such as ethane, or direct
measurements of the δ13C ratio may help to isolate emissions
from the energy sector in particular.

This work has focused on an evaluation of the UK’s
methane emissions and national emissions verification. We
find, for the UK (≈ 2× 105 km2), a network of two in situ
measurement sites (sensitive to around 70 % of national total
emissions) is sufficient to constrain emissions at the national
scale to within a 95 % confidence range of around 10 %. Ad-
ditional measurement sites are required to reduce the pos-
terior uncertainties on national and sub-national emissions
and to better constrain trends both nationally and from differ-
ent regions and emission sectors. Finally, we note that while
the UK NAEI is prepared with a delay of 2 years, the atmo-
spheric measurement emissions estimation can be carried out
with a delay of, at most, a few months. This efficiency offers
a potential advantage for using atmospheric measurements to
track the UK’s progress towards greenhouse gas emissions
reduction targets.

Data availability. Tower data from the UK DECC net-
work are available at https://catalogue.ceda.ac.uk/uuid/
f5b38d1654d84b03ba79060746541e4f (O’Doherty and Say,
2020). MHD data can be accessed from the AGAGE archive
at http://cdiac.ess-dive.lbl.gov/ndps/alegage.html (Prinn et
al., 2018b). Aircraft, ferry and GLA data from the GAUGE
project can be accessed at http://catalogue.ceda.ac.uk/uuid/
9a1295858ff14fc6acea73e356a8842c (GAUGE project team,
2015).
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