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Abstract. Motivated by recent discussions concerning differ-
ences of convective dynamics in polluted and pristine envi-
ronments, the so-called convective invigoration in particular,
this paper provides an analysis of factors affecting convec-
tive updraft buoyancy, such as the in-cloud supersaturation,
condensate and precipitation loading, and entrainment. We
use the deep convective period from simulations of daytime
convection development over land discussed in our previous
publications. An entraining parcel framework is used in the
theoretical analysis. We show that for the specific case con-
sidered here, finite (positive) supersaturation noticeably re-
duces pseudo-adiabatic parcel buoyancy and cumulative con-
vective available potential energy (cCAPE) in the lower tro-
posphere. This comes from keeping a small fraction of the
water vapor in a supersaturated state and thus reducing the
latent heating. Such a lower-tropospheric impact is compa-
rable to the effects of condensate loading and entrainment in
the idealized parcel framework. For the entire tropospheric
depth, loading and entrainment have a much more signif-
icant impact on the total CAPE. For the cloud model re-
sults, we compare ensemble simulations applying either a
bulk microphysics scheme with saturation adjustment or a
more comprehensive double-moment scheme with supersat-
uration prediction. We compare deep convective updraft ve-
locities, buoyancies, and supersaturations from all ensem-
bles. In agreement with the parcel analysis, the saturation-
adjustment scheme provides noticeably stronger updrafts in
the lower troposphere. For the simulations predicting super-
saturation, there are small differences between pristine and
polluted conditions below the freezing level that are diffi-
cult to explain by standard analysis of the in-cloud buoyancy
components. By applying the piggybacking technique, we
show that the lower-tropospheric buoyancy differences be-
tween pristine and polluted simulations come from a com-
bination of temperature (i.e., latent heating) and conden-

sate loading differences that work together to make polluted
buoyancies and updraft velocities slightly larger when com-
pared to their pristine analogues. Overall, the effects are
rather small and contradict previous claims of a significant
invigoration of deep convection in polluted environments.

1 Introduction

In the presence of gravity, density differences within a fluid
give rise to the Archimedean buoyancy force that drives
fluid vertical motions. The magnitude of the buoyancy force
per unit mass – the buoyancy for short – is expressed as
g(ρ− ρo)/ρo, where g is the acceleration of gravity, and ρ
and ρo are the densities of the volume of fluid under consid-
eration and the reference (environmental) fluid density, re-
spectively. The buoyancy of cloudy air depends on the air
temperature and pressure, water vapor content, and mass of
all cloud and precipitation particles within the volume. It is
typically expressed through the so-called density temperature
or density potential temperature (see Sect. 4.3 in Emanuel,
1994). For the case of the anelastic model applied in nu-
merical simulations discussed in this paper1, the buoyancy
B is defined as follows (see Eq. 5 in Grabowski and Smo-
larkiewicz, 2002):

B = g
[
(2−2e)/20+ ε

(
qv− q

e
v
)
− q

]
, (1)

where 2 and qv are the potential temperature and water va-
por mixing ratios,2e is the hydrostatically balanced environ-
mental potential temperature profile, qe

v is the correspond-
ing environmental water vapor mixing ratio profile,20 is the

1For a discussion of the anelastic versus compressible equa-
tions and simulation results obtained from the two in the context
of small-scale and planetary-scale dynamics, the reader is referred
to Kurowski et al. (2013, 2014, 2015) and references therein.

Published by Copernicus Publications on behalf of the European Geosciences Union.



13998 W. W. Grabowski and H. Morrison: Supersaturation, buoyancy, and deep convection dynamics

base state anelastic potential temperature profile, q is the sum
of all condensate and precipitation liquid and ice mixing ra-
tios, and ε = Rv/Rd− 1≈ 0.6 (Rv and Rd are the gas con-
stants for water vapor and dry air, respectively). The base-
state and environmental profiles are typically derived from
the initial sounding used in the simulations. The three terms
in the square bracket on the right-hand side of Eq. (1) are re-
ferred to as the temperature, virtual, and mass-loading terms.

There are two key processes that affect cloudy air buoy-
ancy. The first is the phase change in the water substance
that modifies the air temperature and can alter the virtual
and mass-loading terms. For instance, the condensation of
1= 1 gkg−1 of water vapor mixing ratio changes the air
temperature by ∼Lv/cp1 or about 2.5 K and contributes
∼ 0.01g to the cloud buoyancy (Lv ≈ 2.5× 106 Jkg−1 is the
latent heat of condensation, cp ≈ 1005 Jkg−1 K−1 is the spe-
cific heat of air at constant pressure). Condensation reduces
the virtual term by about 0.0006g and increases the loading
term by 0.001g. Hence, the buoyancy increase due to tem-
perature change is about an order of magnitude larger than
the other terms. For the liquid to ice phase change, the freez-
ing of 1= 1 gkg−1 of liquid water mixing ratio changes the
air temperature by Lf/cp1 or about 0.3 K and contributes
∼ 0.001g to the buoyancy with no effect on virtual and mass-
loading terms (Lf ≈ 3× 105 Jkg−1 is the latent heat of freez-
ing). The second key process affecting cloudy air buoyancy
concerns precipitation. Precipitation allows the condensate q
in Eq. (1) to leave the volume (the condensate off-loading)
and thus increases the volume buoyancy. For instance, the
converting of 1= 1 gkg−1 of cloud condensate (cloud wa-
ter or ice) into precipitation (rain or snow) and off-loading
it increases the volume buoyancy by ∼ 0.001g, that is, sim-
ilar to the impact of freezing it. The similar contributions to
the buoyancy of the latent heat of freezing and of the mass
loading are the crux of the argument against the hypothe-
sized convection invigoration in polluted environments. The
invigoration argument alleges that carrying the liquid water
across the 0 ◦C level (rather than converting it to rain and off-
loading below the freezing level) and freezing it aloft leads
to stronger upper-tropospheric updrafts in the polluted en-
vironments; see the discussion in Sect. 2a of Grabowski and
Morrison (2020, GM20 hereafter, and references therein) and
the exchange between Fan and Khain (2021) and Grabowski
and Morrison (2021). Precipitation can also fall from above
into the volume under consideration and reduce its buoyancy.

There is also a more subtle effect related to the presence
of the supersaturation in natural clouds.2 Positive supersatu-
ration reduces the latent heating when compared to the sit-
uation with no supersaturation because some water vapor is
left in the supersaturated state. This leads to a decrease in the

2Throughout this paper the supersaturation is defined with re-
spect to liquid water saturation, that is S = qv/qvs− 1, where qv
is the water vapor mixing ratio, and qvs is its saturated value with
respect to the plain water surface.

cloud buoyancy because latent heating dominates the impact
on the buoyancy as illustrated above. The impact of the la-
tent heating difference between pristine and polluted clouds
is referred to in Fan et al. (2018) as “warm-phase invigora-
tion”. Grabowski and Jarecka (2015) derived the density po-
tential temperature difference between situations with finite
and zero supersaturations. The difference is approximately
a linear function of the supersaturation and depends on the
temperature and pressure. In the lower troposphere, super-
saturation of 0.01 (i.e., 1 %) reduces the density temperature
by about 0.1 K (see Fig. 1 in Grabowski and Jarecka, 2015),
that is, by∼ 0.0003g. However, if the supersaturation ratio is
much larger, say 0.1 (i.e., 10 %), the impact becomes compa-
rable to the loading of a few grams per kilogram of the cloud
or precipitation mixing ratio. The impact gets smaller in the
middle and upper troposphere because the same supersatura-
tion as in the lower troposphere translates into a smaller ab-
solute difference in the condensation rate between the finite
and zero supersaturation with lower temperature (cf. Fig. 2
in Grabowski and Morrison, 2017).

Finally, buoyancy is strongly affected by entrainment of
environmental air and cloud dilution. Entrainment has been
argued to affect mean cloud properties from the early days
of cloud dynamics based on theory and observation (e.g.,
Stommel, 1947; Warner, 1955). For shallow convection, en-
trainment typically leads to buoyancy reversal, that is, re-
placing the positive buoyancy from condensation inside an
undiluted updraft with a negative buoyancy resulting from
the cloud water evaporation as a result of entrainment (see
Grabowski, 1993, and references therein). For deep-scattered
(unorganized) convection, high-resolution (large eddy simu-
lation (LES)-type) simulations have shown considerable di-
lution of updraft core properties (e.g., Kuang and Bretherton,
2006; del Genio and Wu, 2010; Peters et al., 2020) despite
having generally smaller fractional entrainment rates than
shallow cumulus (de Rooy et al., 2013). Fractional entrain-
ment rates (as well as environmental relative humidity) con-
trol the dilution of core buoyancy and hence strongly influ-
ence updraft velocities (de Rooy and Siebesma, 2010; Mor-
rison, 2017; Peters et al., 2020). In this way, entrainment rate
also has a dominant influence on the shallow-to-deep tran-
sition and ultimately the height attained by moist updrafts
(e.g., Khairoutdinov and Randall, 2006; Kuang and Brether-
ton, 2006; Morrison et al., 2021). Although the critical im-
pact of entrainment on cumulus updraft properties is well ac-
cepted, to our knowledge there has been no work analyzing
how entrainment impacts the buoyancy changes driven by fi-
nite supersaturations.

A traditional cloud physics view is that supersaturations in
natural clouds are small, say a fraction of 1 %, except near
the cloud base when activation of cloud condensation nu-
clei (CCN) takes place (e.g., Pruppacher and Klett, 1997).
Supersaturations cannot be measured directly but can be
estimated by assuming a balance between supersaturation
source due to local updraft and supersaturation sink due to
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growth of cloud droplets. The supersaturation estimated in
this way is referred to as the quasi-equilibrium supersatura-
tion (Squires, 1952). The quasi-equilibrium supersaturation
provides an accurate estimate of the in-cloud supersatura-
tion as long as the phase relaxation time of the droplet pop-
ulation (that depends on the droplet mean radius and con-
centration) is short compared to the timescales characteriz-
ing changes in the droplet population and the cloud updraft
(see, for instance, the appendix in Grabowski and Morri-
son, 2021). Estimation of the quasi-equilibrium supersatu-
ration in relatively weak convective clouds featuring gentle
updrafts and insignificant precipitation agrees with the tra-
ditional view (e.g., Politovich and Cooper, 1988). Measure-
ments of the local updraft strength and droplet spectral char-
acteristics in deep convective clouds with strong updrafts and
significant precipitation are difficult using an instrumented
aircraft because of flight safety. Prabha et al. (2011, Fig. 9
therein) document observations from pre-monsoon and mon-
soon deep convective clouds over the Indian subcontinent
with updrafts up to about 10 ms−1 and corresponding quasi-
equilibrium supersaturations up to several percent. The con-
densation rate inside a rising adiabatic parcel featuring the
quasi-equilibrium supersaturation depends on the vertical ve-
locity alone and is independent of the droplet concentration
and radius (see Sect. 2a in GM20). Thus, differences in the
condensation rate between polluted and pristine clouds can
only occur by an updraft change (resulting from a differ-
ence in the cloud buoyancy), a change in entrainment and
mixing, or by supersaturation being different from its quasi-
equilibrium value.

From the early days of warm (ice-free) cloud model-
ing, a typical approach has been to assume that clouds al-
ways maintain saturation (e.g., Morton, 1957; Ogura, 1963;
Orville, 1965; Soong and Ogura, 1973). For dynamic cloud
models, such a computationally efficient approach for cal-
culating cloud condensation and evaporation is referred to
as saturation adjustment and has been applied in both com-
pressible (e.g., Klemp and Wilhelmson, 1978) and anelas-
tic (e.g., Clark, 1979; Lipps and Hemler, 1982) models.
With the advent of more complicated warm-rain micro-
physics schemes, such as the double-moment (Morrison and
Grabowski, 2007, and references therein) and spectral (bin)
microphysics (e.g., Kogan, 1991; Feingold et al., 1996) that
allow estimation of the droplet concentration and mean ra-
dius, such schemes began predicting in-cloud supersatura-
tion. Khain and Lynn (2009), Lebo and Seinfeld (2011), and
Lebo et al. (2012) compared supercell splitting simulations
applying bulk saturation-adjustment schemes and saturation-
prediction bin microphysics. Khain and Lynn (2009) applied
the bin microphysics together with the Thompson scheme
(Thompson et al., 2004) and showed almost a doubling of
the maximum vertical velocity for the bulk scheme (35 for
bin versus 65 ms−1 for bulk; see Fig. 2 there) and doubling
of the surface rain accumulation (see Fig. 5 there). Such dif-
ferences are unlikely because of the simulated supersatura-

tion alone and require different explanations, for instance,
different organization of deep convective cells simulated by
the two schemes as suggested by maps of the surface rain
accumulations. Lebo and Seinfeld (2011) applied a similar
simulation framework to compare supercell simulations us-
ing their bin microphysics scheme with those using the Mor-
rison double-moment bulk scheme employing saturation ad-
justment (Morrison et al., 2005). Rainfall accumulations over
the simulated 6 h period were about twice as large in the
bulk scheme as in the bin scheme, and there were signifi-
cant differences in the surface rain accumulation maps (e.g.,
see Figs. 3, 4, and 5). These seem to agree with the Khain
and Lynn (2009) differences. Profiles of the mean convec-
tive core updrafts in Lebo and Seinfeld (2011) differ signif-
icantly as well, with stronger updrafts in the bulk scheme
(see Figs. 7 and 13 there). Using the same framework and
different modifications of the Morrison bulk scheme, Lebo
et al. (2012) show values of the supersaturations in their sim-
ulations in excess of 10 % (see Fig. 13 there). Simulations
of shallow to deep convection transition based on observa-
tions over the Amazon discussed in Grabowski and Morri-
son (2016, see Figs. 9 and 13 there; and 2020, see Fig. 10
there) also show that the supersaturations in deep convective
cores below the freezing level can reach up to 10 % with sev-
eral percent supersaturation differences between pristine and
polluted conditions. Zhang et al. (2021) discuss simulations
of deep convection over the Houston area by applying the
Morrison scheme as in Lebo and Seinfeld (2011), together
with Khain et al. (2004) bin microphysics. They show sim-
ilar convective organization in simulations applying the two
schemes and argue that bin results are in a better agreement
with observations. Although the differences between results
from simulations applying the two schemes are relatively
small, there is some convective invigoration as represented
by stronger updraft velocities and larger surface precipitation
in the polluted case.

The purpose of the current study is to analyze contribu-
tions to the updraft buoyancy by applying theory (Sect. 3)
and results of numerical simulations (Sect. 4). The im-
pact of finite supersaturation on general aspects of convec-
tive dynamics (e.g., on convective available potential energy
– CAPE) has not been investigated previously. Grabowski
and Morrison (2016, 2020) argue that the impact of pol-
lution on convective dynamics as simulated by a double-
moment microphysics scheme predicting in-cloud supersat-
uration comes from the supersaturation differences between
pristine and polluted conditions. This is because the impact
is limited to the lower troposphere (i.e., below the melting
level) and it is absent in simulations applying saturation ad-
justment (Grabowski, 2015; see also Grabowski and Morri-
son, 2021). However, the buoyancy differences have not been
discussed in detail, for instance, contributions from the en-
trainment to pristine–polluted differences and the impact of
condensate loading. Theoretical analysis and additional anal-
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ysis of simulations presented in our previous papers is the
focus of the current paper.

2 Cloud model simulations

2.1 The model setup and microphysics schemes

Model simulations analyzed here were previously discussed
in Grabowski (2015; G15 hereinafter), Grabowski and Mor-
rison (2020; GM20), and Grabowski and Morrison (2021).
A short description of the simulations is given below, with
details provided in the above publications.

G15 and GM20 apply a daytime convective development
modeling case from Grabowski et al. (2006). The 12 h long
simulations, an extension of 6 h simulations in Grabowski
et al. (2006), start with the observed morning sounding and
are driven by the surface sensible and latent heat fluxes. The
fluxes strongly increase with the daytime surface insolation,
reach a mid-day maximum, and decrease to zero during the
10th hour of the simulation (see Fig. 1 in G15). The morn-
ing increase in the surface fluxes leads to the development
of a well-mixed convective boundary layer, followed by the
formation of shallow convective clouds, transition from shal-
low to deep convection around local noon, and only remnants
of upper-tropospheric anvils present at the end of the simu-
lations. Because convective development is forced only by
prescribed surface heat fluxes, the same in all simulations,
the differences in simulated convection come from different
microphysics representations. The simulations feature a dou-
bly periodic 50 km by 50 km horizontal domain with 400 m
horizontal grid length. In the vertical, a stretched grid with
81 levels is used with about 10 (20) levels in the lowest 1
(4) km, reaching up to 24 km height. Overall, the horizon-
tal resolution is relatively low, making the simulations only
marginally LESs, especially early in the simulations when
the boundary layer is relatively shallow. However, as men-
tioned in G15 (Sect. 2a therein) applying such a grid provides
results broadly consistent with the high-resolution bench-
mark simulations reported in Grabowski et al. (2006). Re-
sults reported here seem also consistent with truly LESs re-
ported in Kurowski et al. (2018) and in Grabowski and Prein
(2019). A small ensemble of simulations (see details below)
is run for each case, with ensemble members generated by
different sets of random numbers applied during the initial-
ization and during model run as detailed in Grabowski et al.
(2006).

G15 applied a relatively simple single-moment bulk mi-
crophysics scheme, referred to as IAB (ice A and B;
Grabowski, 1999). IAB includes a simple warm-rain parame-
terization with a prescribed droplet concentration, 100 versus
1000 per cc to mimic pristine (PRI) versus polluted (POL)
conditions. The assumed droplet concentration affects con-
version from cloud water to rain. IAB uses saturation adjust-
ment to calculate cloud water condensation and evaporation.

The ice parameterization is simple and is linked only indi-
rectly to the assumed droplet concentration. Two classes of
the ice mixing ratio are considered: slowly falling ice A and
fast-falling ice B. Ice A represents unrimed or lightly rimed
ice particles whose spectral characteristics are assumed to
follow aircraft observations in tropical upper-tropospheric
anvil clouds. Ice B, on the other hand, represents heavily
rimed ice particles (e.g., graupel) which occur in the vicinity
of convective towers. Besides G15, the IAB scheme was suc-
cessfully applied in deep convection simulations described in
Varble et al. (2014), Fridlind et al. (2012), and Mrowiec et al.
(2012). For more details, see the brief discussion in Sect. 2b
of G15 or a full description in Grabowski (1999).

The GM20 double-moment (2MOM) bulk microphysics
scheme is more comprehensive. Droplet concentration is pre-
dicted together with the in-cloud supersaturation. CCN acti-
vation together with cloud droplet growth and evaporation
are calculated explicitly from the predicted supersaturation
instead of relying on saturation adjustment (Morrison and
Grabowski, 2007, 2008a). The warm-rain component pre-
dicts both number and mass mixing ratios for cloud water
and rain (i.e., four Eulerian variables). The double-moment
three-variable ice microphysics of Morrison and Grabowski
(2008b) predicts the number mixing ratio of ice particles and
two mass mixing ratios that represent the ice mass grown
by the diffusion of water vapor and by riming. This allows
for a smooth transition from unrimed ice particles to heavily
rimed particles (i.e., graupel) instead of artificially dividing
ice particles into cloud ice, snow, and graupel categories that
requires the introduction of unphysical conversion rates. Pri-
mary ice initiation occurs through several processes, includ-
ing deposition/condensation freezing, heterogeneous freez-
ing of cloud droplets and rain drops, contact freezing of
cloud droplets, and homogeneous freezing of all droplets and
drops for temperatures below −40 ◦C. The key feature of the
scheme is the close link between ice and warm-rain processes
and the connection between droplet and ice number mixing
ratios in particular. See Sect. 2a in Grabowski and Morrison
(2016) for a more extensive discussion or a full description
of the scheme in Morrison and Grabowski (2007, 2008a, b).
The simulations discussed in GM20 include a pristine case
(PRIS) that features a single CCN mode with the number
mixing ratio of 100 mg−1 and a polluted case with an addi-
tional mode of smaller CCN with 500 mg−1 number mixing
ratio, referred to as ADCN. Overall, having two different mi-
crophysics parameterizations allows results to be compared
with not only saturation adjustment and supersaturation pre-
diction but also significantly different microphysics parame-
terizations.

Results from the following ensemble simulations will be
discussed. Four ensembles, two for IAB (PRI and POL) and
two for 2MOM (PRIS and ADCN) relax the simulated mean
horizontal winds to prescribed profiles as in Grabowski et al.
(2006), with four ensemble members for IAB’s PRI and
four for IAB’s POL, as well as seven ensemble members
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Table 1. Ensembles of the dynamic model simulations discussed
in this paper. All simulations apply the same computational do-
main, horizontal grid length, and vertical grid structure. G06 is
Grabowski et al. (2006). IAB is the microphysics scheme discussed
in Grabowski (1999) that features single-moment warm-rain and
ice microphysics with prescribed cloud droplet concentrations and
excludes water supersaturation by applying saturation adjustment.
2MOM is the double-moment microphysics described in Morrison
and Grabowski (2007, 2008a, b) with mass and number mixing ra-
tios for liquid condensate (i.e., four variables) and three ice vari-
ables (one number mixing ratio and two mass mixing ratios). The
2MOM scheme predicts in-cloud supersaturation and allows water
supersaturation. See text for more details.

Ensemble Microphysics Horizontal winds Ensemble size

PRI IAB As in G06 4
POL IAB As in G06 4
PRIS 2MOM As in G06 7
ADCN 2MOM As in G06 7
PRIS.NW 2MOM Zero 3
ADCN.NW 2MOM Zero 3

for 2MOM’s PRIS and seven for 2MOM’s ADCN. Hori-
zontal winds in Grabowski et al. (2006) feature significant
shear (cf. Fig. 9 in GM20), and because of that we also con-
sider the 2MOM no-horizontal-wind simulations in GM20
as in Wu et al. (2009) and Böing et al. (2012). These two
three-member ensembles are referred to as PRIS.NW and
ADCN.NW (NW for “no wind”). The reason for different
numbers of ensemble members will become apparent in the
discussion of model results (see Fig. 2). The simulations are
summarized in Table 1.

2.2 Illustration of macroscopic cloud field
characteristics

To highlight key similarities and differences between the IAB
and 2MOM simulations, Figs. 1 and 2 show vertical cross-
section snapshots from randomly selected ensemble mem-
bers at hour 6 (i.e., 360 min) and evolutions of the cloud
cover and total condensed water mass for the entire simu-
lation length. The vertical cross sections in theX (east–west)
and Y (north–south) directions are taken at the location of
domain-maximum vertical velocity. At 360 min, the 2MOM
simulation in Fig. 1 features a very deep convective tower
that seems detached from the lower levels in the east–west
and north–south cross sections, but this simply reflects the
effects of shear causing the cloud to “lean” along the diag-
onal. There are also a few shallow clouds. In the IAB simu-
lation snapshot, the cloud containing the domain-maximum
vertical velocity at hour 6 is shallower but growing rapidly.
The cloud still has traces of lower-tropospheric moist static
energy as shown by orange and red colors. The mean pattern
of the moist static energy is similar between the two sim-
ulations. In Fig. 2, the cloud cover in the left panels is de-

fined as the fraction of columns with at least one grid volume
featuring total condensate larger than 0.1 gkg−1, with the
total condensate including all cloud and precipitation mix-
ing ratios. Figure 2b, d, and f show the evolution of the to-
tal condensate mass inside the computational domain. Total
condensate increases due to the condensation and deposition
and decreases due to evaporation, sublimation, and precipi-
tation reaching the surface. Overall, Fig. 2 shows that IAB
and 2MOM ensembles feature similar cloud field evolutions
despite significant differences in the microphysics parame-
terizations. The figure documents small differences in IAB’s
PRI and POL simulations, as already discussed in G15. In
contrast, the 2MOM simulations show large differences be-
tween PRIS and ADCN in the second half of the simula-
tions. These differences are argued in GM20 (and also in
Grabowski and Morrison, 2016) to come from the micro-
physical impact of pristine versus polluted CCN conditions
on the upper-tropospheric anvils. In a nutshell, higher cloud
droplet concentrations in the polluted case result in higher
ice crystal concentrations aloft, and this leads to smaller
mean ice crystal sizes, lower sedimentation velocities, and
thus longer residence times. Figure 2 also illustrates differ-
ent variability between ensemble members depending on the
presence or absence of the mean large-scale flow, which in-
formed our ensemble size selection. The vertical dotted lines
in Fig. 2 mark the period of hours 6 and 7 (300 to 420 min),
with the strongest deep convection that is used for the analy-
ses presented in subsequent sections.

3 Theoretical considerations: idealized parcel
calculations

We use domain-averaged temperature and water vapor mix-
ing ratio profiles for the 6th and 7th simulation hours (i.e., av-
eraged between 300 to 420 min and over all ensemble mem-
bers) in a rising parcel analysis. The change in a generic ther-
modynamic quantity8with height for a rising parcel is given
by (similar to Betts, 1973, neglecting detrainment)

d8/dz= −ε(8−8e)+ S8, (2)

where ε is the fractional entrainment rate, S8 is the
source/sink of 8 owing to cooling by expansion and water
phase changes, and 8e is the corresponding environmental
value taken from the thermodynamic profile used in the anal-
ysis (i.e., the domain average potential temperature and water
vapor for the 6th and 7th hour; the environment cloud wa-
ter mixing ratio is assumed zero). Considering 8 as a moist
conserved or nearly conserved quantity such as total water
mixing ratio qt (water vapor plus condensed water, neglect-
ing removal by sedimentation) or equivalent potential tem-
perature 2e, the source/sink term S8 is (or is close to) zero.
Using the base state pressure profile and the simplified form
of2e used for the analysis later (see Sect. 4b), which is anal-
ogous to moist static energy, it is equivalent to solve Eq. (2)
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Figure 1. Cross sections (x–z in a and c; y–z in b and d) though cloud simulations at 360 min from (a, b) 2MOM and (c, d) IAB randomly
selected ensemble members. Colors represent the equivalent potential temperature, calculated here as the moist static energy divided by cp.
The thick contour shows total condensate (cloud and precipitation) of 0.1 gkg−1. Sold thin contours show vertical velocity starting with
1 m s−1 and contour interval of 3 ms−1.

for 2e and qt and diagnose 2, water vapor mixing ratio qv,
and condensate mixing ratio q needed for the buoyancy from
2e and qt, or solve Eq. (2) directly for 2, qv, and q. We
chose the latter approach.3 As shown in Sect. 4b, solving
Eq. (2) assuming a constant ε can reproduce reasonably well
updraft 2e profiles from the simulations. Thus, the simple
parcel approach given by Eq. (2) can capture bulk behavior
of the simulated updrafts.

The derived parcel 2, qv, and q are subsequently applied
to obtain the buoyancy profile using Eq. (1) and then to cal-
culate the cumulative convective available potential energy
(cCAPE) at height z defined as

cCAPE(z)=

z∫
0

max(0,B)dz. (3)

3The code for parcel calculations applies a constant latent heat
of condensation in contrast to the microphysical schemes applied in
the dynamic model. This has a small (below 10 %) impact on actual
values of cCAPE and other quantities derived in the analysis. For
instance, total CAPE is smaller when variable latent heat of con-
densation is assumed because latent heating is reduced in the lower
troposphere where the latent heat of condensation is the smallest.

Buoyancy is calculated assuming an air parcel with the ini-
tial temperature and water vapor values taken as the mean
in the lowest 500 m of the atmosphere and starting at 500 m
height. The mean low-level temperature and moisture values
change little between the IAB and 2MOM ensembles (less
than 0.1 K for the temperature and less than 0.1 gkg−1 for
the water vapor); such changes have a small impact on the
results (e.g., ∼ 100 Jkg−1 or less than 5 % for the pseudo-
adiabatic CAPE). Starting parcel calculations with the sur-
face temperature and water vapor values changes specific re-
sults documented in this section, but the relative impacts of
the finite supersaturation, loading, and entrainment remain
similar (not shown). Profiles from the 2MOM PRIS ensem-
ble are used in the analysis presented below. The total CAPE
is equal to cCAPE at the updraft equilibrium level, that is,
at the level where the updraft buoyancy changes aloft from
positive into negative.

The pseudo-adiabatic parcel analysis excludes the conden-
sate term q in Eq. (1); that is, the analysis assumes that the
condensate is converted to precipitation and falls out with no
impact on the parcel buoyancy. In the traditional parcel anal-
ysis, the rising parcel is assumed to maintain water saturation
at all heights above the lifting condensation level (LCL), in
other words, applying saturation adjustment. However, one
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Figure 2. Evolution of (a, c, e) cloud cover and (b, d, f) total mass of cloud and precipitation inside the computational domain in (a, b) PRI
and POL IAB ensembles, (c, d) PRIS and ADCN 2MOM ensembles, and (e, f) PRIS.NW and ADCN.NW 2MOM ensembles. Dashed
vertical lines show the 6th and 7th hour period for which analyses are completed.

can assume non-vanishing supersaturation S, say assuming
S = 0, 0.05, and 0.1 throughout the entire troposphere (i.e.,
0, 5, and 10 % supersaturation). For comparison, we also in-
clude parcel analysis with the buoyancy that includes a frac-
tion of the condensate loading f of 1/3, 2/3, and all con-
densate (f = 1) in Eq. (1) at each level; thus, we implic-
itly assume a fraction 1− f of the condensate is removed
by conversion to precipitation followed by sedimentation.
Finally, we also consider the impact of parcel dilution as-
suming three different fractional entrainment rates: ε= 0.05,
0.1, and 0.3 km−1. This range of ε is broadly consistent with
bulk fractional entrainment rates derived from previous mod-
eling studies for deep convection (e.g., Kuang and Brether-
ton, 2006; Del Genio and Wu, 2010; De Rooy et al., 2013)
and derived from the simulations in Sect. 4b. Assuming a
classical entrainment formulation of ε ∼ 0.2/R, where R is
the parcel radius (e.g., de Rooy et al., 2013), gives R= 4, 2,
and 0.6 km for the three ε values selected.

Figure 3 shows profiles of cCAPE and buoyancy for the
parcel analysis with numerical values at heights of 4 and
9 km presented in Table 2. For the pseudo-adiabatic parcel
(Fig. 3a and b), limiting the parcel to water saturation (S= 0)
provides the largest buoyancy, at least in the lower and mid-
dle troposphere, which is consistent with the theoretical anal-
ysis and simulations of Grabowski and Jarecka (2015) and
Grabowski and Morrison (2017). Retaining supersaturated

conditions in the finite-supersaturation pseudo-adiabatic par-
cel leads to a small but noticeable reduction in buoyancy,
cCAPE, and CAPE (see Table 2). It also allows for additional
latent heating above 11 km, but the upper-tropospheric buoy-
ancy difference has little impact on the total CAPE because
CAPE is dominated by the lower- and middle-tropospheric
buoyancy differences. The pseudo-adiabatic buoyancy in-
creases up to about 8 km height and decreases in the upper
troposphere, with the total CAPE reaching values around
2500 Jkg−1. Calculating a theoretical updraft vertical ve-
locity as w =

√
2 cCAPE, obtained by vertically integrat-

ing the parcel vertical velocity equation neglecting pertur-
bation pressure forcing and momentum mixing, gives values
around 25 ms−1 for S = 0 and around 21 ms−1 for S= 10 %
at 4 km. At 9 km, these values are around 53 ms−1 for S = 0
and around 49 ms−1 for S= 10 %. These differences are rel-
atively small but non-negligible. Updraft vertical velocities
simulated by the dynamic model (see the next section) are 2
to 3 times smaller presumably because of entrainment, the
missing loading term in the pseudo-adiabatic parcel analy-
sis, and excluding perturbation pressure forcing in the par-
cel model, which all (in general) limit the theoretical updraft
strength below its equilibrium level.

Including condensate loading in the parcel buoyancy has
a significant impact. Using all condensate in the parcel
buoyancy is arguably appropriate just above the cloud base
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Table 2. Results from parcel simulations. The table shows CAPE together with cCAPE and buoyancy at 4 and 9 km height. The first three
rows show results from the pseudo-adiabatic parcel analysis assuming saturation adjustments of S = 0 %, 5 %, and 10 % throughout the
atmosphere. The middle three rows show results from parcel calculations that assume saturation adjustment and include 1/3, 2/3, and full
condensate loading. The bottom three rows show results of entraining parcel calculations assuming saturation adjustment and no loading
with three entrainment rates: 0.05, 0.1, and 0.3 km−1. The initial temperature and water vapor values in the parcel are taken as averages in
the lowest 500 m and over hours 6 and 7 from the 2MOM PRIS ensemble.

CAPE (Jkg−1) cCAPE (Jkg−1) Buoyancy (ms−2)

At 4 km At 9 km At 4 km At 9 km

No loading, no entrainment
S = 0 2572 321 1396 0.152 0.260
S = 5 % 2488 264 1301 0.138 0.255
S = 10 % 2407 220 1211 0.124 0.251

S = 0, loading, no entrainment
f = 1/3 2051 277 1182 0.131 0.212
f = 2/3 1553 243 967 0.110 0.164
f = 1 1076 208 752 0.088 0.116

S = 0, no loading, entrainment
ε= 0.05 km−1 1562 288 1118 0.134 0.167
ε= 0.1 km−1 1024 266 896 0.119 0.100
ε= 0.3 km−1 380 194 380 0.071 0

before the condensate is reduced by precipitation fallout.
However, it is questionable in the middle and upper tro-
posphere because it implies over 10 gkg−1 of cloud con-
densate, a clearly unrealistic value (this will be illustrated
by the analysis later in the paper). Nevertheless, even a
third of the cloud condensate notably reduces parcel buoy-
ancy, cCAPE, and CAPE. The theoretical updraft strength
at 4 km changes from about 24 ms−1 for f = 1/3 to about
20 ms−1 for f = 1; at 9 km these values are 49 and about
39 ms−1, respectively. Entrainment has a large impact as
well, with the smallest fractional entrainment rate tested
(0.05 km−1) reducing cCAPE by about 10 % at 4 km and
20 % at 9 km compared to an undilute parcel and the to-
tal CAPE by about 25 %. The theoretical updraft w at 4 km
changes from about 25 ms−1 for ε= 0.05 km−1 to about
20 ms−1 for ε= 0.3 km−1, similar to the impact of includ-
ing condensate loading. At 9 km these values for ε of 0.05
and 0.3 km−1 are 47 and 39 ms−1, respectively. The largest
fractional entrainment rate tested, ε= 0.3 km−1, gives an
equilibrium level in the mid-troposphere (∼ 8 km) compared
to > 12 km in the other tests (Fig. 3f). The lower equilibrium
height with greater ε is expected and is consistent with pre-
vious theoretical (Morrison et al., 2021) and cloud modeling
(e.g., Kuang and Bretherton, 2006) studies. Finally, we point
out that there is almost no impact of entrainment or load-
ing on absolute differences in cCAPE resulting from changes
in S between 0 % and 10 % (not shown). This can be un-
derstood by the fact that changes in parcel temperature from
entrainment are small relative to the parcel temperature itself
(∼ 1 % or less). Thus, changes in parcel temperature owing to
changes in S can be well approximated as being independent

of entrainment. Because the magnitude of cCAPE decreases
from entrainment, the relative change in cCAPE from finite S
increases with greater entrainment. Similarly, changes in q
owing to finite S (up to 10 %) are small relative to q itself.
Thus, including loading has little impact on absolute changes
to cCAPE from finite S, although relative changes to cCAPE
increase.

In summary, the theoretical analysis presented in this sec-
tion shows that finite supersaturation (up to 10 %) has a non-
negligible impact on convective dynamics. However, the im-
pact is relatively small overall when compared to the effects
of condensate loading and entrainment. Moreover, including
loading or entrainment has almost no impact on absolute dif-
ferences in cCAPE resulting from changes in S (but relative
differences in cCAPE increase since both entrainment and
loading act to decrease cCAPE). Larger changes in cCAPE
and w might be possible if ε or f are different in polluted
compared to pristine conditions. These factors are consid-
ered further in dynamic model simulations discussed in the
next section.

4 Results of dynamic simulations

4.1 Entrainment and its impact on updraft velocity

To characterize the impact of entrainment on the buoyancy
and updraft velocity, we apply an equivalent potential tem-
perature 2e defined here as the moist static energy divided
by cp:

2e = T + g/cp z+Lv/cp qv, (4)
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Figure 3. Profiles of (a, c, e) cumulative CAPE (cCAPE) and (b, d,
f) buoyancy from parcel analysis using mean temperature and hu-
midity profiles from the lowest 500 m of 2MOM PRIS simulation
averaged over the 6th and 7th hours. (a, b) Pseudo-adiabatic parcel
calculations with different supersaturations. (c, d) Parcel calcula-
tions with different fractions of the condensate included in parcel
buoyancy. (e, f) Entraining parcel calculations with different frac-
tional entrainment rates.

where T , z, and qv are the temperature, height, and water va-
por mixing ratio, and Lv and cp are the latent heat of conden-
sation and air-specific heat at constant pressure. For a rising
adiabatic or pseudo-adiabatic parcel with no ice processes,
the equivalent potential temperature 2e defined in Eq. (4)
is an invariant for the anelastic model and the moist pre-
cipitating thermodynamics applied in both saturation adjust-
ment (IAB) and saturation prediction (2MOM) ensembles.

Moreover, regardless of the condensate amount carried by the
cloudy air, mixing between the cloudy air parcel and subsat-
urated cloud-free environmental parcel results in the equiv-
alent potential temperature which is a linear combination of
the relative mass contributions of the two parcels 2e.

Figure 4a shows the equivalent potential temperature 2e
statistics for in-cloud points with updraft velocity larger
than 1 ms−1 and total condensate larger than 1 gkg−1 for
all members of GM20’s PRIS and ADCN ensembles dur-
ing the 6th and 7th simulation hours. The dashed line shows
the 2e profile of the initial sounding, and solid lines show
2e profiles of the mean (domain- and time-averaged) tem-
perature and moisture during hours 6 and 7. The difference
between the dashed and solid lines represents the impact of
surface latent and sensible heat fluxes combined with the
vertical transport throughout the column. Arguably, radiative
cooling during the day and especially throughout the night,
not considered in the simulations, would be needed to bring
the dashed and solid lines closer to each other if the simula-
tions were extended to several diurnal cycles (i.e., approach-
ing convective–radiative quasi-equilibrium).

Undiluted ascent from the cloud base would correspond
to a vertical line in Fig. 4a, so there is almost always some
cloud dilution by entrainment of environmental air. The fig-
ure is similar to higher-resolution simulations of this case in
Khairoutdinov and Randall (2006); see Figs. 11 and 12 there.
This is in contrast to results presented in Varble et al. (2014,
see Fig. 16 there) that show very little dilution across the
entire troposphere for an ensemble of mesoscale convective
system simulations possibly because of the organized nature
of convection in their simulations compared to the scattered
convection here and in Khairoutdinov and Randall (2006).
Dilution corresponding to the mean 2e and the minimum
dilution (i.e., the mean of the 90th percentile to the maxi-
mum range of 2e) increases with height as expected; that is,
the deviation from the cloud-base2e increases as one moves
away from the cloud base. There seems to be a small impact
of the microphysics on entrainment dynamics between 3 and
5 km, with slightly smaller mean values of 2e for ADCN
compared to PRIS. Such a difference may come from small
but systematic differences in the mixing proportions between
cloud and environmental air in ADCN and PRIS. Plots for
the no-wind GM20 ensembles (PRIS.NW and ADCN.NW)
are similar, including the small difference between PRIS.NW
and ADCN.NW (not shown). Plots for IAB are also simi-
lar, although there is no difference between PRI and POL,
arguably because saturation adjustment limits differences in
latent heating and cooling that impact entrainment dynam-
ics. The latter is consistent with high-resolution simulations
in Grabowski and Jarecka (2015). Finally, a kink of the mean
and median values (better seen in Fig. 4b discussed below)
near 5 km likely comes from 2e changes due to ice pro-
cesses, particularly melting.

Linking directly to the theoretical analysis in Sect. 3, we
use profiles of updraft 2e from the simulations to estimate
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Figure 4. (a) Comparison of equivalent potential temperature statistics during the 6th and 7th hours from GM20 PRIS (red) and ADCN
(blue) simulations. Asterisks represent median values, thick lines mark the range between the 10th and 90th percentiles, circles show the
mean values, and “x” symbols to the right of the boxes represent means of the range between the 90th percentile and the maximum. Boxes
represent the range between the mean and plus and minus 1 standard deviation. Only in-cloud points with vertical velocity larger than
1 ms−1 and total condensate larger than 1 gkg−1 are included in the statistics. The dashed black line is the equivalent potential temperature
profile calculated from the initial sounding. The two solid lines are the equivalent potential temperature profiles calculated from the mean
temperature and moisture profiles averaged over the 6th and 7th hours from PRIS and ADCN ensemble simulations. (b) Comparison between
model and entraining parcel results. Dots are median (blue) and 90th percentile (red) values from the PRIS results in (a). Lines are profiles
of the equivalent potential temperature derived from the entraining parcel with the constant entrainment rate that minimizes the difference
between the parcel and either the median or the 90th percentile profile from the model between 1 and 10 km. See text for more details.

constant-in-height fractional entrainment rate ε using our en-
training parcel model. This is done by vertically integrat-
ing Eq. (2) for 8=2e between about 1 km (near the level
of free convection) and 10 km, using 2e from the simula-
tions as a lower boundary condition. ε is estimated by finding
the value that minimizes the root-mean-square difference be-
tween profiles of2e obtained by solving Eq. (2) and from the
simulations. Note that this simple approach estimates a bulk
ε value obtained by assuming that entrained properties of air
are equal to those of the average environment for hours 6
and 7. This is different from direct entrainment calculations
based on the mass fluxes across cloud updraft boundaries
(e.g., Romps, 2010; Dawe and Austin, 2013). Direct calcu-
lations of ε are generally larger than bulk estimates by up to
about a factor of 2 (Romps, 2010). For simplicity, and be-
cause we are concerned primarily with updraft dilution as
opposed to entrainment per se, we use the bulk approach.
Two different 2e profiles from the simulations are used to
estimate ε: the median and 90th percentile 2e. This gives
ε for “typical” updrafts, as well as relatively undiluted up-
drafts (or updraft regions). The best fit ε are∼ 0.20 km−1 for
median 2e and 0.13 km−1 for 90th percentile 2e. These are
similar to previous bulk estimates for deep convection (e.g.,
Kuang and Bretherton, 2006; Del Genio and Wu, 2010; De
Rooy et al., 2013). Figure 4b compares the median and 90th
percentile of the dynamic model 2e distributions with en-
training parcel calculations assuming those best fits. In gen-
eral, the 2e profiles from solving Eq. (2) with these ε values

reasonably reproduce the simulated profiles with root-mean-
square differences of ∼ 0.8 and 0.4 K for median and 90th
percentile 2e, respectively. Larger differences in the upper
troposphere can be explained by a smaller entrainment rate
that allows those cloudy volumes to be present there in the
first place, as well as the impact of ice microphysics on 2e
which is neglected in the parcel calculations. A key result
is that best-fit ε values are almost the same for pristine and
polluted simulations: 0.203 and 0.206 km−1 for PRIS and
ADCN for median 2e and 0.131 and 0.127 km−1 for PRIS
and ADCN for 90th percentile2e. Thus, in these simulations
microphysical differences from polluted versus pristine con-
ditions appear to have little impact on overall entrainment
behavior. The small differences in 2e between ADCN and
PRIS seen in Fig. 4 at mid-levels (∼ 3 to 5 km) evidently have
little impact on bulk entrainment differences considering the
entire profile between 1 and 10 km.

Figure 5 shows scatterplots of the equivalent potential tem-
perature versus vertical air velocity at a height of 4 km during
hours 6 and 7 for all IAB and 2MOM ensemble members and
for grid volumes with w larger than 1 ms−1 and total con-
densate larger than 1 gkg−1. On average, updraft strength in-
creases with2e, but there is a significant scatter. The highest
2e for all ensembles is close to the cloud base 2e (∼ 250 K
as shown in Fig. 4). The saturation-adjustment simulations
using IAB, PRI, and POL feature the strongest updrafts,
and there is no difference between them except for different
flow realizations. In contrast, ADCN and ADCN.NW have
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Figure 5. Updraft versus 2e for four IAB simulations (PRI and
POL; a and b), three 2MOM simulations (randomly selected from
seven members for PRIS and ADCN ensembles; c and d), and
three 2MOM simulations (from PRIS.NW and ADCN.NW ensem-
bles; e and f). Data at 4 km height for hours 6 and 7 in grid vol-
umes with updraft larger than 1 ms−1 and total condensate larger
than 1 gkg−1. Dashed horizontal and vertical lines show values of
10 ms−1 and 347 K to better expose differences discussed in the
text.

stronger updrafts when compared to PRIS and PRIS.NW,
but the differences are relatively small, most evident in the
difference in the number of points in the range of 5 to
10 ms−1. For that range, the mean updraft in IAB ensembles
is 6.87 ms−1 for PRI and 6.91 ms−1 for POL, arguably a sta-
tistically insignificant difference. For 2MOM ensembles, the
differences are larger, 6.26/6.53 ms−1 for PRIS/ADCN and
6.25/6.62 ms−1 for PRIS.NW/ADCN.NW.

Figure 6 shows similar results as Fig. 5 but at 9 km
height and only for PRIS and ADCN ensembles. Com-
pared to Fig. 5, updrafts are stronger than at 4 km (con-
sistent with higher buoyancy and the increase in cCAPE
with height; see Fig. 1), the equivalent potential temper-
ature maxima are lower (i.e., more dilution), and there is
less scatter. The difference between PRIS and ADCN seems

Figure 6. Like Fig. 5, but at 9 km for 2MOM (a) PRIS and
(b) ADCN. Dashed horizontal and vertical lines show values of
15 ms−1 and 344 K.

to be absent (the latter is also true for IAB ensembles and
no-wind 2MOM ensembles; not shown). The mean updraft
for the 5 to 10 ms−1 range is 7.06/7.08 ms−1 for 2MOM’s
PRIS/ADCN and 7.13/7.11 ms−1 for IAB’s PRI/POL, that
is, only slightly larger for the saturation-adjustment IAB sim-
ulations. The latter is not surprising as ice microphysics takes
over at that height, as illustrated in Fig. 7, to be discussed
shortly. For the 10 to 20 ms−1 range, the mean values are
12.1 ms−1 for both PRIS and ADCN from 2MOM ensem-
bles and 13.1/12.9 ms−1 for PRI/POL from IAB.

4.2 Supersaturation, buoyancy, and updraft statistics

Figure 7 shows profiles of the supersaturation, updraft, and
buoyancy statistics for rising (updraft larger than 1 ms−1)
cloudy (total condensate larger than 1 gkg−1) volumes for
ensemble members during hours 6 and 7 from IAB and
2MOM (PRIS and ADCN only for the latter). The overall im-
pression is that the statistics look fairly similar between the
two figures with the exception of the supersaturation. The su-
persaturation statistics for IAB show that the model’s satura-
tion adjustment works correctly in the lower and middle tro-
posphere. Only above 9 km do ice processes allow supersat-
uration in ascending cloudy volumes to become subsaturated
with respect to liquid water, resulting in a range of subsatu-
ration values. The range of subsaturation above 9 km seems
similar between IAB and 2MOM ensembles. For 2MOM, su-
persaturations can be significant (several percent), with the
mean values (slightly lower for ADCN) ranging from 1 % to
5 % below the freezing level. The mean of the 90th percentile
to the maximum range in Fig. 8 increases with height and
reaches values close to 10%/15% in the middle troposphere
for ADCN/PRIS ensembles.

Large supersaturation differences between IAB and
2MOM ensembles and differences between PRIS and ADCN
lead to noticeable differences in the buoyancy statistics, in
agreement with the discussion in Grabowski and Jarecka
(2015) and Grabowski and Morrison (2017). In the lower
and middle troposphere, buoyancies are significantly larger
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Figure 7. Statistics of (a, d) supersaturation, (b, e) vertical velocity, and (c, f) buoyancy in grid volumes with updraft larger than 1 ms−1

and total condensate larger than 1 gkg−1. (a–c) Data for all ensemble members for the 6th and 7th hours of the simulations from PRI (red
color) and POL (blue color) IAB ensembles. (d–f) Data for all ensemble members for PRIS (red color) and ADCN (blue color) for 2MOM
ensembles. The star/circle symbols are for median/mean values, horizontal lines show the 10th to 90th percentile range, and the boxes show
the range between the mean and plus and minus 1 standard deviation. The × symbols to the right of color lines and boxes are means of the
data from the range between the 90th percentile and the maximum. The data are only shown every second model level with color lines and
symbols shifted above (for ADCN) and below (for PRIS) that level. Dashed horizontal lines show approximate height of the 0 and −40 ◦C
level. Dashed vertical lines in (a) and (c) show zero values.

in IAB ensembles when compared to 2MOM and slightly
larger in ADCN when compared to PRIS. The mean and the
maximum buoyancies increase with height below the melt-
ing level in all ensembles (in agreement with the parcel anal-
ysis; Fig. 1), reach maximum values near the melting level,
and then level off. Although the buoyancies do include all
terms shown in Eq. (1), the maxima near the melting level
are only slightly smaller than the values predicted by the adi-
abatic parcel, that is, around 0.15 and 0.13 ms−2 for S= 0 %
and S= 10 %, respectively, at 4 km in Table 2.

Despite the differences in the supersaturation and buoy-
ancy, overall updraft statistics are similar. Maximum updraft
vertical velocities increase with height in agreement with the
parcel analysis (Fig. 1) and buoyancy statistics in the cloud
model simulations. Below the freezing level, updrafts are
stronger in IAB than in 2MOM, especially at the maximum

end. At the freezing level, the mean updraft values of the 90th
percentile to the maximum range are around 11 ms−1 in IAB
ensembles and around 7 and 8 ms−1 in PRIS and ADCN,
respectively. Above the 0 ◦C level, the mean updraft values
of the 90th percentile to the maximum range increase with
height similarly between all ensembles, and they reach 15 to
20 ms−1 in the upper troposphere. Results for the no-wind
2MOM ensembles (PRIS.NW and ADCN.NW) are similar
to those shown in Fig. 7 and thus are not shown.

Although not directly relevant to the main thrust of this
paper, it is worthwhile to mention that the convective mass
flux is also insignificantly affected by small differences in the
convective dynamics documented in Fig. 7. This is because
cloud fraction profiles are only weakly affected by micro-
physical processes (at least before significant anvils develop
in 2MOM simulations) as shown in G15 (Fig. 4 therein),
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Figure 8. Scatterplots of buoyancy components at 4 km as a function of the total buoyancy in (a, c, e, g) PRI and (b, d, f, h) POL of all four
ensemble members of IAB simulations at hours 6 and 7. The horizontal axes in both columns represent the total buoyancy. Panels (g) and (h)
show the temperature buoyancy component. Panels (e) and (f) show the water vapor contribution. Panels (a)–(d) are the loading buoyancy
components, separated into (c, d) cloud water and (a, b) rain components. Points with updraft larger than 1 ms−1 and total condensate larger
than 1 gkg−1 are included. Only about 8 % of data points are shown.

Grabowski and Morrison (2016; Fig. 1 therein), and GM20
(Fig. 1 therein). Arguably, Fig. 2 herein documents that as
well.

4.3 Buoyancy analysis

To understand buoyancy differences better in 2MOM simu-
lations and the lack thereof in IAB, Figs. 8 to 11 show con-
tributions of buoyancy components as a function of the total
buoyancy at 4 and 9 km for the IAB ensembles (Figs. 8 and 9)
and 2MOM ensembles (Figs. 10 and 11) for grid volumes
with updraft velocities larger than 1 ms−1 and total conden-
sate (cloud plus precipitation) larger than 1 gkg−1. Buoyancy
components represent the three terms in Eq. (1): the tem-
perature, virtual, and loading components. In addition, the
loading component is split into cloud and precipitation con-
tributions (e.g., cloud water and rain at 4 km) as discussed
below. Overall, the four figures show a coherent picture of
the buoyancy contributions, with only small differences be-
tween the four ensembles. In agreement with the discussion
above, IAB ensembles reach larger buoyancy values (note
different buoyancy ranges on the horizontal axes in Figs. 8–
11). In all four ensembles, the temperature term (i.e., the la-
tent heating) provides the largest contribution. The tempera-
ture contribution increases linearly with the total buoyancy,
with some scatter. The temperature contribution is aided by
water vapor (i.e., the virtual temperature effect, especially at

4 km) and offset by the loading. For IAB at 4 km (Fig. 8),
the loading includes only cloud water and rain, but at 9 km
in Fig. 9 cloud liquid and ice A are merged together to rep-
resent “cloud condensate”, and rain and ice B are combined
as “precipitation”. There are almost no differences between
PRI and POL (i.e., left and right panels) in Figs. 8 and 9,
consistent with saturation adjustment and just different flow
realizations. The largest buoyancies are in volumes with rel-
atively small contributions from the loading (especially at
9 km; Fig. 9), and the maximum buoyancies are not far from
the pseudo-adiabatic parcel analysis values shown in Table 2,
which excludes the loading.

For the 2MOM ensembles (Figs. 10 and 11), the maxi-
mum buoyancies are smaller than for IAB, but the patterns
are similar. For the loading at 9 km (Fig. 11), the ice mass
mixing ratio grown by diffusion of water vapor (qid) is in-
cluded in the “cloud condensate” contribution and the ice
mass mixing ratio grown by riming (qir) in the “precipita-
tion condensate”. Although there are small differences be-
tween PRIS and ADCN in total buoyancy as seen in Fig. 8,
mainly below 5 km, these differences are not readily apparent
in Figs. 10 and 11 when partitioned into the various contri-
butions.

In the following analysis, we focus on the 2MOM simula-
tions to better understand the buoyancy differences in PRIS
and ADCN ensembles. We take advantage of the piggyback-

https://doi.org/10.5194/acp-21-13997-2021 Atmos. Chem. Phys., 21, 13997–14018, 2021



14010 W. W. Grabowski and H. Morrison: Supersaturation, buoyancy, and deep convection dynamics

Figure 9. Like Fig. 8, but at 9 km. Panels (a, b) include rain combined with ice B mixing ratios; panels (c, d) include cloud water combined
with ice A mixing ratio.

Figure 10. Like Fig. 8, but for all seven simulations of (a, c, e, g) PRIS and (b, d, f, h) ADCN from 2MOM ensemble. Only 5 % of data
points are shown.
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Figure 11. Like Fig. 10, but at 9 km. Panels (a, b) include rain mixing ratio combined with ice mixing ratio grown by diffusion of water
vapor; panels (c, d) include cloud water combined with ice mixing ratio grown by riming.

ing technique that was used in G15, Grabowski and Morri-
son (2016, 2017), and in GM20.4 Piggybacking applies two
sets of thermodynamic variables (the temperature, water va-
por, and all aerosol, cloud, and precipitation variables) in a
single cloud field simulation. The first set is coupled to the
dynamics and drives the simulation; hence the driver. The
second set, the piggybacker, is carried by the simulated flow
and is modified by the same physical processes as the driver
(e.g., surface fluxes, latent heating, precipitation fallout, etc.),
but it does not affect the flow (see Grabowski, 2019, for the
discussion and examples of application). Because every grid
volume features two sets of cloud and thermodynamic vari-
ables (i.e., from the driver and from the piggybacker), these
variables can be directly compared grid point by grid point
instead of using conditional sampling. As a result, piggy-
backing allows one to separate the impact of a physical pro-
cess (e.g., diffusional growth of cloud droplets or conversion
from cloud water to rain) from the effects of different flow
realizations.

4Piggybacking can be used to study the impact of any element
of the model physics. Grabowski and Prein (2019) compared the
impact of different temperature and moisture profiles on convec-
tive development in the context of climate change. Kurowski et al.
(2018) applied piggybacking to study the impact of environmen-
tal heterogeneities (e.g., remnants of previous clouds) in shallow
convection simulations. Impacts of various other processes can be
studied using piggybacking, such as radiative transfer, surface heat
fluxes, etc. See Grabowski (2019).

Figure 12 shows scatterplots of the driver versus piggy-
backer buoyancies for the PRIS and ADCN ensembles at 4
and 9 km during the 6th and 7th hours of the simulations
with colors indicating the updraft velocity. The same dataset
(although only for hour 6 and without colors) was used to
show similar scatterplots at 3 and 7 km in Fig. 5 of GM20.
At 4 km, ADCN buoyancies are larger than for PRIS (with a
few exceptions) regardless if ADCN drives (Fig. 12d) or pig-
gybacks (Fig. 12c) the simulation. The larger buoyancies cor-
respond to larger vertical velocities (i.e., red and blue sym-
bols), but the scatter is significant perhaps because the local
updraft magnitude represents the time-integrated buoyancy,
not the current location value (as well as integrated impacts
of perturbation pressure forcing). The differences at 4 km are
relatively small, typically below 0.02 ms−2, especially when
comparing the magnitude of extreme buoyancies shown in
Fig. 10. Only a small fraction of points shows larger dif-
ferences, especially in the 0 to 0.05 ms−2 range. Red points
(updrafts in 5 to 10 ms−1 range) typically show larger buoy-
ancies for the ADCN ensemble (consistent with the super-
saturation differences), whereas blue points (updrafts above
10 ms−1) are scattered both above and below the 1 : 1 line,
showing contrasting impacts of the temperature and load-
ing contributions (increasing/reducing buoyancy for the for-
mer/latter in the ADCN ensemble as shown in Fig. 14 be-
low). A combination of the temperature and loading terms
arguably explains the small differences in the largest updraft
velocities between PRIS and ADCN as shown in Figs. 5
and 7. Driver–piggybacker differences at 9 km are smaller,
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Figure 12. Driver versus piggybacker buoyancy at (a, b) 9 km and (c, d) 4 km height and hours 6 and 7 for all members of PRIS and ADCN
ensembles. Driver buoyancy is shown on the horizontal axes (D-PRIS in a and c and D-ADCN in b and d). Piggybacker buoyancy is on the
vertical axes. Symbol colors represent vertical velocity at the location from which driver and piggybacker buoyancies are taken. At 4 km,
green, red, and blue represent updrafts between 1 and 5, 5 to 10, and above 10 ms−1, respectively, with only 2 % of all points shown for
green, 10 % for red, and all for blue. At 9 km, green, red, and blue colors represent updrafts between 1 and 10, 10 to 20, and above 20 ms−1,
with 4 % of all points shown for green, 20 % for red, and all for blue. Middle dashed lines show equal buoyancies, and the lines above and
below show buoyancies offset by 0.02 ms−2. Only points with vertical velocity larger than 1 ms−1 and total condensate mixing ratio larger
than 1 gkg−1 are included in the plot.

with ADCN buoyancies typically slightly larger regardless if
ADCN drives or piggybacks the flow. The scatter is smaller
than at 4 km, perhaps in agreement with smaller scatter of
the equivalent potential temperature at 9 km (see Fig. 4a).
In contrast to the 4 km plots, a clear trend of larger driver–
piggybacker differences for larger buoyancies is evident. In
addition, the strongest updrafts tend to correspond to the
largest buoyancies, also in some contrast to the 4 km statis-
tics.

Figures 13 and 14 show scatterplots in a similar format as
Fig. 12 but contrasting buoyancy components between PRIS
and ADCN ensembles at 4 km (Fig. 13) and 9 km (Fig. 14).
The figures show buoyancy components for the temperature
(Fig. 13a, b and Fig. 14a, b), water vapor (Fig. 13c, d and
Fig. 14c, d), and condensate (Fig. 13e–h and Fig. 14e–h),
the latter showing total condensate and cloud and rain water
separately in Fig. 13 with ice components added in Fig. 14.

Upper and lower dashed lines in the panels correspond to
approximately the same impact of the perturbations on the
buoyancy as dashed lines above and below the 1 : 1 line in
Fig. 12 (i.e., around 0.02 ms−2). At 4 km (Fig. 13), the tem-
perature and condensed water (cloud water and rain) differ-
ences are the largest contributors to the PRIS–ADCN buoy-
ancy differences. The water vapor PRIS–ADCN difference
adds little; even a 10 % difference in supersaturation and
hence water vapor mixing ratio has little impact on buoyancy
because the virtual temperature effect on buoyancy is already
relatively small (see Fig. 10). The potential temperature is
typically larger in ADCN than in PRIS regardless of whether
it drives or piggybacks the simulation. One can argue (e.g.,
Fan et al., 2018) that this is consistent with smaller supersat-
urations and larger condensational growth in ADCN. How-
ever, since the driver and piggybacker experience the same
updraft, the temperature difference has to come from the su-
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Figure 13. Driver versus piggybacker for components of the buoy-
ancy at 4 km shown in the lower panels of Fig. 12. (a, b) Tempera-
ture, (c, d) water vapor, (e, f) total loading, and (g, h) loading split
into cloud water (red) and rain (blue). Dashed lines below and above
the 1 : 1 dashed line in all panels correspond to the buoyancy impact
as shown by dashed lines in Fig. 12. Only 5 % of data points with
the vertical velocity larger than 1 ms−1 and the total condensate
larger than 1 gkg−1 are used.

persaturation being different from the quasi-equilibrium su-
persaturation. This is because, as mentioned in the “Intro-
duction” and discussed in detail in Sect. 2b of GM20, the
condensation rate (and thus the latent heating) for a given
updraft is the same as long as the supersaturation is equal

Figure 14. Like in Fig. 13, but for the upper panels of Fig. 13, that
is, at 9 km height. Dashed lines for qv (middle panels) are outside
the range of qv values shown in the figure. The total loading compo-
nent in (e, f) is split in (g, h) between cloud water (red), ice mixing
ratio grown by diffusion of water vapor (black), and ice mixing ratio
grown by riming (blue).

to the quasi-equilibrium supersaturation. In other words, for
condensational growth, the driver and piggybacker tempera-
tures would be the same if the supersaturation was equal to
the quasi-equilibrium supersaturation. Another possibility is
that the difference comes from entrainment, but this is un-
likely as illustrated in Fig. 4 and its discussion.
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Figure 13g and h show that cloud and rain water also con-
tribute significantly to the buoyancy differences, aiding the
temperature differences seen in Fig. 13a and b. Note that
the analysis includes only points with the total condensate
larger that 1 gkg−1, and this explains why there are no points
with total condensate smaller than that threshold in Fig. 13e
and f. In Fig. 13g and h, the red symbols for cloud water
in the lower Fig. 13g are above the 1 : 1 line which implies
that ADCN has more cloud water, in agreement with the sup-
pressed conversion from cloud water to rain in polluted con-
ditions. (Note that these points have to come from volumes
with rain because, to be included in the plot, the total con-
densate has to be larger than 1 gkg−1.) As a result, the cloud
water opposes the temperature ADCN–PRIS difference, but
this is counterbalanced by the rain contribution that helps the
temperature impact. Points for the D-PRIS versus P-ADCN
rainwater in Fig. 13g (blue symbols) are below the 1 : 1 line.
This implies that there is more rain water in the D-PRIS,
again consistent with suppressed conversion of cloud water
to rain in ADCN. At the same time, rain falls from above
and also contributes negatively to the buoyancy at 4 km in
D-PRIS. There is a significant scatter in the rain points, and
there are some points at which rain is higher in ADCN, no
doubt from the impact of rain sedimentation from higher lev-
els in some grid volumes. The right panels (Fig. 13b, d, f,
h) are close to mirror images of those in the left column
(Fig. 13a, c, e, g). In summary, both the temperature differ-
ence (warmer in ADCN) and the loading difference (on av-
erage smaller in ADCN) contribute to the larger buoyancy in
ADCN below the freezing level. However, the overall differ-
ence is small, as shown in Fig. 11. An important point is that
the temperature and loading differences between PRIS and
ADCN results can only be seen in the comparison applying
piggybacking because they are not seen in Fig. 10 buoyancy
analysis.

Figure 14 shows analogous results at 9 km. For the tem-
perature, the outcome is similar to that at 4 km (Fig. 13),
with ADCN being slightly warmer compared to PRIS, es-
pecially at the highest temperature end. Contributions from
water vapor are even smaller than in Fig. 13, as expected,
and this is why Fig. 14c and d do not show dashed lines
(these are outside the range shown on the axes). For the
cloud and precipitation condensate, the total impact (Fig. 14e
and f) is small with some scatter around the 1 : 1 line. Fig-
ure 14g and h show the contributions from the cloud water
and the two ice mixing ratios. The rain water is close to zero,
and thus it is not shown. The cloud water range is similar
to that at 4 km (up to ∼ 1 gkg−1), and it contributes nega-
tively to the ADCN–PRIS difference. The ice mixing ratio
grown by diffusion of water vapor (qid, black symbols) shows
small ADCN–PRIS differences except for large mixing ra-
tios which are larger in ADCN than PRIS ensembles in both
the left and right panels. One possibility is that the higher
ice crystal concentrations resulting from higher droplet con-
centrations at lower levels in the ADCN ensemble leads to a

more efficient growth by the diffusion of water vapor, simi-
lar to the condensational growth of cloud droplets. The blue
symbols for the ice mixing ratio grown by riming (qir) show
a similar impact as that for rain at 4 km (i.e., below/above
the 1 : 1 line in the left/right panels). This may come from
frozen rain drops carried from lower levels (more abundant
in the PRIS case), together with more efficient growth by
riming for larger cloud droplets in the PRIS case. Comparing
Fig. 14e, f and Fig. 14g, h clearly shows that there is a signif-
icant compensation between the mixing ratios of ice grown
by vapor deposition and riming that together lead to a rela-
tively small impact on total condensate differences between
PRIS and ADCN.

In summary, the temperature and loading differences in the
2MOM simulations are fairly small and result in limited dif-
ferences in the buoyancy and vertical velocity in PRIS and
ADCN ensembles. The buoyancy and vertical velocities in
2MOM ensembles are smaller than in IAB because the satu-
ration adjustment in IAB ensembles is replaced by the super-
saturation prediction in 2MOM.

5 Conclusions

This paper investigates factors affecting cloud buoyancy us-
ing theoretical analysis and results from numerical simula-
tions of scattered deep convection. The motivation comes
from previous discussions of the so-called convection invig-
oration in polluted environments, that is, the increase in up-
draft speed resulting from the increase in the CCN concen-
trations. A recent exchange between Fan and Khain (2021)
and Grabowski and Morrison (2021), and references in those
papers, provides the context for the invigoration conundrum.
The original claim (e.g., Andreae et al., 2004; Rosenfeld
et al., 2008) hypothesized that suppression of rain formation
in the lower troposphere in high-CCN environments, trans-
port of the cloud water across the melting level, and freezing
it aloft results in the invigoration of the upper-tropospheric
updrafts. However, as discussed in Grabowski and Morri-
son (2020, Sect. 2a) and mentioned in the “Introduction”,
the latent heat of freezing merely compensates for the loss
of buoyancy due to carrying the extra liquid into the up-
per troposphere. Hence, the so-called “cold-phase invigora-
tion” is difficult to justify on theoretical grounds. Fan et al.
(2018) argue that the presence of lower supersaturations in
polluted convective updrafts below the freezing level pro-
vides a different kind of invigoration that indeed has been
seen in previous simulations (Grabowski and Jarecka, 2015;
Grabowski and Morrison, 2017, 2020; see also Cotton and
Walko, 2021). This has been referred to as “warm-phase in-
vigoration” because the argument involves differences in the
condensational growth of cloud droplets below the freez-
ing level. However, physical mechanisms behind the warm-
phase invigoration are unclear, especially when considered
together with other processes affecting cloud buoyancy, such
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as the condensate loading, precipitation fallout, and entrain-
ment.

We analyze a 2 h period of deep convection from 12 h
long simulations of daytime convection development over
land. The mean sounding from this period of the simula-
tions serves as input to the theoretical analysis applying a
rising parcel framework (see Fig. 3 and Table 2). For the
pseudo-adiabatic parcel, that is, excluding parcel condensate
loading, we contrast results obtained with different levels of
the supersaturation maintained within the parcel, from 0 %
(i.e., the traditional water-saturated parcel analysis) to 10 %
supersaturation (with respect to water saturation) across the
entire depth the parcel rises. In agreement with the previ-
ous theoretical analysis in Grabowski and Jarecka (2015),
maintaining finite supersaturations results in a reduction in
pseudo-adiabatic parcel buoyancy in the lower and middle
troposphere, a several-percent reduction in the total CAPE,
and a fairly large reduction in the cumulative CAPE in the
lower troposphere (e.g., from about 300 to about 200 Jkg−1

at 4 km for 10 % supersaturation). Including loading in the
parcel buoyancy, relative to the pseudo-adiabatic parcel with
no loading, has a similar impact in the lower troposphere as
going from 0 % to 10 % supersaturation (e.g., similar cCAPE
reduction at 4 km), but it is much more significant in the up-
per troposphere. This occurs because the supersaturation im-
pact on parcel buoyancy decreases with height, but the con-
densate carried by the adiabatic parcel increases, approach-
ing near-surface water vapor mixing ratios, over 15 gkg−1,
in the upper troposphere. For an adiabatic parcel with all the
condensate included in the parcel buoyancy, the total CAPE
is about 40 % of the pseudo-adiabatic CAPE. In agreement
with numerous past observational and modeling studies of
deep convection, the impact of entrainment on parcel buoy-
ancy and cCAPE is large, with a relatively small bulk frac-
tional entrainment rate of 0.05 km−1 reducing total CAPE by
about 40 %. Larger entrainment rates lower the equilibrium
level of the parcel from the upper to the middle troposphere
and substantially reduce cCAPE. The magnitude of cCAPE
changes from finite supersaturation is not affected by con-
densate loading or entrainment. However, because loading
and entrainment reduce cCAPE, the relative impacts of finite
supersaturation increase.

The impact of the supersaturation, entrainment, and load-
ing is further quantified in the analysis of the numerical sim-
ulations. The simulations use either a simple single-moment
bulk scheme with saturation adjustment, the IAB set of
simulations, or a more comprehensive double-moment bulk
scheme with supersaturation prediction, the 2MOM simula-
tion set. Overall, IAB and 2MOM ensembles feature similar
convective cloud field evolutions (at least before only upper-
tropospheric anvils are left in the simulations) despite signif-
icant differences in the microphysics parameterizations. The
difference between pristine and polluted CCN conditions is
simulated by assumed contrasting cloud droplet concentra-
tions in the IAB simulations (Grabowski, 2015; G15) or by

specifying contrasting CCN spectra in the 2MOM simula-
tions (Grabowski and Morrison, 2020; GM20). For analyz-
ing entrainment, we use a simplified formulation of equiv-
alent potential temperature 2e equal to the moist static en-
ergy divided by cp, a conserved variable for ice-free con-
ditions and only slightly modified when ice is present (the
latter is because the latent heat of freezing is only a small
fraction of the latent heat of condensation). Profiles of cloud
updraft 2e statistics (Fig. 4) document a significant dilu-
tion by the entrained environmental air, with small differ-
ences between pristine and polluted conditions. Profiles of
the median 2e correspond to a bulk fractional entrainment
rate of about 0.20 km−1, whereas profiles of the 90th per-
centile can be explained by a bulk fractional entrainment rate
around 0.13 km−1. These values are consistent with the ide-
alized parcel simulations and vary insignificantly between
2MOM pristine and polluted simulations. The strongest up-
drafts, slightly stronger in the saturation-adjustment IAB
simulations (see Fig. 5), occur in the least diluted cloudy vol-
umes, with small differences between pristine and polluted
2MOM simulations. The impact of entrainment in the the-
oretical analysis and in model simulations based on median
updraft properties versus those of strongest updraft cores is
reminiscent of the old cloud physics problem of representing
convective cloud properties using one-dimensional models
(e.g., Warner, 1970): a large entrainment is needed to repre-
sent overall cloud dilution, while at the same time only small
entrainment rates ensure that the cloud depth (controlled by
relatively less dilute parcels) is correctly represented.

For the impact of finite supersaturation, we compare pro-
files of supersaturation, buoyancy, and updraft statistics be-
tween IAB simulations featuring saturation adjustment with
2MOM simulations that predict the in-cloud supersaturation.
Finite supersaturations indeed provide a noticeable reduction
in the updraft buoyancies and vertical velocities in the lower
and middle troposphere, with small differences between pris-
tine and polluted conditions below and around the freez-
ing level (Fig. 7). Analysis of in-cloud updraft buoyancies
(Figs. 8–11) documents that the temperature term is the most
significant buoyancy component (in agreement with the ele-
mentary arguments in the “Introduction”), and it is opposed
by the cloud and precipitation loading, especially below the
freezing level in both IAB and 2MOM simulations (Figs. 8
and 10). Aloft, the largest buoyancies typically correspond
to small loading; see Figs. 9 and 11. Overall, buoyancy con-
tributions in IAB and 2MOM simulations are similar, except
for somewhat larger buoyancy maxima below the freezing
level, as mentioned above.

Because these simulations apply the piggybacking tech-
nique (i.e., each simulation carries two sets of thermody-
namic variables, one driving and one piggybacking the sim-
ulated flow), the impact of assumed CCN conditions on the
buoyancy can be directly (i.e., point-by-point) compared be-
tween pristine and polluted conditions. The difference in the
lower troposphere comes from concurring differences in the
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temperature (due to latent heating) and loading. Because the
driver and piggybacker experience the same cloud flow, the
temperature difference must be explained by either the su-
persaturation being different from its quasi-equilibrium value
or entrainment and mixing of temperature being different.
The quasi-equilibrium supersaturation represents a balance
between the supersaturation sink due to droplet diffusional
growth and supersaturation source due to rising air motion.
The key point is that the condensation rate is independent of
the droplet concentration and size, and it depends only on
the vertical velocity, as long as the supersaturation is equal
to its quasi-equilibrium value; see Sect. 2b in GM20. Be-
cause our entrainment analysis shows similar behavior for
pristine and polluted conditions (see Sect. 4.1), the tempera-
ture difference can only be explained by the updraft supersat-
urations being different from their quasi-equilibrium values.
At 4 km height (Fig. 13), slightly higher temperatures in the
polluted case when compared to the pristine case are aided by
the loading, larger in the pristine case and in agreement with
suppressed rain formation in the polluted case. Temperature
and loading differences at 9 km height are smaller (Fig. 14),
with an intriguing compensation between loading contribu-
tions from the ice mass grown by diffusion and that grown
by riming.

Overall, the analysis presented in this paper is consistent
with the theoretical study of Igel and van den Heever (2021)
and suggests that the impact of CCN characteristics on con-
vective dynamics is rather subtle and requires detailed anal-
ysis (e.g., through piggybacking) to understand the physical
processes involved. Perhaps the most significant difference
from the modeling point of view is a contrast between the
strongest updrafts when applying a microphysical scheme
with saturation adjustment and one with supersaturation pre-
diction, stronger in the former case (Grabowski and Morri-
son, 2017; Zhang et al., 2021). In 2MOM simulations ap-
plying a scheme that predicts the in-cloud supersaturation,
the differences between pristine and polluted conditions are
rather small. How the latter depends on the particular micro-
physical scheme and whether it changes when a more sophis-
ticated microphysics scheme is used (e.g., bin microphysics
as in Zhang et al., 2021, or Lagrangian microphysics as in
Shima et al., 2020) need to be investigated in the future.
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//doi.org/10.5065/hqt3-1h72 (Grabowski, 2021).

Author contributions. WWG ran cloud model simulations. HM ran
parcel simulations. WWG and HM performed data analysis and pre-
pared the manuscript.

Competing interests. The contact author has declared that neither
they nor their co-author has any competing interests.

Disclaimer. Publisher’s note: Copernicus Publications remains
neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

Acknowledgements. Comments on a draft manuscript by NCAR’s
Andreas Prein are acknowledged. NCAR is sponsored by the Na-
tional Science Foundation.

Financial support. This research has been partially supported by
the US DOE ASR grant DE-SC0016476.

Review statement. This paper was edited by Radovan Krejci and
reviewed by two anonymous referees.

References

Andreae, M. O., Rosenfeld, D., Artaxo, P., Costa, A. A., Frank,
G. P., Longo, K. M., and Silva-Dias, M. A. F.: Smok-
ing rain clouds over the Amazon, Science, 303, 1337–1342,
https://doi.org/10.1126/science.1092779, 2004.

Betts, A. K.: Non-precipitating cumulus convection and its param-
eterization, Q. J. Roy. Meteor. Soc., 99, 178–196, 1973.

Böing, S. J., H. J. J. Jonker, H. J. J., Siebesma, A. P., and Grabowski,
W. W.: Influence of the subcloud layer on the development of
a deep convective ensemble, J. Atmos. Sci., 69, 2682–2698,
https://doi.org/10.1175/JAS-D-11-0317.1, 2012.

Clark, T. L.: Numerical simulations with a three dimensional cloud
model: Lateral boundary condition experiments and multicellular
severe storm simulations, J. Atmos. Sci., 36, 2191–2215, 1979.

Cotton, W. R. and Walko, R.: Examination of aerosol-induced con-
vective invigoration using idealized simulations, J. Atmos. Sci.,
78, 287–298, 2021.

Dawe, J. T. and Austin, P. H.: Direct entrainment and de-
trainment rate distributions of individual shallow cumulus
clouds in an LES, Atmos. Chem. Phys., 13, 7795–7811,
https://doi.org/10.5194/acp-13-7795-2013, 2013.

Del Genio, A. D. and Wu, J.: The role of entrainment in the diur-
nal cycle of continental convection, J. Climate, 23, 2722–2738,
2010.

De Rooy, W. C. and Siebesma, A. P.: Analytic expressions for en-
trainment and detrainment in cumulus convection, Q. J. Roy. Me-
teor. Soc., 136, 1216–1227, 2010.

De Rooy, W. C., Bechtold, P., Froehlich, K., Hohenegger, C.,
Jonker, H., Mironov, D., Siebesma, A. P., Teixeira, J., and Yano,
J.-I.: Entrainment and detrainment in cumulus convection: an
overview, Q. J. Roy. Meteor. Soc., 139, 1–19, 2013.

Emanuel, K. A.: Atmospheric Convection, Oxford University Press,
New York, 580 pp, 1994.

Fan, J., Rosenfeld, D., Zhang, Y., Giangrande, S. E., Li, Z.,
Machado, L. A. T., Martin, S. T., Yang, Y., Wang, J., Artaxo, P.,
Barbosa, H. M. J., Braga, R. C., Comstock, J. M., Feng, Z., Gao,
W., Gomes, H. B., Mei, F., Pöhlker, C., Pöhlker, M. L., Pöschl,
U., and de Souza, R. A. F.: Substantial convection and precipi-
tation enhancements by ultrafine aerosol particles, Science, 359,
411–418, https://doi.org/10.1126/science.aan8461, 2018.

Atmos. Chem. Phys., 21, 13997–14018, 2021 https://doi.org/10.5194/acp-21-13997-2021

https://doi.org/10.5065/hqt3-1h72
https://doi.org/10.5065/hqt3-1h72
https://doi.org/10.1126/science.1092779
https://doi.org/10.1175/JAS-D-11-0317.1
https://doi.org/10.5194/acp-13-7795-2013
https://doi.org/10.1126/science.aan8461


W. W. Grabowski and H. Morrison: Supersaturation, buoyancy, and deep convection dynamics 14017

Fan, J. and Khain, A.: Comments on “Do ultrafine cloud conden-
sation nuclei invigorate deep convection?”, J. Atmos. Sci., 78,
329–339, https://doi.org/10.1175/JAS-D-20-0218.1, 2021.

Feingold, G., Kreindenweis, S. M., Stevens, B., and Cotton, W.
R.: Numerical simulations of stratocumulus processing of cloud
condensation nuclei through collision-coalescence, J. Geophys.
Res., 101, 21391–21402, 1996.

Fridlind, A. M., Ackerman, A. S., Chaboureau, J.-P., Fan, J.,
Grabowski, W. W., Hill, A. A., Jones, T. R., Khaiyer, M. M., Liu,
G., Minnis, P., Morrison, H., Nguyen, L., Park, S., Petch, J. C.,
Pinty, J.-P., Schumacher, C., Shipway, B. J., Varble, A. C., Wu,
X., Xie, S., and Zhang, M.: A comparison of TWP-ICE observa-
tional data with cloud-resolving model results, J. Geophys. Res.,
117, D05204, https://doi.org/10.1029/2011JD016595, 2012.

Grabowski, W. W.: Cumulus entrainment, fine-scale mixing and
buoyancy reversal, Q. J. Roy. Meteor. Soc., 119, 935–956, 1993.

Grabowski, W. W.: A parameterization of cloud microphysics for
long-term cloud-resolving modeling of tropical convection, At-
mos. Res., 52, 17–41, 1999.

Grabowski, W. W.: Untangling microphysical impacts on deep con-
vection applying a novel modeling methodology, J. Atmos. Sci.,
72, 2446–2464, 2015.

Grabowski, W. W.: Separating physical impacts from natural vari-
ability using piggybacking technique, Adv. Geosci., 49, 105–
111, https://doi.org/10.5194/adgeo-49-105-2019, 2019.

Grabowski, W. W.: Buoyancy in Deep Convection Simulations,
Version 1.0, UCAR/NCAR – DASH Repository [data set],
https://doi.org/10.5065/hqt3-1h72, 2021.

Grabowski, W. W. and Jarecka, D.: Modeling condensation in shal-
low nonprecipitating convection, J. Atmos. Sci., 72, 4661–4679,
2015.

Grabowski, W. W. and Morrison, H.: Untangling microphysical im-
pacts on deep convection applying a novel modeling methodol-
ogy. Part II: Double-moment microphysics, J. Atmos. Sci., 73,
3749–3770, 2016.

Grabowski W. W. and Morrison, H.: Modeling condensation in deep
convection, J. Atmos. Sci., 74, 2247–2267, 2017.

Grabowski W. W. and Morrison, H.: Do ultrafine cloud condensa-
tion nuclei invigorate deep convection?, J. Atmos. Sci., 77, 2567–
2582, 2020.

Grabowski W. W. and Morrison, H.: Reply to Fan and Khain com-
ments on Grabowski and Morrison 2020 paper “Do ultrafine
cloud condensation nuclei invigorate deep convection?”, J. At-
mos. Sci., 78, 341–350, 2021.

Grabowski, W. W. and Prein, A. F.: Separating dynamic and ther-
modynamic impacts of climate change on daytime convective de-
velopment over land, J. Climate, 32, 5213–5234, 2019.

Grabowski, W. W. and Smolarkiewicz, P. K.: A multiscale anelas-
tic model for meteorological research, Mon. Weather Rev., 130,
939–956, 2002.

Grabowski, W. W., Bechtold, P., Cheng, A., Forbes, R. Halliwell, C,
Khairoutdinov, M., Lang, S., Nasuno, T., Petch, J., Tao, W.-K.,
Wong, R., Wu, X., and Xu, K.-M.: Daytime convective develop-
ment over land: a model intercomparison based on LBA obser-
vations, Q. J. Roy. Meteor. Soc., 132, 317–344, 2006.

Igel, A. L. and van den Heever, S. C.: Invigoration or enerva-
tion of convective clouds by aerosols?, Geophys. Res. Lett., 48,
e2021GL093804, https://doi.org/10.1029/2021GL093804, 2021.

Khain, A. and Lynn, B.: Simulation of a supercell storm in clean
and dirty atmosphere using weather research and forecast model
with spectral bin microphysics, J. Geophys. Res., 114, D19209,
https://doi.org/10.1029/2009JD011827, 2009.

Khain, A., Pokrovsky, A., Pinsky, M., Seifert, A., and Phillips,
V.: Simulation of effects of atmospheric aerosols on deep tur-
bulent convective clouds using a spectral microphysics mixed-
phase cumulus cloud model. Part I: Model descrip- tion
and possible applications, J. Atmos. Sci., 61, 2963–2982,
https://doi.org/10.1175/Jas-3350.1, 2004.

Khairoutdinov, M. and Randall, D.: High-resolution simulation of
shallow-to-deep convection transition over land, J. Atmos. Sci.,
63, 3421–3436, 2006.

Klemp J. B. and Wilhelmson R. B.: The simulation of three-
dimensional convective storm dynamics, J. Atmos. Sci., 35,
1070–1096, 1978.

Kogan, Y. L.: The simulation of a convective cloud in a 3-D model
with explicit microphysics. Part I: Model description and sensi-
tivity experiments, J. Atmos. Sci., 48, 1160–1189, 1991.

Kuang, Z. and Bretherton, C. S.: A mass-flux scheme view of high-
resolution simulation of a transition from shallow to deep cumu-
lus convection, J. Atmos. Sci., 63, 1895–1909, 2006.

Kurowski, M. J., Grabowski, W. W., and Smolarkiewicz, P. K.:
Towards multiscale simulation of moist flows with soundproof
equations, J. Atmos. Sci., 70, 3995–4011, 2013.

Kurowski, M. J., Grabowski, W. W., and Smolarkiewicz, P. K.:
Anelastic and compressible simulation of moist deep convection,
J. Atmos. Sci., 71, 3767–3787, 2014.

Kurowski, M. J., Grabowski, W. W., and Smolarkiewicz, P. K.:
Anelastic and compressible simulation of moist dynamics at
planetary scales, J. Atmos. Sci., 72, 3975–3995, 2015.

Kurowski, M. J., Suselj, K., Grabowski, W. W., and Teixeira, J.:
Shallow-to-deep transition of continental moist convection: cold
pools, surface fluxes, and mesoscale organization, J. Atmos. Sci.,
75, 4071–4090, 2018.

Kurowski, M. J., Suselj, K., and Grabowski, W. W.: Is shallow con-
vection sensitive to environmental heterogeneities?, Geophys.
Res. Lett., 46, 1785–1793, 2018.

Lebo, Z. J. and Seinfeld, J. H.: A continuous spectral aerosol-
droplet microphysics model, Atmos. Chem. Phys., 11, 12297–
12316, https://doi.org/10.5194/acp-11-12297-2011, 2011.

Lebo, Z. J., Morrison, H., and Seinfeld, J. H.: Are simulated aerosol-
induced effects on deep convective clouds strongly dependent
on saturation adjustment?, Atmos. Chem. Phys., 12, 9941–9964,
https://doi.org/10.5194/acp-12-9941-2012, 2012.

Lipps, F. B. and Hemler, R. S.: A scale analysis of deep moist con-
vection and some related numerical calculations, J. Atmos. Sci.,
39, 2192–2210, 1982.

Morrison, H.: An analytic description of the structure and evolution
of growing deep cumulus updrafts, J. Atmos. Sci., 74, 809–834,
2017.

Morrison, H. and Grabowski, W. W.: Comparison of bulk and bin
warm rain microphysics models using a kinematic framework, J.
Atmos. Sci., 64, 2839–2861, 2007.

Morrison, H. and Grabowski, W. W.: Modeling supersaturation
and subgrid-scale mixing with two-moment bulk warm micro-
physics, J. Atmos. Sci., 65, 792–812, 2008a.

https://doi.org/10.5194/acp-21-13997-2021 Atmos. Chem. Phys., 21, 13997–14018, 2021

https://doi.org/10.1175/JAS-D-20-0218.1
https://doi.org/10.1029/2011JD016595
https://doi.org/10.5194/adgeo-49-105-2019
https://doi.org/10.5065/hqt3-1h72
https://doi.org/10.1029/2021GL093804
https://doi.org/10.1029/2009JD011827
https://doi.org/10.1175/Jas-3350.1
https://doi.org/10.5194/acp-11-12297-2011
https://doi.org/10.5194/acp-12-9941-2012


14018 W. W. Grabowski and H. Morrison: Supersaturation, buoyancy, and deep convection dynamics

Morrison, H. and Grabowski, W. W.: A novel approach for repre-
senting ice micro- physics in models: description and tests using
a kinematic framework, J. Atmos. Sci., 65, 1528–1548, 2008b.

Morrison, H., Curry, J. A., and Khvorostyanov, V. I.: A new double-
moment microphysics parameterization for application in cloud
and climate models. Part I: Description, J. Atmos. Sci., 62, 1665–
1677, 2005.

Morrison, H., Peters, J. M., Chandrakar, K. K., and Sherwood, S.
C.: Influences of environmental relative humidity and horizontal
scale of sub-cloud ascent on deep convective initiation, J. Atmos.
Sci., submitted, 2021.

Morton, B.: Buoyant plumes in a moist atmosphere, J. Fluid Mech.,
2, 127–144, https://doi.org/10.1017/S0022112057000038, 1957.

Mrowiec, A. A., Rio„ C., Fridlind, A. M., Ackerman, A. S., Del
Genio, A. D., Pauluis, O. M., Varble, A. C., and Fan, J.: Analysis
of cloud-resolving simulations of a tropical mesoscale convec-
tive system observed during TWP-ICE: Vertical fluxes and draft
properties in convective and stratiform regions, J. Geophys. Res.,
117, D19201, https://doi.org/10.1029/2012JD017759, 2012.

Ogura, Y.: The evolution of a moist convective element in a shallow,
conditionally unstable atmosphere: A numerical calculation, J.
Atmos. Sci., 20, 407–424, 1963.

Orville, H. D.: A numerical study of the initiation of cumulus clouds
over mountainous terrain, J. Atmos. Sci., 22, 684–699, 1965.

Peters, J. M., Morrison, H., Nowotarski, C. J., and Mulholland, J.
P.: A formula for the maximum vertical velocity in supercell up-
drafts, J. Atmos. Sci., 77, 3747–3757, 2020.

Politovich, M. K. and Cooper, W. A.: Variability
of supersaturation in cumulus clouds, J. Atmos.
Sci., 45, 1651–1664, https://doi.org/10.1175/1520-
0469(1988)045,1651:VOTSIC.2.0.CO;2, 1988.

Prabha, T. V., Khain, A., Maheshkumar, R. S., Pandithurai, G.,
Kulkarni, J. R., Konwar, M., and Goswami, B. N.: Microphysics
of premonsoon and monsoon clouds as seen from in situ mea-
surements during the Cloud Aerosol Interaction and Precipita-
tion Enhancement Experiment (CAIPEEX), J. Atmos. Sci., 68,
1882–1901, 2011.

Pruppacher, H. R. and Klett, J. D.: Microphysics of clouds and pre-
cipitation, Kluwer, Dodrecht/Boston/London, 954 pp., 1997.

Romps, D. M.: A direct measure of entrainment, J. Atmos. Sci., 67,
1908–1927, 2010.

Rosenfeld, D., Lohmann, U., Raga, G. B., O’Dowd, C. D., Kulmala,
M., Fuzzi, S., Reissell, A., and Andreae, M. O.: Flood or drought:
How do aerosols affect precipitation?, Science, 321, 1309–1313,
https://doi.org/10.1126/science.1160606, 2008.

Shima, S., Sato, Y., Hashimoto, A., and Misumi, R.: Predicting the
morphology of ice particles in deep convection using the super-
droplet method: development and evaluation of SCALE-SDM
0.2.5-2.2.0, -2.2.1, and -2.2.2, Geosci. Model Dev., 13, 4107–
4157, https://doi.org/10.5194/gmd-13-4107-2020, 2020.

Soong, S. and Ogura, Y.: A comparison between axisymmetric and
slab-symmetric cumulus cloud models, J. Atmos. Sci., 30, 879–
893, 1973.

Stommel, H.: Entrainment of air into a cumulus cloud,
J. Atmos. Sci., 4, 91–94, https://doi.org/10.1175/1520-
0469(1947)004<0091:EOAIAC>2.0.CO;2, 1947.

Squires, P.: The growth of cloud drops by condensation.
1. General characteristics, Aust. J. Sci. Res., 5, 59–86,
https://doi.org/10.1071/CH9520059, 1952.

Thompson, G., Rasmussen, R. M., and Manning, K.: Explicit fore-
casts of winter precipitation using an improved bulk micro-
physics scheme. Part I: Description and sensitivity analysis,
Mon. Weather Rev., 132, 519–542, https://doi.org/10.1175/1520-
0493(2004)132<0519:EFOWPU>2.0.CO;2, 2004.

Varble, A., Zipser, E. J., Fridlind, A. M., Zhu, P., Ackerman, A. S.,
Chaboureau, J.-P., Collis, S., Fan, J., Hill, A., and Shipway, B.:
Evaluation of cloud-resolving and limited area model intercom-
parison simulations using TWP-ICE observations: 1. Deep con-
vective updraft properties, J. Geophys. Res.-Atmos., 119, 13891–
13918, https://doi.org/10.1002/2013JD021371, 2014.

Warner, J.: The water content of cumuliform cloud, Tellus, 7, 449–
457, 1955.

Warner, J.: On steady-state one-dimensional models of cumulus
convection, J. Atmos. Sci., 27, 1035–1040, 1970.

Wu, C. M., Stevens, B., and Arakawa, A.: What controls the transi-
tion from shallow to deep convection?, J. Atmos. Sci., 66, 1793–
1806, https://doi.org/10.1175/2008JAS2945.1, 2009.

Zhang, Y., Fan, J., Li, Z., and Rosenfeld, D.: Impacts of cloud
microphysics parameterizations on simulated aerosol–cloud in-
teractions for deep convective clouds over Houston, Atmos.
Chem. Phys., 21, 2363–2381, https://doi.org/10.5194/acp-21-
2363-2021, 2021.

Atmos. Chem. Phys., 21, 13997–14018, 2021 https://doi.org/10.5194/acp-21-13997-2021

https://doi.org/10.1017/S0022112057000038
https://doi.org/10.1029/2012JD017759
https://doi.org/10.1175/1520-0469(1988)045,1651:VOTSIC.2.0.CO;2
https://doi.org/10.1175/1520-0469(1988)045,1651:VOTSIC.2.0.CO;2
https://doi.org/10.1126/science.1160606
https://doi.org/10.5194/gmd-13-4107-2020
https://doi.org/10.1175/1520-0469(1947)004<0091:EOAIAC>2.0.CO;2
https://doi.org/10.1175/1520-0469(1947)004<0091:EOAIAC>2.0.CO;2
https://doi.org/10.1071/CH9520059
https://doi.org/10.1175/1520-0493(2004)132<0519:EFOWPU>2.0.CO;2
https://doi.org/10.1175/1520-0493(2004)132<0519:EFOWPU>2.0.CO;2
https://doi.org/10.1002/2013JD021371
https://doi.org/10.1175/2008JAS2945.1
https://doi.org/10.5194/acp-21-2363-2021
https://doi.org/10.5194/acp-21-2363-2021

	Abstract
	Introduction
	Cloud model simulations
	The model setup and microphysics schemes
	Illustration of macroscopic cloud field characteristics

	Theoretical considerations: idealized parcel calculations
	Results of dynamic simulations
	Entrainment and its impact on updraft velocity
	Supersaturation, buoyancy, and updraft statistics
	Buoyancy analysis

	Conclusions
	Data availability
	Author contributions
	Competing interests
	Disclaimer
	Acknowledgements
	Financial support
	Review statement
	References

