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Abstract. Urbanization has a profound influence on regional
meteorology and air quality in megapolitan Southern Califor-
nia. The influence of urbanization on meteorology is driven
by changes in land surface physical properties and land sur-
face processes. These changes in meteorology in turn influ-
ence air quality by changing temperature-dependent chemi-
cal reactions and emissions, gas–particle phase partitioning,
and ventilation of pollutants. In this study we characterize
the influence of land surface changes via historical urban-
ization from before human settlement to the present day on
meteorology and air quality in Southern California using the
Weather Research and Forecasting Model coupled to chem-
istry and the single-layer urban canopy model (WRF–UCM–
Chem). We assume identical anthropogenic emissions for
the simulations carried out and thus focus on the effect of
changes in land surface physical properties and land surface
processes on air quality. Historical urbanization has led to
daytime air temperature decreases of up to 1.4 K and evening
temperature increases of up to 1.7 K. Ventilation of air in
the LA basin has decreased up to 36.6 % during daytime
and increased up to 27.0 % during nighttime. These changes
in meteorology are mainly attributable to higher evapora-
tive fluxes and thermal inertia of soil from irrigation and
increased surface roughness and thermal inertia from build-
ings. Changes in ventilation drive changes in hourly NOx

concentrations with increases of up to 2.7 ppb during day-
time and decreases of up to 4.7 ppb at night. Hourly O3 con-
centrations decrease by up to 0.94 ppb in the morning and
increase by up to 5.6 ppb at other times of day. Changes in
O3 concentrations are driven by the competing effects of
changes in ventilation and precursor NOx concentrations.
PM2.5 concentrations show slight increases during the day

and decreases of up to 2.5 µg m−3 at night. Process drivers
for changes in PM2.5 include modifications to atmospheric
ventilation and temperature, which impact gas–particle phase
partitioning for semi-volatile compounds and chemical reac-
tions. Understanding process drivers related to how land sur-
face changes effect regional meteorology and air quality is
crucial for decision-making on urban planning in megapoli-
tan Southern California to achieve regional climate adapta-
tion and air quality improvements.

1 Introduction

The world has been undergoing accelerated urbanization
since the industrial revolution in the 19th century (Grimm
et al., 2008; Seto et al., 2012). Urbanization leads to pro-
found human modification of the land surface and its asso-
ciated physical properties such as roughness, thermal iner-
tia, and albedo (Fan et al., 2017) and land surface processes
like irrigation (Vahmani and Hogue, 2014). These changes
in land surface physical properties and processes alter corre-
sponding surface–atmosphere coupling including exchange
of water, momentum, and energy in urbanized regions (Vah-
mani and Ban-Weiss, 2016a; Li et al., 2017), which exerts an
important influence on regional meteorology and air quality
(Vahmani et al., 2016; Civerolo et al., 2007).

Land surface modifications from urbanization drive
changes in urban meteorological variables such as tempera-
ture, wind speed, and planetary boundary layer (PBL) height,
which result in urban–rural differences. Differences in sur-
face temperature and near-surface air temperature have been
widely studied for decades. The urban heat island (UHI) ef-
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fect, a phenomenon in which temperatures within an urban
area are higher than surrounding rural areas (Oke, 1982),
has been extensively studied using models and observations
for a great number of urban regions (Rizwan et al., 2008;
Peng et al., 2012; Stewart and Oke, 2012). A contrary phe-
nomenon, namely the urban cool island (UCI), under which
urban temperatures are lower than surrounding rural temper-
atures, has also been investigated recently in some studies
(Carnahan and Larson, 1990; Theeuwes et al., 2015; Kumar
et al., 2017). Urban–rural contrast in temperature (i.e., both
UHI and UCI) is mainly attributable to differences in ther-
mal properties and energy fluxes due to heterogeneous land
surface properties. For urban areas, buildings and roads (i.e.,
impervious surfaces) are generally made from manufactured
materials (e.g., asphalt concrete) with low albedo and thus
high solar absorptivity (Wang et al., 2017). These materials
also have high thermal inertia, which can lead to reductions
in diurnal temperature range due to heat storage and con-
sequent temperature reductions during the day and heat re-
lease and consequent temperature increases at night (Hardin
and Vanos, 2018). Street canyons, which we refer to as the
U-shaped region between buildings, can trap longwave en-
ergy fluxes within the canyon because of reductions of sky-
view factors (Qiao et al., 2013). Conversely, shading in street
canyons during the day can reduce absorption of shortwave
radiation (Carnahan and Larson, 1990; Kusaka et al., 2001).
Pervious surfaces within urban areas such as irrigated urban
parks and lawns can lead to the urban oasis effect in which
evaporative cooling occurs due to increases in evapotranspi-
ration. In addition, soil thermal properties depend on their
water content, which ultimately affects ground heat fluxes
and thus surface and air temperatures. Land surface prop-
erties in surrounding rural areas can also affect urban–rural
differences in temperature (Imhoff et al., 2010; Peng et al.,
2012; Zhao et al., 2014). In particular, urban regions built in
semiarid or arid surroundings tend to have a weak daytime
UHI or even a UCI, whereas those built in moist regions tend
to have a larger daytime UHI (Fan et al., 2017; Peng et al.,
2012). Lastly, factors such as anthropogenic heat and atmo-
spheric aerosol burdens can play an important role in urban
heat or cool island formation in some regions (Oke, 1982;
Wang et al., 2017).

Urbanization can also cause differences between urban
and rural areas for meteorological variables other than sur-
face and air temperatures. Changes in regional near-surface
wind speed and direction can occur in urban areas because
of spatially varying modifications in surface roughness (Xu
et al., 2006; Vahmani et al., 2016). Changes in near-surface
winds in coastal urban areas can also be affected by modi-
fying land–sea temperature contrast (Vahmani et al., 2016).
The characteristics of the PBL are dependent on the mag-
nitude of turbulent kinetic energy (TKE) (Garratt, 1994).
Higher (lower) TKE will lead to deeper (shallower) PBLs.
During daytime, the magnitude of TKE is driven by buoy-
ancy production contributed mainly by sensible heat flux

(with clear skies); at night, TKE is driven by shear produc-
tion associated with variance in wind speed. Thus, temper-
ature and surface roughness play an important role in the
depth of the PBL during daytime and nighttime, respectively.
Lastly, changes in relative humidity, precipitation, and other
meteorological variables due to land surface changes can also
be significant in some regions (Burian and Shepherd, 2005;
Georgescu et al., 2014).

Changes in meteorological conditions due to urbanization
can influence concentrations of air pollutants including ox-
ides of nitrogen (NOx), ozone (O3), and fine particulate mat-
ter (PM2.5). NOx and O3 pollution are major public health
concerns in megapolitan regions (Lippmann, 1989). PM2.5
reduces visibility, causes adverse health effects, and alters
regional and global climate via direct and indirect effects
(Charlson et al., 1992; Pope and Dockery, 2006; Boucher
et al., 2013). Meteorology can affect emission rates (e.g.,
biogenic volatile organic compounds (BVOCs) and evapo-
rative emissions of gasoline), chemical reaction rates, gas–
particle phase partitioning of semi-volatile species, pollu-
tant dispersion, and deposition; thus, it plays an important
role in determining air pollutant concentrations. Variations
in air temperatures together with vegetation types affect
the production of BVOCs, which are important precursors
for ground-level O3 and secondary organic aerosols (SOAs)
(Guenther et al., 2006). Gas-phase chemical reactions that
form secondary pollutants are also temperature dependent.
Higher (lower) air temperatures in general lead to higher
(lower) photolysis reaction rates and atmospheric oxidation
rates, which enhance the production of tropospheric O3, sec-
ondary inorganic aerosols (e.g., nitrate, sulfate, and ammo-
nium aerosols) and SOA (Aw and Kleeman, 2003; Hassan
et al., 2013). In addition, concentrations of semi-volatile
compounds are affected by equilibrium vapor pressure un-
der various temperature conditions (Pankow, 1997; Acker-
mann et al., 1998). Higher (lower) temperatures favor phase-
partitioning to the gas (particle) phase. Ventilation, which is
the combined effect of vertical mixing and horizontal dis-
persion, can also influence pollutant concentrations (Epstein
et al., 2017). Higher (lower) ventilation rates lead to lower
(higher) pollutant concentrations, especially in coastal cities
like Los Angeles where upwind air under typical meteorolog-
ical conditions is clean relative to urban air. Lastly, changes
in surface roughness may affect loss of pollutants via surface
deposition, which in turn alters air pollutant concentrations
(Abdul-Wahab et al., 2005).

A number of previous studies have investigated the im-
pacts of land surface changes on regional meteorology in a
variety of urban regions around the world (e.g., Kalnay and
Cai, 2003; Burian and Shepherd, 2005; Zhang et al., 2010).
However, limited studies have quantified the impact of land
surface changes on regional air quality, and those that do ex-
ist have focused on only changes in surface O3 concentra-
tions. Civerolo et al. (2007) estimated that land-use changes
via urban expansion in New York City can cause increases
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in near-surface air temperature of 0.6 ◦C as well as increases
in episode-maximum 8 h O3 concentrations of +6 ppb. Jiang
et al. (2008) focused on the Houston, Texas, area and found
similar relationships between urban expansion, near-surface
air temperatures, and O3. Nevertheless, only a few stud-
ies have included changes in PM2.5 concentrations. Tao et
al. (2015) simulated that spatially averaged surface O3 con-
centrations slightly increased (+0.1 ppb) in eastern China
due to urbanization, whereas PM2.5 concentrations decreased
by −5.4 µg m−3 at the near surface. Chen et al. (2018) stud-
ied urbanization in Beijing and found that modification of
rural to urban land surfaces has led to increases in near-
surface air temperature and PBL height, which in turn led
to increases (+9.5 ppb) in surface O3 concentrations and de-
creases (−16.6 µg m−3) in PM2.5 concentrations. However,
past studies that investigate interactions between land surface
changes and changes in meteorology and air quality gener-
ally do not identify the major processes driving these interac-
tions. They also do not resolve the wide spatial heterogeneity
of urban land surface properties, with most studies assuming
that urban properties are homogenous throughout the city. In
addition, only a few studies investigate interactions between
land surface changes and air quality for the Southern Cali-
fornia region (Taha, 2015; Epstein et al., 2017; Zhang et al.,
2018b), which is one of the most polluted areas in the United
States (American Lung Association, 2012).

With advances in real-world land surface datasets from
satellites, recent modeling studies on land–atmosphere inter-
actions are able to resolve heterogeneous land surface prop-
erties and thus better capture urban meteorology, enabling
modeling studies that more accurately quantify changes in
regional meteorology due to land surface modification. By
combining satellite-retrieved high-resolution land surface
data with the Weather Research and Forecasting Model cou-
pled to the single-layer urban canopy model (WRF–UCM),
simulations reported in Vahmani and Ban-Weiss (2016a)
show improved model performance (i.e., compared to obser-
vations) for meteorology in Southern California compared to
the default model, which assumes that urban regions have ho-
mogeneous urban land cover. In a follow-up study, Vahmani
et al. (2016) suggested that historical urbanization has altered
regional meteorology (e.g., near-surface air temperatures and
wind flows) in Southern California mainly because of urban
irrigation and changes in land surface thermal properties and
roughness. While historical urbanization and its associated
impacts on meteorology have the potential to cause impor-
tant changes in air pollutant concentrations in Southern Cal-
ifornia, this has never been investigated in past work.

Therefore, this study aims to characterize the influence
of land surface changes via historical urbanization on ur-
ban meteorology and air quality in Southern California by
comparing a “present-day” scenario with current urban land
surface properties and land surface processes to a “nonur-
ban” scenario assuming land surface distributions prior to hu-
man perturbation. To achieve this goal, we adopt a state-of-

the-science regional climate–air quality model, the Weather
Research and Forecasting Model coupled to chemistry and
the single-layer urban canopy model (WRF–UCM–Chem),
and incorporate high-resolution heterogeneity in urban sur-
face properties and processes to predict regional weather and
pollutant concentrations. We assess the response of regional
meteorology and air quality to individual changes in land sur-
face properties and processes to determine driving factors on
atmospheric changes. Note that this paper builds on our prior
study Vahmani et al. (2016) but focuses on air quality im-
pacts, whereas our previous research was on meteorological
impacts only. While the influence of land surface changes
on regional weather has been investigated in numerous past
studies, its influence on regional air quality has been sel-
dom studied in past work. In this paper, we aim to quantify
the importance of historical land cover change on air pollu-
tant concentrations, and thus the nonurban scenario assumes
current anthropogenic pollutant emissions. This hypothetical
scenario cannot exist in reality since current anthropogenic
emissions would not exist without the city, but our intent
is to tease out the relative importance of land cover change
through urbanization (assuming constant emissions) on air
pollutant concentrations.

2 Methodology and data

2.1 Model description and configuration

WRF-Chem v3.7 is used in this study to simulate meteo-
rological fields and atmospheric chemistry. WRF-Chem is
a state-of-the-science nonhydrostatic mesoscale numerical
meteorological model that facilitates “online” simulation of
processes relevant to atmospheric chemistry including pol-
lutant emissions, gas- and particle-phase chemistry, trans-
port and mixing, and deposition (Grell et al., 2005). In this
study, we activate the urban canopy model (UCM) in WRF-
Chem that resolves land–atmosphere exchange of water, mo-
mentum, and energy for impervious surfaces in urban areas
(Kusaka et al., 2001; Chen et al., 2011; Yang et al., 2015).
The UCM parameterizes the effects of urban geometry on
energy fluxes from urban facets (i.e., roofs, walls, and roads)
and wind profiles within canyons (Kusaka et al., 2012). We
account for the effect of anthropogenic heat on urban climate
by adopting the default diurnal profile in the UCM. We used
UCM instead of the multilayer canopy layer model (BEP)
because BEP would increase computational costs, but for
likely little additional benefit in the quality of simulations
(Chen et al., 2011; Kusaka et al., 2001). Physics schemes
included in our model configuration are the Lin cloud mi-
crophysics scheme (Lin et al., 1983), the RRTM longwave
radiation scheme (Mlawer et al., 1997), the Goddard short-
wave radiation scheme (Chou and Suarez, 1999), the YSU
boundary layer scheme (Hong et al., 2006), the MM5 simi-
larity surface layer scheme (Dyer and Hicks, 1970; Paulson,

www.atmos-chem-phys.net/19/4439/2019/ Atmos. Chem. Phys., 19, 4439–4457, 2019



4442 Y. Li et al.: Effects of urbanization on regional meteorology and air quality in Southern California

1970), the Grell 3-D ensemble cumulus cloud scheme (Grell
and Dévényi, 2002), and the unified Noah land surface model
(Chen et al., 2001). Chemistry schemes include the TUV
photolysis scheme (Madronich, 1987), RACM-ESRL gas-
phase chemistry (Kim et al., 2009; Stockwell et al., 1997),
and MADE/VBS aerosol scheme (Ackermann et al., 1998;
Ahmadov et al., 2012).

All model simulations are carried out from 28 June,
21:00 UTC (28 June, 13:00 PST) to 8 July, 07:00 UTC
(7 July, 23:00 PST), 2012 using the North American Re-
gional Reanalysis (NARR) dataset as initial and boundary
meteorological conditions (Mesinger et al., 2006). This sim-
ulation period is chosen as representative of typical sum-
mer days in Southern California, which are generally clear
or mostly sunny without precipitation. A comparison of ob-
served diurnal cycles for average near-surface air tempera-
tures over JJA (June, July, and August) in the year 2012 ver-
sus over our simulation period is shown in Fig. S8 in the
Supplement. Hourly model output from 1 July, 00:00 PST to
7 July, 23:00 PST is used for analysis, and simulation results
prior to 1 July, 00:00 PST are discarded as spin-up. Figure 1a
shows the three two-way nested domains with horizontal res-
olutions of 18, 6, and 2 km centered at 33.9◦ N, 118.14◦W.
Only the innermost domain (141×129 grid cells), which en-
capsulates the Los Angeles and San Diego metropolitan re-
gions, is used for analysis. All three domains consist of 29
unequally spaced layers in the vertical from the ground to
100 hPa. The average depth of the lowest model level is 53 m
for all three domains.

2.2 Land surface property characterization and
irrigation parameterization

One important aspect of accurately simulating meteorol-
ogy and air quality is to properly characterize land surface–
atmosphere interactions (Vahmani and Ban-Weiss, 2016a; Li
et al., 2017). In addition, accurately quantifying the climate
and air quality impacts of historical urbanization requires
a realistic portrayal of current land cover in the urban area
(Vahmani et al., 2016). For both of these reasons, we update
the default WRF-Chem to include a real-world representa-
tion of land surface physical properties and processes.

In this study, we use the (30 m resolution) 33-category Na-
tional Land Cover Database (NLCD) for the year 2006 for
all three model domains. NLCD differentiates three urban
types including low-intensity residential, high-intensity res-
idential, and industrial/commercial (shown in Fig. 1b) (Fry
et al., 2011). In the model (UCM), each of these three types
can have unique urban physical properties such as building
morphology, albedo, and thermal properties for each facet.
We adopt the grid-cell-specific National Urban Database and
Access Portal Tool (NUDAPT) where available in the in-
nermost domain for building morphology including average
building heights, road widths, and roof widths (Ching et al.,
2009). Where NUDAPT data are unavailable, we use aver-

age building and road morphology for three urban categories
from the Los Angeles Region Imagery Acquisition Consor-
tium (LARIAC). Details on the generation of averaged urban
morphology parameters from real-world GIS datasets can be
found in Zhang et al. (2018a). For the other parameters in
the UCM (e.g., anthropogenic latent heat, surface emissiv-
ity), we use default WRF settings documented in file URB-
PARM.TBL. Note that the original gaseous dry deposition
code based on Wesely (1989) is only compatible with the
default 24-category US Geological Survey (USGS) global
land cover map. We therefore modify the code according to
Fallmann et al. (2016), which assumes that the three urban
types in the 33-category system have input resistances that
are the same as the urban type for the 24-category system. In
addition, impervious fractions (i.e., the fraction of each cell
covered by impervious surfaces) for each of the three urban
categories in the innermost domain are from the NLCD im-
pervious surface data (Wickham et al., 2013).

Land surface properties including albedo, green vegetation
fraction (GVF), and leaf area index (LAI) are important for
accurately predicting absorption and reflection of solar ra-
diation and evaporative fluxes in urban areas (Vahmani and
Ban-Weiss, 2016a). To resolve high-resolution real-world
heterogeneity in these land surface properties, the simula-
tions performed in this study use satellite-retrieved real-
time albedo, GVF, and LAI for the innermost domain. Input
data compatible with WRF are regridded horizontally using
albedo, GVF, and LAI maps generated based on MODIS re-
flectance (MCD43A4), vegetation indices (MOD13A3), and
fraction of photosynthetically active radiation (MCD15A3)
products, respectively. Raw data are available from the USGS
National Center for Earth Resource Observations and Sci-
ence website at http://earthexplorer.usgs.gov (last access:
27 May 2015). A detailed description on the implementation
of MODIS-retrieved land surface properties for WRF can
be found in Vahmani and Ban-Weiss (2016a). Our previous
research has shown that the model enhancements described
here reduce model biases in surface and near-surface air tem-
peratures (relative to ground and satellite observations) for
urban regions in Southern California. In particular, the root-
mean-square-error for nighttime near-surface air temperature
has been narrowed from 3.8 to 1.9 ◦C.

Resolving urban irrigation is also of great significance
for accurately predicting latent heat fluxes and temperatures
within Southern California. Here we use an irrigation mod-
ule developed by Vahmani and Hogue (2014), which assumes
irrigation occurs three times a week at 21:00 PST on the per-
vious fraction of urban grid cells. This model was tuned to
match observations of evapotranspiration in the Los Angeles
area. Details on the implementation of this irrigation module
and its evaluation with observations can be found in Vah-
mani and Hogue (2014). Note that we do not use the de-
fault irrigation module available in the single-layer canopy
model in WRF–UCM v3.7, which assumes daily irrigation
at 21:00 PST in summertime, because (1) the irrigation mod-
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Figure 1. Maps of (a) the three nested WRF–UCM–Chem domains and (b, c) land cover types for the innermost domain (d03) for the
(b) present-day and (c) nonurban scenarios.

ule of Vahmani and Hogue (2014) was already evaluated and
tuned for Southern California, and (2) we strive to maintain
consistency with our previous related studies.

2.3 Emission inventories

Producing accurate air quality predictions also relies on
using emission inventories that capture real-world emis-
sions. We adopt year 2012 anthropogenic emissions from
the California Air Resource Board (CARB) for the two
outer domains (CARB, 2017) where data are available (i.e.,
within California) and from the South Coast Air Qual-
ity Management District (SCAQMD) for the innermost do-
main (SCAQMD, 2017). For areas within the two outer
domains that are outside California, we use the US Envi-
ronmental Protection Agency (EPA) National Emissions In-
ventory (NEI) for 2011 that is available with the standard
WRF-Chem model (US EPA, 2014). CARB and SCAQMD
emission inventories as provided have 4 km spatial resolu-
tion, with 18 and 11 layers in the vertical direction from
the ground to 100 hPa, respectively. We regridded these in-
ventories in the horizontal and vertical directions to match
the grids of our modeling domains. Note that the aforemen-
tioned emission inventories use chemical speciation from
the SAPRC chemical mechanism (Carter, 2003), and thus
we have converted species to align with the RACM-ESRL
and MADE/VBS mechanisms, both of which use RADM2
(Regional Acid Deposition Model) speciation (Stockwell et
al., 1990). The conversion uses species and weighting fac-
tors from the emiss_v04.F script that is distributed with NEI
emissions for WRF-Chem modeling. (The original script is

available at ftp://aftp.fsl.noaa.gov/divisions/taq, last access:
12 February 2018.) More details on re-speciating the emis-
sions datasets are presented in the Supplement (Table S1).
For online calculation of biogenic volatile organic emissions
we adopt the Model of Emissions of Gases and Aerosols
from Nature (MEGAN) (Guenther et al., 2006). The default
LAI in MEGAN is substituted with the satellite-retrieved
LAI for better quantification of biogenic emissions. Note that
we have turned on online calculation of sea salt emissions but
turned off that of dust emissions (both available with default
WRF-Chem).

2.4 Meteorology and air pollutant observations

To facilitate model evaluation, we obtain hourly near-surface
air temperature observations, hourly ground-level O3 and
daily PM2.5 observations within our simulation period. Near-
surface air temperature data are gathered from 12 stations
from the California Irrigation Management Information Sys-
tem (CIMIS). Air pollutant observations are from the Air
Quality System (AQS), which is maintained by the U.S. EPA.
Ozone (PM2.5) data from 33 (27) air quality monitoring sta-
tions are collected representing Los Angeles, Orange, River-
side, and San Bernardino counties. The locations of mon-
itoring stations are shown in Fig. S9 in the Supplement.
Among the 27 monitoring stations where PM2.5 observations
are available, daily PM2.5 concentrations from gravimetric
analysis can be directly obtained from 20 stations, while
hourly observations acquired using beta attenuation monitor-
ing (BAM) are obtained from 15 stations. Hourly PM2.5 ob-
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servations at each station are temporally averaged to obtain
daily PM2.5 values.

2.5 Simulation scenarios

To investigate the effects of land surface changes via his-
torical urbanization on regional meteorology and air quality
in Southern California, we carry out two main simulations,
which we refer to as the present-day scenario and nonurban
scenario. The two scenarios differ only by the assumed land
surface properties and processes, which are shown in Fig. 2.
The present-day scenario assumes the current land cover
(Fig. 1b) and irrigation for Southern California (described
in Sect. 2.2). Urban morphology from NUDAPT and LAR-
IAC and MODIS-retrieved albedo, GVF, and LAI are used
in this scenario. To help explain the impact of urbanization
without the addition of irrigation, a supplemental simulation,
which we refer to as “present-day no-irrigation”, is also car-
ried out; this simulation is identical to the present-day sce-
nario but assumes that there is no irrigation. For the nonur-
ban scenario, we assume natural land cover prior to human
perturbation, and replace all urban grid cells with “shrubs”
(Fig. 1c). We modify MODIS-retrieved albedo, GVF, and
LAI in these areas based on properties for shrublands sur-
rounding urban regions in the present-day scenario. A de-
tailed explanation on this method (inverse distance weighting
approach) can be found in Vahmani et al. (2016). The spatial
patterns of land surface properties in both present-day and
nonurban scenarios are shown in Fig. S10 in the Supplement.
Note that all three aforementioned scenarios adopt identical
anthropogenic emission inventories described in Sect. 2.3.
Using current anthropogenic emissions for the nonurban sce-
nario is a hypothetical scenario that cannot exist in reality
but allows us to tease out the effects of land surface changes
via urbanization on meteorology and air pollutant concentra-
tions. Biogenic emissions do change for the scenarios due to
changes in land surface properties (e.g., vegetation type and
LAI) and meteorology (e.g., temperature). To check whether
the changes in regional meteorology and air quality due to
land surface changes are distinguishable from zero, statisti-
cal significance at the 95 % confidence interval is tested using
the paired Student’s t test with n= 7 days.

2.6 Uncertainties

Note that the results reported in this paper are based on
model simulations and are thus dependent on how accu-
rately the regional climate–chemistry model characterizes
the climate–chemistry system (e.g., meteorology, surface-
atmosphere coupling, and atmospheric chemical reactions).
Results may be dependent on model configuration (e.g.,
physical and chemical schemes), land surface characteriza-
tions (e.g., satellite data from MODIS, or default dataset
available in WRF), and emission inventories (e.g., anthro-
pogenic emission inventories from CARB, SCAQMD, or

NEI). In addition, since irrigation is not included in the
nonurban scenario, simulated meteorology in the nonurban
scenario is dependent on assumed initial soil moisture con-
ditions. In this study, we adopt the initial soil moisture con-
ditions from Vahmani et al. (2016) for consistency with our
previous work. Soil moisture initial conditions are based on
values from 6-month simulations without irrigation (Vah-
mani and Ban-Weiss, 2016b).

3 Results and discussion

3.1 Evaluation of simulated meteorology and air
pollutant concentrations

In this section, we focus on the predicative capability of
the model for simulated near-surface air temperature, O3,
and total PM2.5 concentrations (including sea salt, but ex-
cluding dust) for the present-day scenario. Note that for the
evaluation of PM2.5 concentrations we include only observa-
tions from daily (gravimetric) measurements in this section.
The comparison between modeled PM2.5 concentrations and
daily averaged observations derived from hourly BAM mea-
surements is discussed in the Supplement Sect. S1. In addi-
tion, we only include observations from monitoring sites that
are located in urban grid cells in the present-day scenario.
The evaluation of near-surface air temperatures for both ur-
ban and nonurban sites is discussed in Sect. S2 in the Sup-
plement. Figure 3 shows the comparison between observed
and modeled hourly near-surface air temperature, O3 concen-
trations, and daily PM2.5 concentrations. (Comparisons be-
tween observed and modeled diurnal cycles for near-surface
air temperatures and O3 concentrations are also presented in
Supplement Figs. S11 and S12.) As shown in Fig. 3 (and
Fig. S11 in the Supplement), the model simulations better
capture higher air temperatures during the daytime relative
to lower values during nighttime. By contrast, predictions of
O3 and PM2.5 concentrations show good fit with observations
at low values that occur with high frequency. However, ob-
served O3 and PM2.5 concentrations are underestimated by
the model at higher values that occur with lower frequency.
The underestimation of PM2.5 concentrations may be occur-
ring mainly due to the following factors:

1. not including dust emissions in the simulation, which
makes up an appreciable fraction of real-world total
PM2.5; and

2. while the observations measure values for one single
point near the surface, model values represent a grid cell
average with a larger spatial “footprint”.

Note that the focus of this study is on the changes in pol-
lutant concentrations, and thus differences between simula-
tions are of increased interest relative to absolute values. Ta-
ble 1 shows four statistical metrics for model evaluation, in-
cluding mean bias (MB) and normalized mean bias (NMB)
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Figure 2. Spatial patterns of differences (present-day− nonurban) in land surface properties for urban grid cells. Panels (a) to (f) show
changes in impervious fraction, albedo, leaf area index (LAI), vegetation fraction (VEGFRA), surface roughness, and effective soil moisture,
respectively. Effective soil moisture is calculated as the product of pervious fraction for urban grid cells (1 – impervious fraction) and soil
moisture for the pervious portion of the grid cell. S.F. Valley in (a) represents the San Fernando Valley.

for the quantification of bias and mean error (ME) and root-
mean-square error (RMSE) for the quantification of error.
The statistical results indicate that model simulations under-
estimate near-surface air temperature, O3, and PM2.5 con-
centrations by 1.0 K, 22 %, and 31 %, respectively. The com-
parison between our evaluation results and recommended
model performance benchmarks is presented in Supplement
Table S2.

3.2 Effects of urbanization on air temperature and
ventilation coefficient

The effects of land surface changes via urbanization in
Southern California on air temperature and ventilation co-
efficient are discussed in this section. Air temperatures are
reported for the lowest atmosphere model layer rather than
the default diagnostic 2 m (near-surface) air temperature vari-
able to be consistent with reported air pollutant concentra-
tions shown in later sections. (The chemistry code makes use
of grid cell air temperature and does not use 2 m air temper-
ature.) Ventilation coefficient is calculated as the product of
PBL height and the average wind speed within the PBL and
thus considers the combined effects of vertical and horizontal
mixing and indicates the ability of the atmosphere to disperse
air pollutants (Ashrafi et al., 2009). This calculation can be

written as Eq. (1).

Ventilation coefficient=
m∑

i=1
U(zi)×1zi, (1)

where U(zi) stands for horizontal wind speed within the ith
model layer (m s−1), 1zi is the depth of the ith model layer
that is within the PBL (m), and m is the number of vertical
layers up to PBL height.

3.2.1 Spatial average temperature change

As shown in Fig. 4a, our simulations suggest that urbaniza-
tion in Southern California has in general led to urban tem-
perature reductions during daytime from 07:00 to 16:00 PST
and urban temperature increases during other times of day.
The largest spatially averaged temperature reduction occurs
at 10:00 PST (1T =−1.4 K), whereas the largest temper-
ature increase occurs at 20:00 PST (+1.7 K). Additionally,
urbanization leads to spatially averaged reduction in diurnal
temperature range by 1.5 K. Spatially averaged urban tem-
perature reductions during morning (i.e., defined here and
in the following sections as 07:00–12:00 PST) and after-
noon (i.e., 12:00–19:00 PST) are −0.9 and −0.3 K, respec-
tively. At nighttime (i.e., 19:00–07:00 PST), the spatially av-
eraged temperature increase is +1.1 K. The spatially aver-
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Figure 3. Comparison between modeled and observed (a) hourly near-surface air temperature (K), (b) hourly O3 concentrations (ppb), and
(c) daily PM2.5 concentrations (µg m−3). Note that daily PM2.5 concentrations from simulations include sea salt but exclude dust. Darker
hexagonal bins correspond to higher point densities in the scatter plots. Histograms of both observations and modeled values are also shown
at the edges of each panel.

Table 1. Summary statistics (mean bias, MB; normalized mean bias, NMB; mean error, ME; and root-mean-square error, RMSE) for model
evaluation, which compares modeled (abbreviated as “mod” in the footnote) hourly near-surface air temperature (T 2), hourly O3 and daily
PM2.5 concentrations to observations (obs).

Variable Na Mean MBb NMBc MEd RMSEe

Observations Simulations

T 2 1944 293.0 K 292.0 K −1.0 K −0.3 % 1.9 K 2.2 K
O3 5171 38.7 ppb 30.0 ppb −8.7 ppb −22 % 11.8 ppb 14.6 ppb
PM2.5 81 12.9 µg m−3 9.2 µg m−3

−4.0 µg m−3
−31 % 6.2 µg m−3 9.5 µg m−3

a Total number of data points comparing modeled versus observed values across all measurement station locations over the simulation

period. b MB= 1
N

∑
(modi − obsi ). c NMB=

∑
(modi−obsi )∑

obsi
. d ME= 1

N

∑
|modi − obsi |. eRMSE= [ 1

N

∑(
modi − obsi

)2
]

1
2 .

aged changes significantly differ from zero at the 95 % con-
fidence level for all three times of the day using the paired
Student’s t test with n= 7 days.

3.2.2 Spatial distributions of temperature change

During the morning, temperature reductions are larger in re-
gions further away from the sea (e.g., San Fernando Valley
and Riverside County) than coastal regions (e.g., west Los
Angeles and Orange County) (Fig. 5a). (Note that regions
that are frequently mentioned in this study are in Fig. 2a.)
Spatial patterns in the afternoon are similar to morning, with
the exception that coastal regions experience temperature in-
creases (as opposed to decreases) of up to+0.82 K (Fig. 5b).
During nighttime, temperature increases spread throughout
urban regions and are generally larger in the inland regions
of the basin relative to coastal regions (Fig. 5c). A modified
version of Fig. 5 that includes values for nonurban cells is in
Supplement Fig. S13.

3.2.3 Processes driving daytime changes

The temporal and spatial patterns of air temperature changes
suggest that the climate response to urbanization during
daytime is mainly associated with the competition be-
tween (a) temperature reductions from increased evap-
otranspiration and thermal inertia from urban irrigation
and (b) temperature increases from decreased onshore sea
breezes (Supplement Fig. S14d, e). Decreases in the on-
shore sea breeze are primarily caused by increased rough-
ness lengths from urbanization. (Note that the onshore sea
breeze decreases in strength despite higher temperatures in
the coastal region of Los Angeles during the afternoon,
which would tend to increase the land–sea temperature con-
trast and thus be expected to increase the sea breeze strength.)
Inland regions show larger temperature reductions relative
to coastal regions because they have lower urban fractions
(Fig. S10a in the Supplement), and thus higher pervious frac-
tions. Since irrigation increases soil moisture in the pervious
fraction of the grid cell in this model, irrigation will have
a larger influence on grid-cell-averaged latent heat fluxes
(Fig. S15 in the Supplement) and thermal inertia when per-
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Figure 4. Diurnal cycles for present-day (red), nonurban (blue), and
present-day− nonurban (black) for (a) air temperature in the lowest
atmospheric layer (K) and (b) ventilation coefficient (m2 s−1). Val-
ues are obtained by averaging over urban grid cells and the entire
simulation period for each hour of day. The solid and dashed curves
give the median values, while the shaded bands show the 25th and
75th percentiles. Dots indicate mean values for differences between
present-day and nonurban. The horizontal dotted line in light gray
shows 1= 0 as an indicator of positive or negative change by land
surface changes via urbanization.

vious fractions are higher. The inland regions are also less
affected by changes in the sea breeze relative to coastal re-
gions since they are (a) farther from the ocean and (b) ex-
perience smaller increases in roughness length. Roughness
length effects on the sea breeze are especially important in
the afternoon when baseline wind speeds are generally high-
est in the Los Angeles basin. Thus, the afternoon tempera-
ture increases simulated in the coastal region occur because
temperature increases from reductions in the afternoon on-
shore flows dominate over temperature decreases from in-
creased evapotranspiration. In addition, increases in thermal
inertia caused by use of manmade materials (e.g., pavements
and buildings) can contribute to simulated temperature re-
ductions during the morning. Please see Supplement Sect. S3
for the additional simulation (present-day no-irrigation sce-
nario) carried out to identify the influence of urbanization but
without changing irrigation relative to the nonurban scenario
(i.e., with no irrigation).

Note that changes in air temperature during daytime
shown here disagree with Vahmani et al. (2016). While our
study detects daytime temperature reductions due to urban-
ization, Vahmani et al. (2016) suggests daytime warming.
After detailed comparison of the simulations in our study
versus Vahmani et al. (2016), we find that the differences are
mainly associated with UCM configuration. First, our study

uses model default calculations of surface temperature for the
impervious portion of urban grid cells, whereas Vahmani et
al. (2016) applied an alternative calculation proposed by Li
and Bou-Zeid (2014). Li and Bou-Zeid (2014) intended the
alternate surface temperature calculations to be performed as
a post-processing step rather than during runtime. After a
careful comparison among different model setups, we find
that the parameterization of surface temperature is an im-
portant factor that affects simulated daytime air temperature
(see Fig. S16 in the Supplement). Second, our study accounts
for shadow effects in urban canopies, whereas Vahmani et
al. (2016) assumes no shadow effects. (We note here that the
default version of the UCM has the shadow model turned
off. The boolean SHADOW variable in module_sf_urban.F
needs to be manually switched to true to enable the shadow
model calculations. With the shadow model turned off, all
shortwave radiation within the urban canopy is assumed dif-
fuse.) We suggest that it is important to include the effects
of building morphology on shadows within the canopy and
to track direct and diffuse radiation separately, and we there-
fore perform simulations in this study with the shadow model
on. Note that the effect of shadows is not as significant as the
parameterization of surface temperature for most of the do-
main in our study because the ratio between building height
and road width is small.

3.2.4 Processes driving nighttime changes

The climate response to urbanization during nighttime is
driven by the combined effects of (a) temperature increases
from increasing upward ground heat fluxes and (b) temper-
ature increases from increasing PBL heights. Increased soil
moisture (from irrigation) and use of anthropogenic materials
leads to higher thermal inertia of the ground; this in turn leads
to increased heat storage during the day and higher upward
ground heat fluxes and thus surface temperatures at night.
Increasing PBL heights can also lead to warming because
of lower air cooling rates during nighttime. Changes in PBL
heights are associated with surface roughness changes since
shear production dominates TKE at night. Coastal (inland)
regions show larger (smaller) spatial variation in roughness
length (Fig. 2e), which leads to larger (smaller) increases in
PBL heights (Fig. S14c in the Supplement). Despite larger
increases in PBL heights in coastal versus inland regions,
smaller air temperature increases occur in coastal versus in-
land regions, likely due to accumulative effects from coastal
to inland regions with onshore wind flows.

3.2.5 Temporal and spatial patterns of ventilation
changes and process drivers

Changes in ventilation coefficient show a similar tempo-
ral pattern as air temperature (Fig. 4b); values decrease by
up to −36.6 % (equivalent to −826 m2 s−1, at 10:00 PST)
during daytime and increase up to +27.0 % (equivalent to
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Figure 5. Spatial patterns of differences (present-day− nonurban) in temporally averaged values during morning, afternoon, and nighttime
for (a, b, c) air temperature in the lowest atmospheric layer and (d, e, f) ventilation coefficient. Morning is defined as 07:00 to 12:00 PST,
afternoon as 12:00 to 19:00 PST, and nighttime as 19:00 to 07:00 PST. We refer to morning and afternoon as daytime. Note that values are
shown only for urban grid cells. Black dots indicate grid cells where changes are not significantly different from zero at the 95 % confidence
level using the paired Student’s t test with n= 7 days.

+77 m2 s−1, at 23:00 PST) during nighttime, due to urban-
ization. Absolute reductions in ventilation coefficient are
more noticeable in the afternoon than in the morning; the
spatially averaged decreases are −726 m2 s−1 (−23 %) and
−560 m2 s−1 (−34 %), respectively. These reductions signif-
icantly differ from zero at the 95 % confidence level using the
paired Student’s t test with n= 7 days. Reductions during
daytime are also generally greater in inland regions than in
coastal regions as shown in Fig. 5d and e. Daytime reductions
in ventilation occur due to the combined effect of weakened
wind speeds due to higher surface roughness and changes
(mostly decreases) in PBL heights (Fig. S14 in the Supple-
ment). Changes in PBL heights during daytime are mainly
associated with air temperature changes because buoyancy
production dominates TKE during the day. Where there are
larger air temperature decreases (increases), there is reduced
(increased) buoyancy production of TKE, which results in
shallower (deeper) PBLs.

At night, spatially averaged ventilation coefficient in-
creases by +8.2 % (+24.3 m2 s−1). This increase signifi-
cantly differs from zero at the 95 % confidence level. As
shown in Fig. 5f, statistically significant ventilation growth
occurs in most parts of coastal Los Angeles and Orange
County, likely due to higher PBL height increases (i.e., stem-
ming from higher surface roughness increases from urban-
ization). By contrast, in Riverside County, the effect of re-

ductions in wind speed surpasses changes in PBL heights,
leading to slight but not statistically significant reductions in
atmospheric ventilation (Fig. S14 in the Supplement).

3.3 Effects of urbanization on NOx and O3
concentrations due to meteorological changes

Concentrations of pollutants are profoundly impacted by me-
teorological conditions including air temperature and the
ventilation capability of the atmosphere (Aw and Kleeman,
2003; Rao et al., 2003). This section discusses how meteo-
rological changes due to land surface changes via urbaniza-
tion in Southern California affect gaseous pollutant concen-
trations (i.e., NOx and O3).

3.3.1 Temporal and spatial patterns of NOx

concentration changes and process drivers

As shown in Fig. 6a, changes in meteorological fields due
to urbanization have led to increases in hourly NOx con-
centrations during the day (07:00 to 18:00 PST) and de-
creases at all other times of day. Peak increases in NOx of
+2.7 ppb occur at 10:00 PST (i.e., for spatial mean values),
while peak decreases of−4.7 ppb occur at 21:00 PST. Spatial
mean changes in NOx concentrations are +2.1 and +1.2 ppb
in the morning and afternoon, respectively, and −2.8 ppb at
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Figure 6. Diurnal cycles for present-day (red), nonurban (blue), and
present-day− nonurban (black) for (a) NOx (ppb) and (b) O3 con-
centrations (ppb). Values are obtained by averaging over urban grid
cells and the entire simulation period for each hour of day. The solid
and dashed curves give the median values, while the shaded bands
show the 25th and 75th percentiles. Dots indicate mean values for
differences between present-day and nonurban. The horizontal dot-
ted line in light gray shows 1= 0 as an indicator of positive or
negative change by land surface changes via urbanization.

night. The spatially averaged changes are significantly differ-
ent from zero at the 95 % confidence level for all three times
of the day. In addition, daily 1 h maximum NOx concentra-
tions change only slightly: from 17.8 ppb at 06:00 PST in the
nonurban scenario to 17.9 ppb at 07:00 PST in the present-
day scenario.

Figure 7a, b, c show the spatial patterns of NOx concen-
tration changes due to urbanization. In the morning (after-
noon), most inland urban regions show statistically signifi-
cant increases in NOx concentrations (Fig. 7a, b), with larger
NOx concentration increases of up to +13.8 ppb (+5.5 ppb)
occurring in inland regions compared to coastal regions. By
contrast, NOx concentrations decrease at night across the re-
gion, with the largest decreases reaching −20.8 ppb. In gen-
eral, greater decreases are shown in inland regions compared
to coastal regions.

The spatial patterns of changes in NOx concentrations are
similar to those for CO concentrations (Fig. 7d, e, f). CO
is an inert species and can be used as a tracer for deter-
mining the effect of ventilation on air pollutant dispersion
since it includes accumulation effects of ventilation changes
both spatially and temporally. Thus, the similarity in changes
to NOx and CO spatial patterns suggests that NOx changes
are driven by ventilation changes. For example, at night,
Riverside County shows decreases of up to −20.8 ppb in
NOx concentrations (with corresponding decreases in CO of

−119 ppb) despite suppressed ventilation at this location be-
cause of accumulative effects from coastal to inland regions.
A modified version of Fig. 7 that includes values for nonur-
ban cells is in the Supplement Fig. S17.

3.3.2 Temporal and spatial patterns of O3
concentration changes

As indicated by Fig. 6b, O3 concentrations in the lowest at-
mospheric layer decrease from 07:00 to 11:00 PST and in-
crease during other times of day. The largest decrease of
−0.94 ppb occurs at 10:00 PST, while the largest increase of
+5.6 ppb occurs at 19:00 PST. Spatially averaged hourly O3
concentrations undergo a −0.6 ppb decrease, +1.7 ppb in-
crease, and+2.1 ppb increase in the morning, afternoon, and
night, respectively. The spatially averaged changes signifi-
cantly differ from zero at the 95 % confidence level for all
three times of the day. Additionally, daily 1 h maximum O3
concentrations, which occur at 14:00 PST in both scenarios,
increase by +3.4 %, from 41.3 ppb in the nonurban scenario
to 42.7 ppb in the present-day scenario. The daily 8 h max-
imum O3 concentration increases from 38.0 ppb to 39.3 ppb
(averaged over 11:00 to 19:00 PST in both scenarios).

Figure 7g, h, i show the spatial patterns of surface O3 con-
centration changes. In the morning (Fig. 7g), while most re-
gions show reductions in O3 concentrations, the reductions
are, in general, statistically insignificant. During the after-
noon, most inland urban regions show increases in O3 con-
centrations (Fig. 7h), with the largest increase of +5.7 ppb
occurring in Riverside County. Increases in O3 concentra-
tions are larger during night than the afternoon (Fig. 7i), es-
pecially in Riverside County, with the largest increase in O3
concentrations reaching +12.8 ppb.

3.3.3 Processes driving daytime and nighttime changes
in O3

The temporal and spatial patterns of changes in O3 concen-
trations during the day suggest that these changes are mainly
driven by the competition between (a) decreases in venti-
lation, which would tend to cause increases in O3, and (b)
the nonlinear response of O3 to NOx changes. In the VOC-
limited regime, increases in NOx tend to decrease O3 concen-
trations, and vice versa. (This explains why decreases in NOx

emissions over weekends can cause increases in O3 concen-
trations, a phenomenon termed the “weekend effect”; Marr
and Harley, 2002.) The underlying cause of the weekend ef-
fect has to do with titration of O3 by NO, as shown in Reac-
tion (R1).

NO+O3→ NO2+O2 (R1)

When NOx is high relative to VOC, Reaction (R1) domi-
nates NO-to-NO2 conversion, which involves consuming O3.
In addition, increases in NO2 can reduce OH lifetime due to
increased rates of OH + NO2 (Reaction R2), which is chain
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Figure 7. Spatial patterns in differences (present-day− nonurban) of temporally averaged values during morning, afternoon, and nighttime
for (a, b, c) NOx , (d, e, f) CO, and (g, h, i) O3 concentrations. Morning is defined as 07:00 to 12:00 PST, afternoon as 12:00 to 19:00 PST, and
nighttime as 19:00 to 07:00 PST. Black dots indicate grid cells where changes are not significantly different from zero at the 95 % confidence
level using the paired Student’s t test with n= 7 days.

terminating.

NO2+OH+M→ HNO3+M (R2)

In addition to these two aforementioned processes, changes
in air temperature can also affect the production rate of
O3, with higher temperatures generally leading to higher O3
(Steiner et al., 2010).

In the morning when ventilation is relatively weak (shal-
low PBL and weak sea breeze), changes in NOx concen-
trations play an important role in driving surface O3 con-
centrations. Regions with greater increases in NOx concen-
trations in general show greater decreases in O3 concentra-
tions (Fig. 7g). Decreases in air temperature would also con-
tribute to decreases in O3 concentrations due to reductions
in O3 production rates. In the afternoon when ventilation is
strengthened (deep PBL and stronger sea breeze), changes
in both NOx concentrations and ventilation play important
roles in determining O3 concentrations (Fig. 7h). Regions

with higher increases in NOx concentrations tend to have
lower increases in O3 concentrations; this indicates that NOx

increases (that would tend to decrease O3) are counteract-
ing decreases in ventilation (that would tend to increase O3).
In regions with relatively lower increases in NOx concentra-
tions and greater decreases in ventilation, such as Riverside
County, increases in O3 concentrations are larger.

At night, changes in O3 concentrations are dominated by
its titration by NO2 as shown in Reaction (R3).

NO2+O3→ NO3+O2 (R3)

Where there are larger decreases in NOx concentrations
(Fig. 7c), there are greater increases in O3 concentrations
(Fig. 7i), regardless of the magnitude of increases in atmo-
spheric dilution (Fig. 5f).
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3.4 Effects of urbanization on total and speciated
PM2.5 concentrations due to meteorological
changes

In this section, we discuss changes in total and speciated
PM2.5 mass concentrations due to urbanization. Total mass
concentrations reported here only consider PM2.5 gener-
ated from anthropogenic and biogenic sources mentioned
in Sect. 2.3 and exclude sea salt and dust. Speciated PM2.5
is classified into three categories: (secondary) inorganic
aerosols including nitrate (NO−3 ), sulfate (SO2−

4 ), and am-
monium (NH+4 ); primary carbonaceous aerosols including
elemental carbon (EC) and primary organic carbon (POC);
and secondary organic aerosol (SOA) including SOA formed
from anthropogenic VOC precursors (ASOA) and biogenic
VOC precursors (BSOA).

3.4.1 Temporal patterns of total and speciated PM2.5
concentration changes

Figure 8 illustrates diurnal changes in total and speciated
PM2.5 concentrations due to meteorological changes at-
tributable to urbanization. As suggested by Fig. 8a, urbaniza-
tion is simulated to cause slight spatially averaged increases
in total PM2.5 concentrations from 09:00 to 16:00 PST (up
to +0.62 µg m−3 occurring at 12:00 PST) and decreases dur-
ing other times of day (up to −3.1 µg m−3 at 00:00 PST). In-
creases in total PM2.5 during 09:00 to 16:00 PST come from
increases in primary carbonaceous aerosols and nitrate; these
species show hourly averaged concentration increases of up
to +0.21 and +0.14 µg m−3. By contrast, BSOA decreases
slightly during these hours. During other times of day, con-
centrations of all PM2.5 species decrease dramatically. In-
organic aerosols, primary carbonaceous aerosols, and SOA
show decreases of up to −1.7, −0.5, and −0.3 µg m−3, re-
spectively.

During morning hours, averaged hourly total PM2.5 con-
centrations decrease by −0.20 µg m−3, but the decrease is
not statistically significant. In the afternoon, spatially aver-
aged total PM2.5 concentrations increase by +0.24 µg m−3.
Primary carbonaceous aerosols contribute to half of the in-
crease (+0.12 µg m−3). For nighttime, total PM2.5 concen-
trations undergo a decrease of −2.5 µg m−3, with 54 % of
the decrease attributed to changes in inorganic aerosols and
17 % to primary carbonaceous aerosols. Both afternoon and
nighttime changes are significantly different from zero at the
95 % confidence interval.

3.4.2 Spatial patterns of total and speciated PM2.5
concentration changes

Figure 9 presents spatial patterns of changes in total and
speciated PM2.5 due to urbanization. Decreases in concen-
trations prevail in urban regions during morning and night,

whereas increases in concentrations are dominant during the
afternoon.

In the morning, changes in total PM2.5 and speciated
PM2.5 are not statistically distinguishable from zero at the
95 % confidence level. In the afternoon, increases in total
PM2.5 are statistically significant in only some inland re-
gions, driven mostly by increases in primary carbonaceous
aerosols (up to+0.5 µg m−3, Fig. 9h). At night, most regions
within the Los Angeles metropolitan area show decreases in
total PM2.5 of −3.0 to −6.0 µg m−3 (Fig. 9c) with contribu-
tions from all three categories of speciated PM2.5.

A modified version of Fig. 9 that includes values for
nonurban cells is in Supplement Fig. S18.

3.4.3 Processes driving daytime and nighttime changes
in PM2.5

During the day, changes in speciated PM2.5 concentrations
are dictated by the relative importance of various competing
pathways, including (a) reductions in ventilation causing in-
creases in PM2.5, (b) changes in gas–particle phase partition-
ing causing increases (decreases) in PM2.5 from decreases
(increases) in temperature, and (c) increases (decreases) in
atmospheric oxidation from increases (decreases) in temper-
ature. Changes in ventilation appear to dominate the changes
in primary carbonaceous aerosols, as indicated by the sim-
ilarity in spatial patterns to changes in CO, which can be
considered a conservative tracer (Fig. 7d and e). As for semi-
volatile compounds such as nitrate aerosols (red dotted curve
in Fig. 8b) and some SOA species, concentrations increase
during daytime hours. This is because both decreased ven-
tilation and gas–particle phase partitioning effects favoring
the particle phase (from temperature decreases) outweigh re-
ductions in atmospheric oxidation. Concentrations of sulfate
and ammonium slightly increase due to urbanization (blue
dotted curve in Fig. 8b). Since sulfate is nonvolatile, gas–
particle phase partitioning does not affect sulfate concentra-
tions; lowered atmospheric oxidation rates due to reduced
temperatures (which would tend to decrease sulfate) nearly
offset the effect of weakened ventilation (which would tend
to increase sulfate). In addition, BSOA concentrations are
simulated to decrease (blue dotted curve in Fig. 8d) due to
reduced biogenic VOC emissions, which occur due to reduc-
tions in both vegetation coverage and air temperature from
urbanization.

At night, decreases in PM2.5 across urban regions are due
to (1) enhanced ventilation owing to deeper PBLs (relevant
for all PM species) and (2) gas–particle phase partitioning
effects that favor the gas phase for semi-volatile compounds
(i.e., nitrate aerosols and some SOA species) because of
higher air temperatures.
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Figure 8. Diurnal cycles for spatially averaged PM2.5 concentrations. Panel (a) shows present-day, nonurban, and present-day− nonurban
for total PM2.5 (excluding sea salt and dust). Panels (b)–(d) show differences (present-day− nonurban) in speciated PM2.5 including (b) in-
organic aerosols (NO−3 , SO2−

4 , NH+4 ), (c) primary carbonaceous aerosols (EC, POC), and (d) secondary organic aerosols (ASOA, BSOA).
The horizontal dotted line in light gray is shown for 1= 0 as an indicator of positive or negative change by urbanization.

4 Conclusion

In this study, we have characterized the impact of land sur-
face changes via urbanization on regional meteorology and
air quality in Southern California using an enhanced version
of WRF–UCM–Chem. We use satellite data for the charac-
terization of land surface properties and include a Southern
California-specific irrigation parameterization. The two main
simulations of focus in this study are a real-world present-
day scenario and a hypothetical nonurban scenario; the for-
mer assumes current land cover distributions and irrigation of
vegetative areas, while the latter assumes land cover distribu-
tions prior to widespread urbanization and no irrigation. We
assume identical anthropogenic emissions in these two sim-
ulations to allow focus on the effects of land cover change on
air pollutant concentrations.

Our results indicate that land surface modifications from
historical urbanization have had a profound influence on re-
gional meteorology. Urbanization has led to daytime reduc-
tions in air temperature for the lowest model layer and reduc-
tions in ventilation within urban areas. The impact of urban-
ization at nighttime shows the opposite effect, with air tem-
peratures and ventilation coefficients increasing. Spatially
averaged reductions in air temperature and ventilation during
the day are −0.6 K and −650 m2 s−1, respectively, whereas

increases at night are +1.1 K and 24.3 m2 s−1, respectively.
Changes in meteorology are spatially heterogeneous; greater
changes are simulated in inland regions for (a) air temper-
ature decreases during day and increases during night and
(b) ventilation reductions during daytime. Ventilation at night
shows increases in coastal areas and decreases in inland ar-
eas. Changes in meteorology are mainly attributable to (a) in-
creased surface roughness from buildings, (b) higher evapo-
rative fluxes from irrigation, and (c) higher thermal inertia
from building materials and increased soil moisture (from ir-
rigation).

Changes in regional meteorology in turn affect concentra-
tions of gaseous and particulate pollutants. NOx concentra-
tions in the lowest model layer increase by +1.6 ppb during
the day and decrease by −2.8 ppb at night, due to changes
in atmospheric ventilation. O3 concentrations decrease by
−0.6 ppb in the morning and increase by +1.7 (2.2) ppb in
the afternoon (night). Decreases in the morning and increases
during other times of day are more noticeable in inland re-
gions. Changes in O3 concentrations are mainly attributable
to the competition between (a) changes in atmospheric ven-
tilation and (b) changes in NOx concentrations that alter O3
titration. Note that while changes in air temperature can also
influence O3 concentrations during the day, this effect is
overwhelmed by changes in ventilation and concentrations

Atmos. Chem. Phys., 19, 4439–4457, 2019 www.atmos-chem-phys.net/19/4439/2019/
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Figure 9. Spatial patterns in differences (present-day− nonurban) of temporally averaged values during morning, afternoon, and nighttime
for PM2.5. Panels (a)–(c) show total PM2.5, (d)–(f) inorganic aerosol, (g)–(i) primary carbonaceous aerosol, and (j)–(l) secondary organic
aerosol. Morning is defined as 07:00 to 12:00 PST, afternoon as 12:00 to 19:00 PST, and nighttime as 19:00 to 07:00 PST. Black dots indicate
grid cells where changes are not significantly different from zero at the 95 % confidence level using the paired Student’s t test with n= 7
days.

of NOx in our study. As for PM2.5, total mass concentra-
tions increase by+0.24 µg m−3 in the afternoon and decrease
by −2.5 µg m−3 at night. Changes during the morning are
not statistically significant. The major driving processes of
changes in PM2.5 concentrations are (a) changes in atmo-
spheric ventilation, (b) changes in gas–particle phase parti-
tioning for semi-volatile compounds due to air temperature

changes, and (c) changes in atmospheric chemical reaction
rates from air temperature changes.

This study highlights the role that land cover properties
can have on regional meteorology and air quality. We find
that increases in evapotranspiration, thermal inertia, and sur-
face roughness due to historical urbanization are the main
drivers of regional meteorology and air quality changes in
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Southern California. During the day, our simulations sug-
gest that increases in evapotranspiration and thermal iner-
tia from urbanization lead to regional air temperature reduc-
tions. Temperature reductions together with increases in sur-
face roughness contribute to decreases in ventilation and con-
sequent increases in ozone and PM2.5 concentrations. During
nighttime, increases in thermal inertia from urbanization lead
to increases in regional air temperatures. Increases in temper-
atures together with increase in surface roughness lead to de-
creases in NOx and PM2.5 concentrations. O3 concentrations
increase because of decreased titration by NOx . Our find-
ings indicate that air pollutant concentrations have been im-
pacted by land cover changes since pre-settlement times (i.e.,
urbanization), even assuming constant anthropogenic emis-
sions. These air pollutant changes are driven by urbanization-
induced changes in meteorology. This suggests that policies
that impact land surface properties (e.g., urban heat mitiga-
tion strategies) can have impacts on air pollutant concentra-
tions (in addition to meteorological impacts); to the extent
possible, all environmental systems should be taken into ac-
count when studying the benefits or potential penalties of
policies that impact the land surface in cities.
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