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Abstract. The Atmospheric Radiation Measurement (ARM)
West Antarctic Radiation Experiment (AWARE) provided a
highly detailed set of remote-sensing and surface observa-
tions to study Antarctic clouds and surface energy balance,
which have received much less attention than for the Arc-
tic due to greater logistical challenges. Limited prior Antarc-
tic cloud observations have slowed the progress of numer-
ical weather prediction in this region. The AWARE obser-
vations from the West Antarctic Ice Sheet (WAIS) Divide
during December 2015 and January 2016 are used to evalu-
ate the operational forecasts of the Antarctic Mesoscale Pre-
diction System (AMPS) and new simulations with the Polar
Weather Research and Forecasting Model (WRF) 3.9.1. The
Polar WRF 3.9.1 simulations are conducted with the WRF
single-moment 5-class microphysics (WSM5C) used by the
AMPS and with newer generation microphysics schemes.
The AMPS simulates few liquid clouds during summer at
the WAIS Divide, which is inconsistent with observations
of frequent low-level liquid clouds. Polar WRF 3.9.1 sim-
ulations show that this result is a consequence of WSM5C.
More advanced microphysics schemes simulate more cloud
liquid water and produce stronger cloud radiative forcing, re-
sulting in downward longwave and shortwave radiation at the
surface more in agreement with observations. Similarly, in-
creased cloud fraction is simulated with the more advanced
microphysics schemes. All of the simulations, however, pro-

duce smaller net cloud fractions than observed. Ice water
paths vary less between the simulations than liquid water
paths. The colder and drier atmosphere driven by the Global
Forecast System (GFS) initial and boundary conditions for
AMPS forecasts produces lesser cloud amounts than the Po-
lar WRF 3.9.1 simulations driven by ERA-Interim.

1 Introduction

West Antarctica is among the most rapidly warming loca-
tions on Earth, and its warming is closely linked with global
sea level rise (Rignot, 2008: Turner et al., 2006; Steig et
al., 2009; Bromwich et al., 2013a, 2014). Recent paleocli-
mate work links temperature increases of a few degrees with
past sea level increases of several meters due to disintegra-
tion of parts of the Antarctic Ice Sheet (DeConto and Pol-
lard, 2016). Additional rise in Antarctic summer tempera-
tures could lead to more frequent and extensive surface melt-
ing of the West Antarctic Ice Sheet (WAIS) (e.g., Nicolas and
Bromwich, 2014). Conversely, increased temperatures can
result in greater evaporation over the oceans and increased
snowfall over Antarctica (Nicolas and Bromwich, 2014). The
observational evidence shows West Antarctic warming since
the 1950s (Bromwich et al., 2013a). Unlike the elevated ice
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mass of East Antarctica, West Antarctica is highly prone to
intrusions of moist air from the Southern Ocean (Nicolas and
Bromwich, 2011; Scott et al., 2017). Thus, the West Antarc-
tic climate is much more ocean dominated than that of the
colder and drier East Antarctica.

Moisture flux over West Antarctica leads to cloud for-
mation. Clouds alter the net surface radiative flux and can
thus impact the onset, extent, intensity, and duration of sur-
face melting, refreezing, and ultimately meltwater control on
cryospheric dynamics or runoff into the ocean (van Trincht
et al., 2016). Modeling studies have shown that changes
in cloud properties over Antarctica may impact regions of
the globe well beyond high southern latitudes (Lubin et
al., 1998). Moreover, Antarctic clouds have different char-
acteristics than Arctic clouds (Hogan, 1986; Bromwich et
al., 2012; Grosvenor et al., 2012; O’Shea et al., 2017). Sil-
ber et al. (2018a) show that cloud thickness at McMurdo
Station peaks in austral winter, possibly due to cyclone ac-
tivity, while Arctic cloud thickness peaks in boreal summer
(Shupe, 2011). O’Shea et al. (2017) note significantly dif-
ferent types and concentrations of cloud condensation nuclei
(CCN), and ice nuclei (IN) are expected between the Arctic
and Antarctic due to the minimal anthropogenic sources at
high southern latitudes. Aerosols tend to peak in winter and
spring in the Arctic with a minimum during summer, while
Antarctic aerosols tend to peak in austral summer and fall
and are reduced during winter (e.g., Wagenbach et al., 1988;
Schmeisser et al., 2018). Consequently, it is uncertain how
well the findings of the various Arctic field programs and
modeling experiments translate to Antarctica.

Clouds, including liquid water clouds, have a strong mod-
ulation on the local climate (Nicolas and Bromwich, 2011;
Bromwich et al., 2012; Scott et al., 2017; Silber et al., 2018a).
A supercooled liquid cloud is likely to be more optically
thick than a fully glaciated ice cloud (Shupe and Intrieri,
2004; Grosvenor et al., 2012; McCoy et al., 2015). Arctic
cloud modeling studies find that cloud liquid water is fre-
quently underrepresented in simulations with bulk micro-
physics schemes, and this can result in too little longwave
radiation and too much shortwave radiation reaching the sur-
face (e.g., Morrison and Pinto, 2006).

Unfortunately, there have been few Antarctic field
programs to detail cloud microphysical properties (e.g.,
Bromwich et al., 2012; Lachlan-Cope et al., 2016; Scott
and Lubin, 2016). One study in the past decade by the
British Antarctic Survey examined clouds over the Antarc-
tic Peninsula (e.g., Grosvenor et al., 2012; Lachlan-Cope et
al., 2016). Lachlan-Cope et al. (2016) found large differences
in ice crystal concentrations between the clouds on the east-
ern and western sides of the peninsula, while Grosvenor et
al. (2012) found elevated ice crystal concentrations with rel-
atively warm temperature between − 0.4 and −6.6 ◦C. They
also found that several widely used IN parameterizations
poorly represented the observed relationship between ice par-
ticle concentration and temperature. Accordingly, clouds are

frequently poorly represented in numerical simulations for
Antarctica (e.g., Bromwich et al., 2013b; King et al., 2015).
The following sections discuss efforts to evaluate and im-
prove the simulation of Antarctic clouds. The recent AWARE
project is discussed in Sect. 2, while Sect. 3 describes the
Polar WRF simulations for this project, including AMPS nu-
merical weather prediction forecasts for Antarctica. Results
are discussed in Sect. 4, and conclusions are given in Sect. 5.

The prime motivation for this work, as noted by Witze
(2016), is that there has been little in-place atmospheric sci-
ence or climatological field work over interior West Antarc-
tica since 1967, when a weather balloon program ended. A
few automatic weather stations there have provided direct
meteorological information since 1980 (Lazzara et al., 2012).
There is a need to quantify the impact of continental and
oceanic air masses on the local hydrology and surface energy
balance. Furthermore, there is a need for observations that
can enable improved numerical simulations, both regional
and global, through better representation of Antarctic clouds.
The scarcity of cloud observations and well-tested simula-
tions has so far inhibited significant progress. The work pre-
sented here may contribute to improvements to the AMPS
simulations of clouds being sought by the National Center for
Atmospheric Research (NCAR) if computational efficiency
can be achieved (Jordan Powers, personal communication,
2018). Furthermore, we seek to evaluate and improve the nu-
merical weather prediction for Antarctica, where the sparse
observational network, the physics of the polar atmosphere,
and the steep terrain challenge model capabilities (Bromwich
et al., 2012). The need for accurate weather forecasting to
support logistical and scientific activities has been important
since the earliest Antarctic explorations

2 AWARE

The Atmospheric Radiation Measurement (ARM) West
Antarctic Radiation Experiment (AWARE, Witze, 2016) is
a recent field program to study clouds and their impacts
on atmospheric radiative transfer over the Antarctic conti-
nent. AWARE used the joint capabilities of the United States
Antarctic Program, managed by the National Science Foun-
dation, and the Department of Energy’s second ARM Mobile
Facility (AMF2) to provide quantitative data about energy
components, changing air masses, and cloud microphysical
data to improve model simulations of the ice sheet as influ-
enced by Earth system processes. The AMF2 consists of a
collection of lidars, radars, and radiometers taking remote-
sensing observations of the Antarctic clouds combined with
in situ instruments documenting the atmospheric state, but
more comprehensive observations are needed.

Beginning late November 2015, AMF2 was deployed to
Antarctica to make the most extensive suite of measurements
in more than 40 years (Witze, 2016). The primary AWARE
site was McMurdo Station (77.85◦ S, 166.72◦ E) at the south-
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ern tip of Antarctica’s Ross Island, where observations took
place between November 2015 and January 2017. A smaller
suite of instruments was also deployed to the WAIS Divide
(79.468◦ S, 112.086◦W, 1803 m above sea level (a.s.l.)) for
47 d during the early and middle parts of austral summer (De-
cember 2015–January 2016).

The WAIS Divide component of the AWARE field cam-
paign ran from 4 December 2015 through to 18 January
2016. A suite of ARM Mobile Facility instruments (Mather
and Voyles, 2013) optimized for surface energy budget obser-
vations was moved from McMurdo to the WAIS Divide site
during this period. Estimates of upper-air temperature and
moisture were obtained from 6-hourly rawinsonde launches
and continuous retrievals from a profiling microwave ra-
diometer (MWR, Morris 2006). Liquid water path (LWP)
was extracted from a co-location of the MWR with a G-Band
Vapor Radiometer Profiler (Cadeddu, 2010). The uncertainty
of observed LWP is 10 g m−2 (Cadeddu et al., 2009).

Upwelling shortwave and longwave radiative flux com-
ponents were measured by a Surface Energy Balance Sys-
tem (SEBS, Cook, 2018). Downwelling flux components
were measured by a Sky Radiation System, which con-
sists of a normal incidence pyrheliometer, shaded pyranome-
ters, and pyrgeometers (Dooraghi et al., 1996). The global
downwelling shortwave flux was computed as in Nicolas et
al. (2017). Surface fluxes for sensible and latent heat are de-
rived according to the algorithm of Andreas et al. (2010).
Near-surface measurements of temperature, moisture, and
wind speed were measured by the ARM surface meteoro-
logical instrumentation (Holdridge and Kyrouac, 1993). In-
struments at the WAIS Divide were unable to obtain reliable
measurements of the heat flux within the ice pack. As an al-
ternative, estimates of the conductive heat flux from the ice
surface and the underlying ice were taken from Nicolas et
al. (2017), who calculated the residual of other terms in the
surface energy balance.

A cloud mask (derived from detected hydrometeor-bearing
air volumes) is used to determine the cloud and liquid
occurrence fractions at the WAIS Divide associated with
the method of Silber et al. (2018a). In brief, depolariza-
tion micropulse lidar (MPL; Flynn et al., 2007) observa-
tions are used to generate a linear depolarization ratio (LDR)
versus log-scaled particulate backscatter cross-section two-
dimensional histogram that can identify the hydrometer cat-
egories (Silber et al., 2018b, c).

Hourly time series of total hydrometeor and liquid-cloud
fractions were calculated from the processed cloud and liquid
masks (with column integration). The occurrence fractions
were normalized relative to the hourly MPL data availabil-
ity, under the assumption that the measured period provided
an acceptable representation of the whole hour. It should be
noted that the MPL pulse can occasionally be completely at-
tenuated by optically thick cloud layers (for example, as part
of a frontal system). Therefore, the real cloud top, geometri-

cal cloud thickness, and potentially the liquid occurrence are
underestimated by the MPL in these situations.

3 Polar WRF simulations

The advanced research Weather Research and Forecasting
Model (WRF) is an extensively used community numerical
weather prediction model for numerous applications world-
wide (e.g., Skamarock et al., 2008). Most of the polar opti-
mizations for Polar WRF are added in the Noah land surface
model (Barlage et al., 2010) and improve the representation
of heat transfer through snow and ice (Hines and Bromwich,
2008; Hines et al., 2015). Fractional sea ice was implemented
in Polar WRF by Bromwich et al. (2009), followed by the
addition of specified variable sea ice thickness, snow depth
on sea ice, and sea ice albedo. These updated options were
developed by the Polar Meteorology Group (PMG) at Ohio
State University’s Byrd Polar and Climate Research Center
and were included in the standard release of WRF (NCAR
Mesoscale and Microscale Meteorology, 2019) with the help
of the Mesoscale and Microscale Meteorology Division at
NCAR (Hines et al., 2015). Hines et al. (2011) made compar-
isons for cloud and radiation quantities between Polar WRF
3.0.1.1 simulations and observations at the north slope of the
Alaska ARM site.

Recently, Deb et al. (2016) evaluated Polar WRF 3.5.1
versus near-surface observations from West Antarctica. They
found that pressure is simulated with high skill, and wind
speed is generally well represented. The timing and ampli-
tude of strong wind events were well captured. There were
weaknesses in the diurnal cycle of temperature, especially
denoted by a cold summertime minimum temperature bias.
This was attributed to a negative bias in downwelling long-
wave radiation, consistent with clouds over Antarctica being
poorly represented by models (e.g., Bromwich et al., 2012,
2013b; King et al., 2015; Listowski and Lachlan-Cope,
2017). Arctic modeling studies, however, suggest reason for
optimism as Hines and Bromwich (2017) improved the rep-
resentation of low-level liquid clouds by Polar WRF 3.7.1
with adjustments to the microphysics for simulations of the
Arctic Summer Cloud Ocean Study (ASCOS, Tjernström et
al., 2014) near the North Pole during the period August–
September 2008.

3.1 AMPS

To improve forecasting support for the United States Antarc-
tic Program, the National Science Foundation’s Office of
Polar Program initiated the Antarctic Mesoscale Prediction
System (AMPS, Powers et al., 2012) in the year 2000. The
AMPS is a real-time numerical weather prediction with Po-
lar WRF through a collaboration between the National Cen-
ter for Atmospheric Research (NCAR) and the PMG. The
AMPS supports a variety of scientific and logistical needs
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for its international user base and has reduced costly flight
turn-arounds between Christchurch, New Zealand, and the
McMurdo Station (Powers et al., 2012).

For the time of the AWARE WAIS case study, the AMPS
grid system consists of a series of nested domains with 60
vertical levels between the surface and the model top at
10 hPa. There are 12 layers in the lowest 1 km, with the levels
nearest the surface at 10, 37, 73, and 119 m . The outermost
domain had 30 km horizontal resolution and covered Antarc-
tica and much of the Southern Ocean (Fig. 1a). Grid 2 had
10 km resolution and covered the Antarctic continent. Four
additional higher-resolution nested domains (3.3 or 1.1 km)
covered the Antarctic Peninsula, the South Pole and the re-
gion near the McMurdo Station. For the present study, grid 2
fields from the AMPS forecasts are used, and results are bi-
linearly interpolated to the WAIS Divide from the four near-
est grid points. Sea ice fraction is provided by the National
Snow and Ice Data Center analyses. The mesoscale repre-
sentation in the initial fields is enhanced by the assimilation
with 3-D variational data assimilation (Barker et al., 2004).
Ingested fields include surface data, upper-air soundings, air-
craft observations, geostationary and polar-orbiting satellite
atmospheric motion vectors (AMVs), Constellation Observ-
ing System for Meteorology, Ionosphere, and Climate (COS-
MIC) GPS radio occultations, and Advanced Microwave
Sounding Unit (AMSU) radiances. Twice daily AMPS fore-
casts are begun from analyses at 00:00 and 12:00 UTC of the
Global Forecast System (GFS, NOAA Environmental Mod-
eling Center, 2003), a global forecast system run by the U.S.
National Centers for Environmental Prediction. For the cur-
rent study we use the AMPS output for forecast hours 12–
21 at 3 h intervals. Thus, our AMPS fields have a spin-up
of a minimum of 12 h, with the possibility of jumps ev-
ery 12 h due to the change toward a more recent initializa-
tion time. AMPS forecast fields in original WRF format are
available from NCAR Mesoscale and Microscale Meteorol-
ogy (2019). Selected AMPS output fields for March 2006–
December 2016 for grids 2–6 can be downloaded from the
Polar Meteorology Group (2017).

The scarcity of Antarctic meteorological observing sta-
tions and satellite blackout periods that can coincide with
peak aircraft flight times increase the need for AMPS ac-
curacy. Wille et al. (2017) note that unpredicted fog, low
ceilings, and high winds lead to costly flight mission fail-
ures over Antarctica, thus accurately predicting acceptable
flight windows is essential to prevent delays for science mis-
sions and cargo transportation. Unfortunately, the AMPS has
been shown to underestimate low clouds over the Antarctica
(Wille et al., 2017). According to Pon (2015) the cloud frac-
tion product in the AMPS is so unreliable that most forecast-
ers rely more on the AMPS relative humidity as a proxy for
cloud predictions. Therefore, addressing the cloud prediction
in the AMPS is a primary concern of this work.

The AMPS simulations used for the period 00:00 UTC
1 December 2015–12:00 UTC 19 January 2016 employ Po-

Figure 1. Antarctic Mesoscale Prediction System (AMPS) grids (a)
and grid for Polar WRF 3.9.1 simulations (b). The locations of
McMurdo Station and the WAIS Divide are shown by triangles.
Topography (m) is shown by color scales for both panels. Grid 2
in (a) with 10 km horizontal resolution is the same as the grid shown
in (b). Grid 1 in (a) has 30 km resolution.

lar WRF 3.3.1 as described by Wille et al. (2017). After-
ward, the AMPS forecast system was upgraded to Polar WRF
3.7.1 (Table 1). The update has no impact on our analyses
for the WAIS Divide, where all of the observations con-
cluded prior to the change. Grid 2 at 10 km resolution has
667× 628 horizontal grid points. The boundary layer is rep-
resented with the Mellor–Yamada–Janjić planetary bound-
ary layer scheme with nonsingular implementation of level
2.5 Mellor–Yamada closure for turbulence in the planetary
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Table 1. Simulations for 3 December 2015 to 21 January 2016.

Run Model Microphysics scheme Frequency Start time Used Data source
hours

AMPS Polar WRFa 3.31–3.7.1b WRF single-moment 5-class (WSM5C) 12 h 00:00 and 12:00 UTC 12–21 GFS
WSM5C Polar WRF 3.9.1 WRF single-moment 5-class (WSM5C) 24 h 00:00 UTC 12–35 ERA-Interim
WRF GFS Polar WRF 3.9.1 WRF single-moment 5-class (WSM5C) 24 h 00:00 UTC 12–35 GFS
Morrison Polar WRF 3.9.1 Morrison 2–Moment 24 h 00:00 UTC 12–35 ERA-Interim
Thompson Polar WRF 3.9.1 Thompson–Eidhammer (Thompson) 24 h 00:00 UTC 12–35 ERA-Interim
P3 Polar WRF 3.9.1 Morrison–Milbrandt (P3) 24 h 00:00 UTC 12–35 ERA-Interim

a Antarctic adaptations and data assimilation are included in the AMPS simulation. b The AMPS was upgraded from Polar WRF v. 3.3.1 to v. 3.7.1 on 19 January 2016.

boundary layer and free atmosphere (Janjić, 1994). Cumu-
lus is parameterized with the Kain–Fritsch scheme. The sur-
face physics are represented with the 4-layer Noah land sur-
face model with polar modifications (Bromwich et al., 2009;
Hines et al., 2015). Other physics options include the God-
dard shortwave radiation scheme (Chou et al., 2001), and
the Rapid Radiative Transfer Model for GCMs (RRTMG,
Clough et al., 2005) longwave radiation scheme. The WRF
single-moment 5-class scheme (WSM5C, Hong et al., 2004)
is employed to represent the cloud microphysics.

3.2 Polar WRF 3.9.1 simulations

Additional numerical simulations during the time of the
AWARE field program are conducted with Polar WRF
version 3.9.1 (Table 1). These are single-domain simulations
with the same grid and topography as the AMPS grid 2
(Fig. 1b). The 60 vertical layers are identical to the AMPS
simulations. In addition to the AMPS, prior simulations of
Polar WRF guide the selection of physical parameterizations
(e.g., Wilson et al., 2011, 2012; Bromwich et al., 2013b;
Cassano et al., 2017; Hines and Bromwich, 2017). The
Mellor–Yamada–Nakanishi–Niino (MYNN; Nakanishi and
Niino, 2006) level-2.5 scheme is used for the atmospheric
boundary layer and the corresponding atmospheric surface
layer. We use RRTMG for longwave and shortwave radi-
ation. Cloud liquid water, cloud ice, and snow impact the
shortwave and longwave radiation, but rain water is not used
in the radiation calculations. Cumulus is parameterized with
the Kain–Fritsch scheme (Kain, 2004). The polar-optimized
Noah land surface model is also used. The Polar WRF 3.9.1
simulations presented here input fractional sea ice concentra-
tions from gridded fields at 12.5 km resolution processed by
l’Institut Français de Recherche Pour l’Exploitation de La Mer
(ftp://ftp.ifremer.fr/ifremer/, last access: 27 September
2019). The sea ice fraction for 12:00 UTC 10 January 2016
is shown in Fig. 2b. Sea ice albedo is set at 0.80, which is
the same as the snow albedo.

One simulation, referred to as WRF GFS, is conducted
with initial and boundary conditions taken from the GFS fi-
nal analysis. The AMPS forecasts use the GFS forecasts by
the same model which are available at the time. Thus, the

AMPS and WRF GFS are conducted with the same fore-
cast system, although the products used will not be iden-
tical. Additional observations are assimilated into the final
analysis. Initial and boundary conditions of meteorological
fields for the other Polar WRF 3.9.1 simulations are interpo-
lated from ERA-Interim reanalysis (ERA-I; Dee et al., 2011)
fields available every 6 h on 61 sigma levels and the surface
at T255 resolution. We have made this change to obtain the
best available agreement with observed clouds and radiation.
Bracegirdle and Marshall (2012) found that, among the re-
analyses they evaluated, ERA-I best represented the atmo-
spheric circulation near Antarctica. Bromwich et al. (2013b)
found that the boundary layer temperature fields were better
represented in WRF simulations driven by ERA-I. Nudging
toward analysis fields or observations is not performed on
grid 2 during the forecast segment of the AMPS forecasts,
and no nudging is included for the Polar WRF 3.9.1 simula-
tions. Besides the microphysics schemes that are of interest
to us, some differences between the AMPS and Polar WRF
3.9.1 simulations will occur due to the different base ver-
sions of WRF, the source for driving initial and boundary
conditions, and the data assimilation used for AMPS initial-
ization. Strict equality between the AMPS and Polar WRF
simulations is not required for the goals of this paper, as we
are interested in testing the sensitivity to the microphysics
parameterization.

As shown in Table 1, four different schemes are employed
for the cloud microphysics to see how the schemes im-
pact the atmospheric hydrology and cloud radiative effect.
Listowski and Lachlan-Cope (2017) previously tested five
schemes with Polar WRF 3.5.1 for simulations over the cen-
tral Antarctic Peninsula; however, we are interested in two
newer schemes that have become available in more recent
versions of WRF. Furthermore, the WAIS Divide is more
southerly and colder, and the local atmosphere is likely to be
more pristine than over the Antarctic Peninsula, where the
oceanic influence is strong.

First, we consider WSM5C as it is the microphysics
scheme used for the AMPS. This widely used scheme is com-
putationally efficient and considers cloud water, cloud ice,
rain, and snow as hydrometer classes. Cloud water and cloud
ice are suspended, while rain and snow gradually precipitate
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Figure 2. Plots of (a) simulated 2 m temperature (◦C, color scale),
sea level pressure (contours, hPa), and 10 wind barbs (m s−1), and
(b) represents sea ice fraction for 12:00 UTC 10 January 2016. Tri-
angles are the locations of McMurdo Station and the WAIS Divide
in (b).

out with a fall speed. Supercooled water is allowed to ex-
ist, and falling snow gradually melts at temperatures above
0 ◦C. Given that the AMPS simulations and the new Po-
lar WRF 3.9.1 simulations are not conducted with identical
model configurations, the simulation referred to as WSM5C
(Table 1) is required for comparisons.

Three more recent schemes are also tested. Following
Hines and Bromwich (2017), the two-moment Morrison
scheme (e.g., Morrison et al., 2005, 2009) is used as it has
been extensively tested in the Arctic and is known for its
ability to simulate supercooled liquid water (e.g., Morri-
son et al., 2008; Klein et al., 2009; Solomon et al., 2011,
2014, 2015). It was amongst the best performing schemes in
the simulations from Listowski and Lachlan-Cope (2017) .
This two-moment bulk microphysics scheme predicts mix-
ing ratios for cloud water, cloud ice, rain, snow, and grau-
pel, and predicts number concentrations for cloud ice, snow,
rain, and graupel. Particle size distributions are specified with
gamma functions. The IN are parameterized according to
the Cooper curve, with greater ice crystal concentrations at
lower temperatures (Cooper, 1986). The prediction of two-
moments (number concentration and condensate mixing ra-
tio) allows a more robust treatment of the particle size dis-
tributions that are important for the microphysical process
rates and cloud and precipitation evolution. The liquid wa-
ter droplet concentration for clouds, however, is specified in
the WRF implementation. The standard setting with WRF is
250 cm−3. Hines and Bromwich (2017) found the best re-
sults during the pristine ASCOS study in the Atlantic sector
of the Arctic when the value was reduced to 20 cm−3 or less.
For our AWARE simulations, we have selected 50 cm−3. The
observations of Lachlan-Cope et al. (2016) and O’Shea et
al. (2017) suggest liquid droplet concentrations are typically
above 100 cm−3 for clouds over the Antarctic Peninsula and
the Weddell Sea.

Simulations are also performed with the aerosol-aware
Thompson microphysics scheme (Thompson and Eidham-
mer, 2014), which is an advance over the earlier Thompson
et al. (2008) bulk microphysics scheme that was one-moment
for cloud water and two-moment for cloud ice. This micro-
physics scheme accounts for cloud nucleating aerosol par-
ticles and five water species: cloud water, cloud ice, rain,
snow, and graupel. The scheme includes 1st-order aerosol
treatment with interactive IN and CCN concentrations. Nu-
cleation or complete evaporation of hydrometeors deplete or
add to condensation nuclei. Thus, the CCN process is now
more interactive on a local scale. Cloud water, cloud ice, and
rain are treated with two-moment predictions but snow with
only single moment (mixing ratio) predictions. We refer to
this scheme as the Thompson scheme. All cloud ice with
diameters exceeding 200 µm are converted to snow, which
tends to reduce cloud ice mixing ratios and ice particle di-
ameters in comparison to other schemes (Greg Thompson,
personal communication, 2017). Rather than using constant
global values for CCN and IN that may be inappropriate for
the polar regions, climatological values for CCN and IN are
taken from a global dataset with spatial and monthly vari-
ability. The dataset is from a 7-year simulation of the God-
dard Chemistry Aerosol Radiation and Transport (GOCART)
model.
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The final microphysics scheme is the Morrison–Milbrandt
P3 scheme (Morrison and Milbrandt, 2015), hereafter called
the P3 scheme. The use of the WRF 3.9.1 in our simulations
is motivated by the addition of the very recent P3 scheme to
the microphysics options. The new scheme avoids the previ-
ous arbitrary categorization of frozen hydrometers into cloud
and precipitation, and thus allows for a continuum of par-
ticle properties. Fall speed is now applied across the con-
tinuum, rather than being limited to precipitation. There are
four ice mixing ratio variables: total mass, rime mass, rime
volume, and number, allowing for 4 degrees of freedom. Liq-
uid hydrometers use a standard two-moment approach with
cloud and rain categories. The constant liquid droplet num-
ber, 400 cm−3, is larger than the standard value for the Mor-
rison scheme.

Both the P3 scheme and the Thompson scheme were un-
available in Polar WRF 3.5.1 when Listowski and Lachlan-
Cope (2017) ran simulations for the Antarctic Peninsula.
They tested the WSM5C, the WRF double-moment scheme,
the Morrison scheme, the older Thompson scheme (Thomp-
son et al., 2008), and the Milbrandt scheme (Milbrandt and
Yau, 2005). The older Thompson scheme lacks the aerosol
predictive ability of the newer Thompson scheme, and is sin-
gle moment in cloud water. The last three schemes simulated
clouds in best agreement with observations (Listowski and
Lachlan-Cope, 2017). All schemes were unsuccessful in rep-
resenting the supercooled water for some temperature ranges,
but the results show that some schemes with more compli-
cated microphysical parameterizations show improvements
in representing Antarctic clouds.

The six simulations for this study are shown in Table 1.
The AMPS 3 h output was retrieved for 1 December 2015
to 31 January 2016. Five Polar WRF 3.9.1 simulations were
then performed. The AMPS has the same microphysics as
the WSM5C and WRF GFS simulations. Unlike the AMPS
forecasts, we used 24 hourly points of the Polar WRF 3.9.1
run segments. A 12 h spin-up is taken for each segment ini-
tialized at 00:00 UTC each day from 3 December 2015 to
19 January 2016. Output each hour for hours 12–35 is com-
bined into fields spanning 12:00 UTC 3 December 2015 to
11:00 UTC January 2016. Polar WRF output is bilinearly in-
terpolated from the four nearest grid points to the location of
the WAIS Divide.

4 Results

The time period of the December 2015–January 2016 field
program at the WAIS Divide includes a major melting event
over the Ross Ice Shelf and the adjacent Siple Coast of West
Antarctica (Nicolas et al., 2017). Temperature over the Ross
Ice Shelf and West Antarctica increased after 10 January,
and many observing sites there experienced maximum tem-
peratures above freezing for several days during the melting
event. Figure 2a shows meteorological fields near the onset of

Figure 3. Time series of (a) 2 m temperature (◦C) and (b) down-
welling longwave radiation (W m−2) for the period 7–15 January
2016. The solid black curves show the observed temperature in (a)
and the observed longwave radiation from Nicolas et al. (2017)
in (b). The AMPS values are shown by dotted blue curves while
dotted violet curves show the values from the Polar WRF 3.9.1 sim-
ulation with the WRF single-moment 5-class microphysics. The red
curve shows the WRF GFS simulation.

the melting event, including the sea level pressure field, 2 m
temperature, and 10 m wind speed from the WSM5C simu-
lation at 12:00 UTC 10 January. Nicolas et al. (2017) discuss
the contribution of a blocking high between 90 and 120◦W
to the melting event. Correspondingly, Fig. 2a displays anti-
cyclonic shear for the wind barbs at this location. Northerly
winds produce widespread advection of warm air over the
Ross and Amundsen seas to the ice shelf and West Antarc-
tica.

4.1 Temperature and radiation

Time series of the 2 m temperature at the WAIS Divide
for 7–15 January reveal large warming after 12:00 UTC
10 January (Fig. 3a). The observed temperature increases by
13.6 ◦C over 10 h after the minimum, then increases further
to −1.4 ◦C at 18:00 UTC 11 January. Warmer locations at
lower elevations over West Antarctica allow melting to occur
(Nicolas et al., 2017). After a second peak of−1.8 ◦C late on
12 January, the WAIS Divide temperature gradually cools.
The AMPS has a slight negative bias prior to the warming,

www.atmos-chem-phys.net/19/12431/2019/ Atmos. Chem. Phys., 19, 12431–12454, 2019



12438 K. M. Hines et al.: Microphysics of West Antarctic summer clouds

then a negative bias of several degrees during the warm pe-
riod that follows (Fig. 3a). Interestingly, the WSM5C sim-
ulation with Polar WRF 3.9.1 driven by ERA-I eliminates
most of the negative bias prior to 10 January and during the
warm period. The minimum temperature, however, drops to
−22.4 ◦C at 08:00 UTC on 10 January in WSM5C. The sim-
ulation known as WRF GFS is frequently warmer than the
AMPS for the time series shown in Fig. 3a but is usually
colder than WSM5C during this time.

Table 2 shows statistics of simulations compared to ob-
servations. A total of 1099 hourly observations are avail-
able for most meteorological variables from 06:00 UTC on
4 December to 00:00 UTC on 19 January. Only values every
3 h are used for AMPS statistics, since output was available
at these intervals, and means, biases and other statistics are
impacted by the reduced number of values (367). For each
variable, Table 2 shows observed averages, and the follow-
ing rows show the AMPS, WSM5C, Morrison, Thompson,
and P3 statistics. The largest magnitude temperature bias is
for the AMPS, which has a negative bias of 1.6 ◦C during the
observed period, and this appears in the time series shown in
Fig. 3a. A negative bias is still present in WSM5C. However,
it is reduced to 0.3 ◦C (Table 2). Both biases are statistically
significant from zero at the 99 % confidence level according
to the Student’s t test. The bias for WRF GFS, −1.5 ◦C, is
similar to that of the AMPS.

The reduced negative bias for WSM5C can be understood
following the sensitivity tests by Bromwich et al. (2013b),
with driving by the GFS final analysis (FNL) and ERA-I.
They found the sensitivity to the source for initial and bound-
ary conditions varied depending upon season and the choice
of physical parameterizations. Their comparison using Polar
WRF 3.2.1 with the MYNN planetary boundary layer and the
RRTMG radiation scheme has the closest model configura-
tion to that used for the AMPS and the Polar WRF 3.9.1 sim-
ulations. They found that the 2 m temperature bias changed
from −3.3 to 0.1 ◦C with the switch from driving by FNL to
driving by ERA-I (see their Table 5). Furthermore, the 2 m
dew point bias increased from 1.2 to 4.0 ◦C.

Figure 4 shows scatter plots of the 2 m temperature and
downwelling longwave radiation. The AMPS, WSM5C, and
WRF GFS are shown in Fig. 4a. Morrison, Thompson, and
P3 have similar scatter fields for the 2 m temperature; there-
fore only Morrison is shown (Fig. 4b). The cold bias for
the AMPS is increased for temperature warmer than −8 ◦C.
Therefore, the AMPS is unlikely to be able to properly rep-
resent West Antarctic melting events. Moreover, relatively
warm events at the WAIS Divide are likely to be associ-
ated with cloud cover. This is consistent with Fig. 4c, as
the error in downwelling longwave radiation is larger when
the observed incident radiation at the surface is larger than
200 W m−2. In contrast, the Morrison simulation shows the
simulated temperature to cluster around the one to one line
over the entire range of observed temperature (Fig. 4b). Also,
Morrison, Thompson, and P3 show less longwave error than

the AMPS, WSM5C, and WRF GFS when the observed
downwelling radiation is greater than 270 W m−2 (Fig. 4c
and d).

The warmer and more moist atmosphere in the Polar
WRF 3.9.1 simulations is demonstrated by vertical profiles
of temperature and specific humidity biases compared to
radiosonde observations (Fig. 5). There is a general neg-
ative bias except near 1900 m a.s.l., where the positive bi-
ases reach up to 0.8 to 0.9 ◦C (Fig. 5a). Thus, there is a
weaker near-surface lapse in the simulations than the ob-
servations (not shown). The most extreme bias is the near-
surface cold bias for the AMPS that reaches 2.3 ◦C. The cold
bias for the AMPS is also larger than 1 ◦C between 3500 and
5100 m a.s.l.

An especially striking difference between the AMPS sim-
ulation forced with GFS and the simulations driven with
ERA-I is shown in Fig. 5b. The AMPS is dryer than the
radiosonde observations at the WAIS Divide at all levels
shown, especially in the lowest 3000 m a.s.l. The WSM5C
simulation is slightly drier than the other Polar WRF simula-
tions. The simulations with the newer microphysics schemes
are more moist than the observations just above the sur-
face with biases as large as 0.13 g kg−1. Above the bound-
ary layer, the specific humidity biases are small, generally
below as 0.03 g kg−1, for the simulations with the newer mi-
crophysics. From Fig. 5, we can attribute the differences be-
tween the AMPS and WSM5C simulations to the colder and
drier atmosphere initiated with GFS initial conditions for the
AMPS.

Figures 3b and 6b help to explain the near-surface temper-
ature results. Downwelling longwave radiation shows a clear
negative bias for both the AMPS and WSM5C, but the mag-
nitude is much larger for the former. Table 3, with contri-
bution from SEBS observations for 7 December to 16 Jan-
uary, shows that the downwelling longwave bias is quite
large, −41.5 W m−2 for the AMPS. The bias is reduced to
−14.8 W m−2 for WSM5C and−17.0 W m−2 for WRF GFS.
The WRF GFS simulation also has a slightly larger down-
welling shortwave radiation bias, 22.3 W m−2, than the other
Polar WRF 3.9.1 simulations. Since the WRF radiation bi-
ases for WRF GFS are not greatly different than those of
the WSM5C simulation which has the same microphysics
scheme, WRF GFS is not discussed further.

The deficit in longwave radiation is contributing to the
negative temperature bias. Even though the downwelling
shortwave biases are positive for the AMPS and WSM5C
(Table 3), most of the solar flux is reflected by the ice surface.
Thus, the net radiation flux bias is negative, −3.3 W m−2,
for the AMPS. This is consistent with the greater impact
of longwave cloud forcing than shortwave cloud forcing
over Antarctica (Pavolonis and Key, 2003). Since a negative
bias in downwelling longwave radiation and a positive bias
for downwelling shortwave radiation are found for both the
AMPS and WSM5C, we believe Polar WRF 3.9.1 simula-
tions can be used to explore the cloud radiative biases that
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Table 2. Model performance at WAIS for the period 4 December 2015–19 January 2016.a

Variable Run Values Average Biasb Correlation Mean absolute Root mean square
error error

Surface pressure Observation 1099 786.4 – – – –
(hPa) AMPS 367 787.2 0.9 0.99 1.2 1.5

WSM5C 1099 787.1 0.7 0.99 1.0 1.3
Morrison 1099 787.1 0.8 0.99 1.0 1.3
Thompson 1099 787.1 0.7 0.99 1.0 1.3
P3 1099 787.1 0.7 0.99 1.0 1.3

2 m temperature Observation 1099 −14.1 – – – –
(◦C) AMPS 367 −15.7 −1.6 0.86 2.1 2.7

WSM5C 1099 −14.0 −0.3 0.89 1.6 2.2
Morrison 1099 −14.4 0.1 0.91 1.5 2.0
Thompson 1099 −13.6 0.5 0.90 1.5 2.1
P3 1099 −13.4 0.7 0.90 1.6 2.1

2 m specific humidity Observation 1099 1.23 – – – –
(g kg−1) AMPS 367 1.25 0.02 0.83 0.25 0.36

WSM5C 1099 1.40 0.18 0.90 0.26 0.34
Morrison 1099 1.45 0.22 0.93 0.26 0.34
Thompson 1099 1.47 0.25 0.92 0.28 0.36
P3 1099 1.49 0.26 0.92 0.29 0.37

10 m wind speed Observation 1099 6.0 – – – –
(m s−1) AMPS 367 5.6 −0.4 0.77 1.5 2.0

WSM5C 1099 5.8 −0.3 0.80 1.3 1.7
Morrison 1099 5.9 −0.2 0.79 1.3 1.8
Thompson 1099 6.0 0.0 0.79 1.3 1.8
P3 1099 6.0 −0.1 0.77 1.4 1.9

10 m direction Observation 1099 138.3 – – – –
(◦) AMPS 367 137.6 −1.6 0.58 27.4 45.2

WSM5C 1099 147.8 9.5 0.67 25.3 42.9
Morrison 1099 150.0 11.8 0.66 25.4 42.3
Thompson 1099 151.9 13.7 0.68 26.3 43.5
P3 1099 154.5 16.2 0.70 26.6 43.8

a Statistics are calculated from hourly values during the period 06:00 UTC 4 December 2015–00:00 UTC 19 January 2016 for the observations and the Polar
WRF 3.9.1 runs. Values every 3 h are used for the AMPS results. Six values are shown in each column for each variable. The values are for observations
(average only), the Antarctic Mesoscale Prediction System (AMPS), Polar WRF 3.9.1 simulation with the WRF single-moment 5-class microphysics (WSM5C),
Polar WRF 3.9.1 simulation with the Morrison microphysics (Morrison), Polar WRF 3.9.1 simulation with the aerosol-aware Thompson microphysics
(Thompson), and Polar WRF 3.9.1 simulation with the Morrison–Milbrandt microphysics (P3).
b All biases are statistically significant from zero at the 95 % confidence level according to the Student’s t test except for values shown in bold. Most biases are
also significant at the 99 % confidence level.

impact the AMPS forecasts and aim to seek improvements.
Downwelling and upwelling longwave biases for both the
AMPS and WSM5C are all statistically significant (Table 3).

Figure 6 shows the diurnal cycles of average fields for 2 m
temperature, downwelling longwave radiation, downwelling
shortwave radiation, and upwelling shortwave radiation. The
time periods for averaging are 4 December 2015–19 January
2016 for the temperature and 7 December 2015–16 January
2016 for the radiation terms. Simulated biases in these fields
vary with time of day, with local noon near 19:30 UTC. To
provide an idea of the statistical significance of differences
in Fig. 6a, we use the Student’s t test for the AMPS and the
observations. The observed temperature time series was ad-

justed each hour of the day by a constant value until the sta-
tistical significance of the model minus observed difference
was at the boundary of the 95 % confidence level. Account-
ing for autocorrelation in the temperature time series, the de-
grees of freedom were reduced by a factor of 3. Accordingly,
the bias at which the statistical confidence would be 95 %
could be established. The error bars every 3 h in Fig. 6a show
the range next to the observations for which differences are
not statistically significant. Since AMPS values and observa-
tions of the surface energy balance are simultaneously avail-
able only four times a day, we use the WSM5C simulation
and the observations to determine the statistical significance
error bars for Fig. 6b–d (every 2 h beginning at 01:00 UTC).
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Table 3. Surface energy balance at WAIS for the period 7 December 2015–16 January 2016.a

Variable Run Values Average Biasb Correlation Mean error RMSE

Downwelling Observation 492 373.1 – – – –
shortwave AMPS 164 446.9 70.4 0.92 76.3 97.3
radiation WSM5C 492 390.1 17.0 0.94 46.9 60.8

Morrison 492 392.9 19.8 0.94 46.5 59.5
Thompson 492 375.6 2.5 0.94 42.4 54.8
P3 492 358.9 −14.2 0.92 51.9 67.4

Downwelling Observation 492 210.6 – – – –
longwave AMPS 164 169.6 −41.5 0.51 43.7 54.1
radiation WSM5C 492 195.8 −14.8 0.64 26.5 35.1

Morrison 492 202.7 −7.9 0.72 22.6 29.3
Thompson 492 211.0 0.4 0.72 21.0 27.8
P3 492 212.4 1.8 0.73 22.4 29.0

Upwelling Observation 492 314.7 – – – –
shortwave AMPS 164 357.5 40.3 0.94 50.7 63.9
radiation WSM5C 492 310.1 −4.6 0.95 38.4 46.6

Morrison 492 313.3 −1.4 0.95 34.1 42.4
Thompson 492 298.7 −16.0 0.96 35.4 45.4
P3 492 277.6 −37.1 0.93 51.2 65.7

Upwelling Observation 492 256.5 – – – –
longwave AMPS 164 248.7 −8.0 0.81 10.3 13.7
radiation WSM5C 492 254.3 −2.2 0.85 8.4 11.2

Morrison 492 257.2 0.8 0.90 7.3 9.5
Thompson 492 259.8 3.4 0.89 7.3 9.6
P3 492 261.1 4.7 0.89 7.9 10.2

Net Observation 492 12.6 – – – –
radiation AMPS 164 10.2 −3.3 0.70 15.1 18.4

WSM5C 492 21.5 8.9 0.70 16.1 20.5
Morrison 492 25.1 12.6 0.73 17.5 22.4
Thompson 492 28.0 15.5 0.75 18.7 23.7
P3 492 32.6 20.0 0.72 22.5 28.4

Sensible Observation 492 0.9 – – – –
heat flux AMPS 164 1.8 0.7 0.76 5.8 7.7

WSM5C 492 6.2 5.3 0.78 8.9 12.0
Morrison 492 8.3 7.4 0.81 10.1 13.4
Thompson 492 9.7 8.8 0.83 10.6 14.2
P3 492 11.4 10.5 0.81 12.1 16.0

Latent Observation 492 4.2 – – – –
heat flux AMPS 164 3.4 −0.8 0.82 2.8 3.5

WSM5C 492 5.7 1.5 0.81 3.6 5.1
Morrison 492 7.3 3.2 0.78 4.9 7.0
Thompson 492 8.1 4.0 0.81 5.0 7.1
P3 492 8.8 4.6 0.80 5.6 7.6

Heat Flux Observation 492 7.5 – – – –
into the AMPS 164 5.0 −3.2 0.38 9.2 11.5
ice WSM5C 492 9.6 2.2 0.40 7.9 10.0

Morrison 492 9.5 2.1 0.43 7.5 9.7
Thompson 492 10.2 2.8 0.42 7.9 10.0
P3 492 12.6 5.1 0.47 8.5 10.7

a Statistics are calculated from values every other hour during the period 01:00 UTC 7 December 2015–23:00 UTC 16 January 2016
for the observations and the Polar WRF 3.9.1 runs. Values at 03:00, 09:00, 15:00, and 21:00 UTC are used for the AMPS results. Six
values are shown in each column for each variable. The values are for observations (average only), AMPS, WSM5C, Morrison,
Thompson, and P3.
b All biases are statistically significant from zero at the 95 % confidence level according to the Student’s t test, except for values
shown in bold. Most biases are also significant at the 99 % confidence level.
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Figure 4. Scatter plots of observed values (horizontal axis) and simulated results (vertical axis) of 2 m temperature (◦C) for (a) AMPS,
WSM5C, and WRF GFS. (b) Morrison, and downwelling longwave radiation (W m−2) for (c) AMPS, WSM5C, and WRF GFS, and (d) Mor-
rison, Thompson, and P3. The dashed line shows the 1 : 1 line.

The AMPS mean temperature in the daily cycle is less
than the observed value at all AMPS output times. Only
03:00 UTC is not statistically significant. The observations
have an earlier minimum of −16.0 ◦C at 07:00 UTC, while
the AMPS minimum of −18.5 ◦C occurs at 12:00 UTC. The
AMPS negative bias, peaks at 12:00 UTC (3.1 ◦C). For the
Polar WRF 3.9.1 runs, WSM5C is close enough to the obser-
vations to be within statistical uncertainty for most hours, ex-
cept near the time of minimum temperature, when there is a
negative bias of 1–2 ◦C. The simulations with more advanced
microphysics schemes are warmer than the observations dur-
ing the hours of decreasing temperature. P3 is warmest dur-
ing these times with statistically significant biases of 1.1 to
1.7 ◦C. The transition between run segments at 12:00 UTC
results in a temperature decrease of up to 2 ◦C, but the change
is much less for WSM5C. Starting at 15:00 UTC, the Po-
lar WRF 3.9.1 simulations show small temperature biases
that are not statistically significant. At, or just after, the time
of maximum temperature, the Polar WRF 3.9.1 simulations
show positive biases that are statistically significant for Mor-
rison, Thompson, and P3. Obviously, the choice of micro-
physics scheme impacts the temperature bias at the WAIS
Divide by enough to change the sign of the overall bias, and

this is shown in Table 2 with positive biases of 0.1, 0.5, and
0.7 ◦C using the Morrison, Thompson, and P3 schemes, re-
spectively.

For downwelling shortwave radiation (Fig. 6c), the AMPS
has statistically significant positive biases at all hours, with
the bias peaking at 106 W m−2 at 15:00 UTC. The bias is
much reduced for the Polar WRF 3.9.1 simulations and not
statistically significant at most observation times. The Mor-
rison scheme, however, does show a statistically significant
positive bias ahead of solar noon, while P3 shows a negative
bias after solar noon. Figure 6d shows P3 to be an outlier
for upwelling shortwave radiation near the hours of maxi-
mum insolation. Table 3 shows that the overall biases for all
times during the observing period are 70.4, 17.0, 19.8, 2.5,
and −14.2 W m−2 for AMPS, WSM5C, Morrison, Thomp-
son, and P3, respectively. All these biases are statistically sig-
nificant at the 99 % confidence level, except for the Thomp-
son scheme for which the bias fails the 95 % confidence test.

The shortwave results are encouraging and suggest that
changing the microphysics scheme can greatly alleviate and
perhaps even reverse Antarctic radiation biases in numeri-
cal simulations. It may appear odd, however, that the up-
welling shortwave radiation shows negative biases for all the
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Figure 5. Vertical profiles of average (a) temperature (◦C) and
(b) specific humidity (g kg−1) differences between simulations and
radiosonde observations from 2 to 16 January 2016.

Polar WRF 3.9.1 simulations that do not coincide with down-
welling biases. The difference can be explained by the spec-
ified snow albedo in the WRF Noah routine. The specified
maximum snow albedo is 0.8 for Noah, and average simu-
lation albedos are slightly below this value. The average ob-
served albedo, however, is 0.843. Therefore, a higher frac-
tion of solar insolation is reflected at the WAIS Divide than
in these simulations. This results in a deficit of upwelling
shortwave radiation (Table 3, Fig. 6d). The deficit increases
the net radiation and contributes to the positive temperature
bias for the Morrison, Thompson, and P3. The impact of the
albedo can be seen in the slope of the temperature curves
after 12:00 UTC in Fig. 6a.

We ran a sensitivity test with segments initialized at 00:00
UTC each day between 6 and 16 January 2016. The active pe-
riod for analysis is 12:00 UTC on 6 January until 11:00 UTC
on 17 January. The settings were equal to the WSM5C; how-
ever, the albedo over glacial ice was increased to 0.84, closer
to the observed albedo at the WAIS Divide. For the used part
of the segments (hours 12–35), the 2 m temperature average
was −12.4 ◦C in the sensitivity test. That is, 1.6 ◦C colder
than WSM5C during the same period. That is almost twice
the magnitude of the spread of the bias in Polar WRF 3.9.1
simulations shown in Table 2. We surmise that a more real-

istic surface albedo would likely result in a cold bias for the
Polar WRF 3.9.1 simulations.

The observed downwelling longwave radiation (see
Fig. 6b) has a mean value of 210.6 W m−2 (Table 3). The
AMPS shows a strong negative bias at all hours that peaks
at −53.0 W m−2 at 15:00 UTC. The magnitude of the bias
is much reduced for WSM5C, but the deficit from the ob-
servations is statistically significant at the 95 % confidence
level except at 03:00 and 05:00 UTC. The overall bias for all
times is −14.8 W m−2 and is statistically significant at 99 %
confidence (Table 3). While there is a large difference be-
tween the AMPS and WSM5C, the microphysics scheme is
nevertheless associated with excess incoming shortwave ra-
diation and a deficit in incoming longwave radiation. This is
consistent with the WSM5C results over the Antarctic Penin-
sula reported by Listowski and Lachlan-Cope (2017). They
also found that the Morrison scheme can alleviate radiation
errors. Similarly, the radiation results were improved here
with the Morrison, Thompson, and P3 schemes. While the
WSM5C scheme lies outside the error bars at most hours, the
other three schemes are within the error bars at most hours in
Fig. 6b. Table 3 shows overall downwelling longwave biases
of −7.9, 0.4, and 1.8 W m−2 for Morrison, Thompson and
P3, respectively. The last two biases are not statistically sig-
nificant from zero. Correspondingly, Fig. 6b shows that the
three advanced schemes do not have statistically significant
biases at most hours. The Morrison scheme, however, does
show deficits exceeding 14 W m−2 at 13:00 and 15:00 UTC.
These longwave and shortwave results suggest strengths and
weaknesses in the simulation of Antarctic clouds.

4.2 Clouds

Figure 7 shows the average diurnal cycle over 7 December–
17 January of longwave and shortwave cloud forcing at the
surface for the simulations. Cloud forcing (CF) is defined fol-
lowing Eq. (1):

CF= Fall sky−Fclear sky, (1)

where Fall sky is the net all sky flux, and Fclear sky is the net
clear-sky flux that is estimated to occur without the pres-
ence of clouds. Cloud forcing represents the warming ef-
fect of clouds (or cooling in the case of negative values)
and can be calculated for the longwave, shortwave, or com-
bined flux. Pavolonis and Key (2003) used 1985–1993 data
including Advanced Very-High-Resolution Radiometer on
NOAA polar orbiting satellites and the International Satellite
Cloud Climatology Project to estimate cloud forcing. They
found summertime shortwave cloud forcing of about −10 to
−18 W m−2 for the latitude of the WAIS Divide. Longwave
cloud forcing was 17–35 W m−2. For more recent estimates,
Scott et al. (2017) used the Clouds and the Earth’s Radi-
ant Energy System (CERES) CALIPSO–CloudSat–CERES–
MODIS dataset (Kato et al., 2011) to obtain monthly surface
cloud forcing. From 2007 to 2010 satellite observations for
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Figure 6. Average diurnal cycles over 4 December 2015–19 January 2016 for (a) 2 m temperature (◦C) and (b–d) over 7 December 2015–
16 January 2016 for surface radiation (W m−2). (b) Downwelling longwave radiation, (c) downwelling shortwave radiation, and (d) up-
welling shortwave radiation. The error bars represent the 95 % confidence level for differences between sample averages according the t test
(see text).

points near the WAIS Divide, they found January values of
57.3, −29.1, and 28.3 W m−2 for longwave, shortwave, and
net cloud forcing, respectively.

Polar WRF 3.9.1 produced clear-sky flux values for long-
wave and shortwave radiation, so cloud forcing could be
readily calculated. Clear-sky shortwave fluxes were not avail-
able from the AMPS. Figure 7a clearly shows that the long-
wave cloud forcing for the AMPS is weak, while the long-
wave cloud forcing for WSM5C is less than that of the more
recent schemes. The results for the AMPS and WSM5C are
consistent with the negative temperature biases during these
simulations. P3 produces the greatest overall longwave cloud
forcing, but the impact varies somewhat with time of day.
Thompson produces nearly as much longwave cloud forc-
ing as P3. The overall averages are 12.2, 31.9, 37.1, 44.8,
and 46.1 W m−2 for AMPS, WSM5C, Morrison, Thompson,
and P3, respectively. The simulated cloud forcing tends to be
much greater than the climatological values of Pavolonis and
Key (2003), yet smaller than the values reported by Scott et
al. (2017). Given that clouds contributed to the major melt-
ing event during January 2016 (Nicolas et al., 2017), cloud
forcing in excess of the climatological mean is possible for
this month.

Figure 7b shows shortwave cloud forcing which has
a cooling effect on the surface. There are consider-
able differences between the more recent microphysics
schemes. The overall averages are−11.0,−10.1,−13.7, and
−18.5 W m−2 for WSM5C, Morrison, Thompson, and P3,
respectively. P3 shows a strong diurnal cycle with a mini-
mum magnitude (−13.5 W m−2) at 08:00 UTC and a maxi-
mum magnitude (−25.2 W m−2) at 23:00 UTC near the time
of maximum insolation and temperature. In contrast, Mor-
rison shows a small diurnal variation. More recent micro-
physics schemes produce stronger cloud radiative properties
than WSM5C. Of the recent schemes, P3 shows the strongest
cloud radiative impact, while Morrison shows the least.

The average diurnal cycles of sensible heat flux and the
conductive heat flux into the ice at the WAIS Divide are
shown in Fig. 8. The conductive flux was not directly mea-
sured by Nicolas et al. (2017); however, the flux was esti-
mated from the residual of other terms in the surface en-
ergy balance. The diurnal cycle of sensible heat flux was
greatly amplified in the simulations compared to the obser-
vations (Fig. 8a). The positive sensible heat fluxes into the
atmosphere are especially large near the time of maximum
temperature, with a maximum of 32.3 W m−2 at 19:00 UTC
for P3. The maximum is much smaller for the AMPS
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Figure 7. Average diurnal cycles over 7 December 2015–16 January
2016 for (a) longwave cloud forcing (W m−2) and (b) shortwave
cloud forcing (W m−2). AMPS values are shown in (a) as clear-sky
values are available for longwave radiation; however, they are not
available for shortwave radiation. Consequently, shortwave cloud
forcing was not calculated for the AMPS.

(15.3 W m−2), which is colder. The overall average observed
value is small, 0.9 W m−2 (Table 3). Modeled overall aver-
ages vary from 1.8 W m−2 for the AMPS to 11.4 W m−2 for
P3.

The conductive flux into the ice is a critical term for mass
balance of West Antarctica. Therefore, it is important for
modeling studies to be able to well represent this quantity.
Positive values are expected during December and January
when insolation is large. The overall average for the residual
estimate of Nicolas et al. (2017) is 7.5 W m−2 during the ob-
servational period (Table 3). The AMPS, which has a nega-
tive temperature bias, also has a difference of −3.2 W m−2

compared to the estimated conductive flux of Nicolas et
al. (2017). The overall biases are positive for all the Po-
lar WRF 3.9.1 simulations, with values of 2.2, 2.1, 2.8, and
5.1 W m−2 for WSM5C, Morrison, Thompson, and P3, re-
spectively. The large values during the warmer part of the
day are key to the positive biases (Fig. 8b).

While the previous analysis has concentrated on radia-
tion fields and the surface energy balance, we now more di-
rectly examine the observed and simulated clouds. Figure 9
shows the LWP for the period 2–18 January 2016. Mod-
eled LWP includes both suspended liquid cloud droplets and

Figure 8. Average diurnal cycles over 7 December 2015–16 January
2016 for (a) sensible heat flux (W m−2) and (b) heat flux into the ice
pack (W m−2). The WAIS observations are available for (a), while
an estimate of the heat flux for (b) is available from the residual of
surface energy balance terms.

falling rain. LWP values above zero are observed at most
times, but the AMPS and WSM5C simulate non-zero val-
ues only during the period 11–12 January (Fig. 9a). The re-
sults demonstrate the known difficulty of the WSM5C micro-
physics in simulating liquid water for polar clouds (e.g., Lis-
towski and Lachlan-Cope, 2017). The more advanced micro-
physics schemes simulate liquid water much more frequently
than WSM5C but do not well represent the instantaneous ob-
served liquid water (Fig. 9b). Therefore, we suggest that the
simulation of liquid water in polar clouds remains problem-
atic (e.g., King et al., 2015; Hines and Bromwich, 2017; Lis-
towski and Lachlan-Cope, 2017).

Table 4 shows the average condensate from 00:00 UTC
on 2 January to 00:00 UTC on 18 January. The average ob-
served LWP, 23 g m−2, is larger than in any of the simula-
tions. The largest simulated value is 15.5 g m−2 for P3, which
is consistent with magnitude of cloud forcing for this simula-
tion (Fig. 7). Morrison has a smaller LWP value, 5.1 g m−2,
than Thompson or P3, which corresponds to the weaker
cloud forcing in Fig. 7. The LWP values are small, 0.43 and
0.88 g m−2 for the AMPS and WSM5C, respectively. The ra-
diative impact of microphysics schemes for the WAIS ap-
pears to be strongly linked to the ability to simulate liquid
water.
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Figure 9. Time series of (a, b) liquid water path (mm) and (c) ice
water path (mm) from 00:00 UTC on 2 January to 00:00 UTC
on 18 January 2016. Microwave radiometer (MWR) observations
are available for liquid water path and are shown by solid curves
in (a, b). Values for the AMPS and the WSM5C simulation are
shown in (a, c), while values for the three simulations with advanced
microphysics schemes are shown in (b, c).

Caution should be applied in comparing the distribu-
tions of suspended and precipitation hydrometers between
schemes since the definitions of such categories are arbi-
trary and poorly defined physically (Morrison and Milbrandt,
2015). The distribution of hydrometers can be helpful, how-
ever, in understanding the inner workings of a microphysics
scheme and comparing the simulated amounts of liquid and
ice. Simulated cloud water tends to be 1 or 2 orders of magni-
tude larger than rain water. Little ice is simulated as graupel
or rime. Morrison simulates 1 order of magnitude more snow

Table 4. Mean hydrometers (g m−2) at the WAIS for the period 2–
18 January 2016.

Observations 23.5

Liquid water path AMPS 0.43
Cloud water 0.42
Rain water 0.08

WSM5C 0.88
Cloud water 0.87
Rain water 0.01

Morrison 5.14
Cloud water 5.06
Rain water 0.08

Thompson 6.97
Cloud water 6.82
Rain water 0.15

P3 15.52
Cloud water 15.34
Rain water 0.18

Ice water path AMPS 10.27
Cloud ice 10.05
Snow ice 0.22

WSM5C 20.73
Cloud ice 19.71
Snow ice 1.02

Morrison 15.30
Cloud ice 1.76
Snow ice 13.54
Graupel 0.001

Thompson 23.42
Cloud ice 0.41
Snow ice 22.90
Graupel 0.12

P3 23.15
Cloud ice 22.69
Graupel 0.46

than cloud ice, while the difference is 2 orders of magnitude
for Thompson. In contrast, the simulations with the WSM5C
microphysics produced high amounts of cloud ice but little
amounts of snow. The total ice condensate in the WSM5C
simulation, 21 g m−2, is more than twice the value for the
AMPS, 10 g m−2. More cloud ice in WSM5C can explain
the greater cloud radiative impact compared to the AMPS
given that liquid water is rarely present (Figs. 7a and 9a).
For the more advanced microphysics schemes, the ice water
path (IWP) varies from 15 g m−2 for Morrison to 23 g m−2

for Thompson and P3. Figure 8c indicates that the time series
of IWP often show a rough similarity between schemes. Ac-
cordingly, the amount of liquid water appears to be a stronger
factor in the difference between simulations’ results.
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Figure 10. Time series of cloud fraction for (a) remote-sensing observations, (b) AMPS, (c) the WSM5C and Morrison simulations, and
(d) the Thompson and P3 simulations. Model values of cloud fraction are based upon the Fogt and Bromwich (2008) algorithm using liquid
water path and ice water path.

Figure 10 shows times series of cloud occurrence frac-
tion at the WAIS Divide during the MWR availability pe-
riod. Figure 10a shows values determined from the MPL ob-
servations. For the model, however, cloud fraction requires
a definition. One earlier method was widely used and de-
fined clouds diagnostically. The cloud fraction was deter-
mined based upon factors such as relative humidity, statistic
stability, and vertical velocity (Slingo, 1987). With prognos-
tic cloud schemes, cloud fraction is not necessarily a sim-
ple function of the condensate, and thus we must consider
what value is used for the comparison with observations. One
formula that has been used for comparison between model
and observations is the cloud fraction formulation of Fogt
and Bromwich (2008) calibrated to manual McMurdo Sta-
tion cloud fraction observations:

cloud fraction= 0.075LWP+ 0.170IWP, (2)

where the total cloud fraction is based upon the LWP and
IWP in g m−2. The cloud fraction is limited to the maximum
value of 1. Cloud occurrence fraction from the MPL is not
identical to standard observer-based cloud fraction observa-
tions (e.g., Wagner and Kleiss, 2016). However, the instanta-
neous model cloud fraction by Eq. (2) is typically 1 or very
close to 0, and thus the effective differences between cloud
fraction and cloud fraction occurrence is minimized for com-

parisons between model and observations. Equation (2) is es-
pecially useful for time-averaged cloud fraction, although the
liquid and ice water paths must be instantaneous values, not
time-averaged values.

The observed cloud occurrence fraction is frequently 1,
and the average is 0.77 during this time (Fig. 10a). Cloud-free
times are more common for the AMPS, and thus the average
is 0.32 (Fig. 10b). The Polar WRF 3.9.1 simulations show
some similarity in their time series of cloud fraction, with
the average varying from 0.59 for WSM6C to 0.71 for P3.
Microphysics schemes with stronger cloud radiative forcing
have larger average total cloud fraction (Figs. 7 and 10).

Liquid cloud occurrence fraction is shown in Fig. 11. Only
the first term on the right-hand side of Eq. (2) is used to define
modeled liquid cloud fraction. Liquid clouds are frequently
observed but are rarely simulated by the AMPS (Fig. 11a).
The Morrison scheme simulates liquid clouds much more
frequently than WSM5C but not as frequently as the observa-
tions. The Thompson and P3 schemes simulate liquid clouds
more frequently than the Morrison scheme. Average liquid
cloud fractions are 0.65, 0.01, 0.05, 0.20, 0.26, and 0.34
for the observations, AMPS. WSM5C, Morrison, Thompson,
and P3, respectively.

Figure 12 shows the vertical distribution of cloud frac-
tion. While the observed cloud fraction is again determined
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Figure 11. Time series of liquid cloud fraction for (a) remote-
sensing observations and the AMPS, (b) the WSM5C and Morrison
simulations, and (c) the Thompson and P3 simulations. Model val-
ues of cloud fraction are based upon the Fogt and Bromwich (2008)
algorithm.

by surface-based MPL observations, Eq. (2) is inappropriate
for point values of cloud fraction in a column. We select the
mixing ratio 0.001 g kg−1 as the classic WRF minimum hy-
drometer threshold for cloud in the simulations. Model frac-
tion is either 0 or 1 for total condensate concentrations below
or above the threshold. The upper troposphere is not shown
as the MPL attenuates through cloud layers.

Remote sensing at the WAIS Divide detects clouds that
are frequently present below 650 hPa (Fig. 12a). Detectable
clouds can decrease with height due to attenuation of the lidar
pulse at lower altitudes. Thus, it is not surprising that sim-
ulated clouds are appear deeper (Fig. 12b–f). Furthermore,
the minimum threshold of 0.001 g kg−1 allows model clouds
with the density of very thin cirrus that may be difficult to
observe. We found that simulated cloud tops (not shown) are
sensitive to the specification of the threshold.

Figure 13 shows liquid cloud occurrence fraction to be
more confined to the lower troposphere than total cloud
occurrence fraction (Fig. 12). The simulated liquid clouds,
when present, are near the surface for the simulations with
the WSM5C microphysics (Fig. 13b, c). The more recent mi-
crophysics schemes simulate deeper liquid clouds.

Figure 14 shows the mean cloud fraction profiles above
sea level (a.s.l.) for the period 2–16 January. As noted ear-
lier, the MPL pulse attenuation likely results in some under-
estimation of both the total cloud and liquid occurrence frac-
tions at higher elevations. Returning to Fig. 12 that shows
shallow clouds with variable vertical structure observed by
the MPL, while the simulations have deep, vertically aligned
clouds, the means shown in Fig. 14 display this difference
in vertical structure. The averaging of frequent deep cloud
structures results in high mean values for the simulations,
compared to the means of the more variable observations.
Therefore, a vertically aligned cloud overlap better repre-
sents the simulated clouds than a random overlap. These
stacked clouds reduce the modeled cloud fraction shown in
Fig. 10, as the middle cloud layer is on of top of the low cloud
layer, rather than additive to the cloud fraction. The observed
average total cloud fraction peaks at 0.51 at 1985 m a.s.l.
(Fig. 14a). The fraction decreases to 0.30 near 2300 m a.s.l.
then decreases to 0.10 above 3300 m. The profiles suggest
that there could be slightly elevated (liquid-bearing) cloud
occurrence at 3935 m a.s.l. The observed liquid cloud frac-
tion is more surface based with a peak of 0.28 at both 1915
and 1985 m a.s.l., and values decreasing to 0.06 at 2210 m
(Fig. 14a).

The simulated cloud fraction profile peaks near the sur-
face for the AMPS and WSM5C (Fig. 14b). For the AMPS
(WSM5C), the maximum is 0.50 (0.64) at 8 m (84 m) above
the surface. The cloud fraction is higher for the recent mi-
crophysics schemes, with all having maxima above 0.64 at
heights below 2400 m a.s.l. The largest cloud fraction is 0.69
at 2165 m for Thompson.

The mean simulated liquid and ice cloud fractions are
shown in Fig. 15. The values are from 2 to 16 January 2016,
the same period used for the profiles in Fig. 5. Similar to the
profile displayed in Fig. 14, the observations show a more
shallow peak in the lower troposphere than in the simula-
tions. (Fig. 15a). The fractions are based upon the total liq-
uid or ice content. P3 has a unique liquid profile that peaks
at 0.26 at 2376 m a.s.l.. The Morrison and Thompson simula-
tions have similar liquid cloud fraction profiles with double
peaks between 2160 and 2500 m. Figure 15b shows that ice is
frequently present in the lowest 1000 m above the surface for
the simulations. All the simulations show maxima for ice in
the lowest 500 m above the surface, varying from 0.50 at 8 m
for the AMPS and 0.49 for P3 at 365 m to 0.64 for 85 m with
WSM5C. The Polar WRF 3.9.1 simulations produce more
ice cloud fractions than the AMPS.

A sensitivity test referred to as P3-50, was based upon
P3 to see if the setting of 400 cm−3 for the liquid droplet
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Figure 12. Time–height plots of total cloud fraction (color scale) for (a) remote-sensing observations, (b) AMPS, (c) WSM5C, (d) Morrison,
(e) Thompson, and (f) P3. Model values of cloud fraction are based upon a condensate mixing ratio threshold of 10−6.

Figure 13. Time–height plots of liquid cloud fraction (color scale) for (a) remote-sensing observations, (b) AMPS, (c) WSM5C, (d) Morrison,
(e) Thompson, and (f) P3. Model values of cloud fraction are based upon a condensate mixing ratio threshold of 10−6.
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Figure 14. Vertical profiles of average cloud fraction over the pe-
riod 2–16 January 2016 for (a) remote-sensing observations of total
cloud fraction and liquid cloud fraction, and (b) observations and
simulations of total cloud fraction.

Figure 15. Vertical profiles of average cloud fraction over 2–16 Jan-
uary 2016 for (a) liquid cloud fraction and (b) ice cloud fraction.

number concentration had an important impact on results of
that simulation. We set the liquid concentration at 50 cm−3

in the sensitivity test, same as in the simulation with the
Morrison microphysics. We use from 12:00 UTC on 6 Jan-
uary to 11:00 UTC on 17 January 2016 as the active period
for test results. P3-50 exhibited a reduction of the average
LWP from 21 to 16 g m−2, compared to the parent simu-
lation P3. The ice water path is less impacted and reduced
by less than 7 %. Figure 16 shows the 2 m temperature and
surface downwelling shortwave and longwave radiation. The
change in specified liquid concentration has small impact on
the 2 m temperature, with the largest impact after 10 January
when more noticeable amounts of liquid water were simu-
lated (Figs. 9b and 16a). The average temperature in P3-50
(−9.6 ◦C) is the same as in P3 over the test period. The down-
welling shortwave radiation, however, is modified with the
local noon on 11, 14, and 15 January showing insolation in-
creases of 50–170 W m−2 (Fig. 16c). P3-50 is an improve-
ment on these days. The impact on the downwelling long-
wave radiation is much smaller (Fig. 16b). Overall, P3-50 has
a net increase (decrease) of 23.9 (2.6) W m−2 in downwelling
shortwave (longwave) radiation compared to P3. Since most
of the shortwave radiation is reflected off the Antarctic sur-
face, the net impact on the near-surface temperature is small
(Fig. 16a).

5 Summary and conclusions

The recent 2015–2017 AWARE field program provides a
highly detailed set of remote-sensing and surface observa-
tions that can be used to study the simulation Antarctic
clouds and the surface energy budget. We focus on the De-
cember 2015–January 2016 test period when observations
were taken at the WAIS Divide. These observations are used
for comparison with the AMPS forecasting system and new
simulations with Polar WRF 3.9.1. The AMPS uses the WRF
single-moment 5-class microphysics, while the new Polar
WRF 3.9.1 simulations are run with WSM5C and three more
recent microphysics schemes. These are the Morrison 2-
moment microphysics, the Thompson–Eidhammer aerosol-
aware microphysics, and the new Morrison–Milbrandt P3
microphysics.

The AMPS simulates few liquid hydrometers during aus-
tral summer at the WAIS Divide, even though liquid clouds
are frequently observed by the MPL, primarily a conse-
quence of the WSM5C microphysics in the AMPS. Con-
sequently, downwelling shortwave radiation is excessive at
the surface, while downwelling longwave radiation is too
small. The WSM5C simulation with Polar WRF 3.9.1 has
reduced biases of the same sign. The decreased magnitude in
WSM5C appears due to GFS forcing of initial and boundary
conditions for the AMPS while ERA-I is used for WSM5C.
Simulated hydrometers are overwhelmingly composed of ice
with WSM5C.
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Figure 16. Times series of (a) 2 m temperature (◦C), (b) down-
welling longwave radiation (W m−2), and (c) downwelling short-
wave radiation (W m−2) during the period 6–17 January 2016 for
the observations, the P3 simulation, and P3-50 sensitivity test.

The more advanced microphysics schemes show consider-
able improvement in the simulation of overall cloud fraction,
liquid hydrometers, and cloud radiative effects. The instan-
taneous simulation of liquid remains somewhat problematic
even given the improvements. The Morrison scheme simu-
lates less LWP and weaker cloud radiative forcing than the
Thompson and P3 schemes. P3 simulates the greatest LWP
and cloud radiative effect. All schemes appear to underes-
timate total cloud fraction and liquid cloud fraction at the
WAIS Divide. The vertical distribution of simulated cloud
properties differs from observed profiles, with deeper clouds
simulated than observed, although the MPL may not detect
the upper regions of clouds due to attenuation.

In the near future, the more extensive AWARE cloud ob-
servations at McMurdo Station over the full seasonal cy-
cle will provide a basis for sensitivity tests designed to
seek Antarctic optimizations to the advanced microphysics
schemes used for the WAIS Divide. In particular, we plan to
work with two more advanced implementations of the P3 mi-
crophysics (Milbrandt and Morrison, 2016). Sensitivity tests
will also vary the background IN concentrations in simula-
tions with the Thompson microphysics, as the limited obser-
vational evidence suggests that the contributing aerosol con-
centrations may vary or are unknown over a range of orders
of magnitude.
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