
Atmos. Chem. Phys., 18, 11905–11925, 2018
https://doi.org/10.5194/acp-18-11905-2018
© Author(s) 2018. This work is distributed under
the Creative Commons Attribution 4.0 License.

Changes in clouds and thermodynamics under solar geoengineering
and implications for required solar reduction
Rick D. Russotto1 and Thomas P. Ackerman1,2

1Department of Atmospheric Sciences, University of Washington, Seattle, WA, USA
2Joint Institute for the Study of the Atmosphere and Ocean, University of Washington, Seattle, WA, USA

Correspondence: Rick D. Russotto (russotto@uw.edu)

Received: 31 March 2018 – Discussion started: 16 April 2018
Revised: 27 July 2018 – Accepted: 30 July 2018 – Published: 21 August 2018

Abstract. The amount of solar constant reduction required
to offset the global warming from an increase in atmo-
spheric CO2 concentration is an interesting question with
implications for assessing the feasibility of solar geoengi-
neering scenarios and for improving our theoretical under-
standing of Earth’s climate response to greenhouse gas and
solar forcings. This study investigates this question by an-
alyzing the results of 11 coupled atmosphere–ocean global
climate models running experiment G1 of the Geoengineer-
ing Model Intercomparison Project, in which CO2 concentra-
tions are abruptly quadrupled and the solar constant is simul-
taneously reduced by an amount tuned to maintain the top-
of-atmosphere energy balance and pre-industrial global mean
temperature. The required solar constant reduction in G1 is
between 3.2 % and 5.0 %, depending on the model, and is
uncorrelated with the models’ equilibrium climate sensitiv-
ity, while a formula from the experiment specifications based
on the models’ effective CO2 forcing and planetary albedo
is well correlated with but consistently underpredicts the re-
quired solar reduction. We propose an explanation for the re-
quired solar reduction based on CO2 instantaneous forcing
and the sum of radiative adjustments to the combined CO2
and solar forcings. We quantify these radiative adjustments
in G1 using established methods and explore changes in at-
mospheric temperature, humidity, and cloud fraction in order
to understand the causes of these radiative adjustments.

The zonal mean temperature response in G1 exhibits cool-
ing in the tropics and warming in high latitudes at the sur-
face; greater cooling in the upper troposphere at all lati-
tudes; and stratospheric cooling which is mainly due to the
CO2 increase. Tropospheric specific humidity decreases due
to the temperature decrease, while stratospheric humidity

may increase or decrease depending on the model’s tem-
perature change in the tropical tropopause layer. Low cloud
fraction decreases in all models in G1, an effect that is ro-
bust and widespread across ocean and vegetated land areas.
We attribute this to a reduction in boundary layer inversion
strength over the ocean, and a reduction in the release of wa-
ter from plants due to the increased CO2. High cloud frac-
tion increases in the global mean in most models. The low
cloud fraction reduction and atmospheric temperature de-
crease have strong warming effects on the planet, due to re-
duced reflection of shortwave radiation and reduced emis-
sion of longwave radiation, respectively. About 50 % to 75 %
of the temperature effect is caused by the stratospheric cool-
ing, while the reduction in atmospheric humidity results in
increased outgoing longwave radiation that roughly offsets
the tropospheric temperature effect. The longwave (LW) ef-
fect of the cloud changes is small in the global mean, despite
the increase in high cloud fraction. Taken together, the sum
of the diagnosed radiative adjustments and the CO2 instan-
taneous forcing explains the required solar forcing in G1 to
within about 6 %. The cloud fraction response to the G1 ex-
periment raises interesting questions about cloud rapid ad-
justments and feedbacks under solar versus greenhouse forc-
ings, which would be best explored in a model intercompar-
ison framework with a solar-forcing-only experiment.

1 Introduction

In light of the warming of Earth in response to anthro-
pogenic greenhouse gas emissions (IPCC, 2013), and
continued lack of progress in curbing those emissions
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(World Meteorological Organization, 2017), some (e.g.,
Crutzen, 2006) have argued for serious consideration of
solar geoengineering, or reflecting sunlight to artificially
cool the Earth, as a means of reducing harms from climate
change. The Geoengineering Model Intercomparison Project
(GeoMIP; Kravitz et al., 2011b) was created to study the
climate impacts of solar geoengineering schemes. GeoMIP
consists of a set of standardized experiments for global
climate models (GCMs) that include both an increase in
CO2 and some compensating effect, such as a reduction in
the solar constant or an increase in stratospheric aerosol
concentration. In experiment G1, the simplest of the GeoMIP
experiments, the CO2 concentration is abruptly quadrupled
relative to pre-industrial levels, as in the abrupt4xCO2
experiment from the Coupled Model Intercomparison
Project, phase 5 (CMIP5; Taylor et al., 2012), and at the
same time the solar constant is abruptly reduced by an
amount tuned to maintain top-of-atmosphere (TOA) energy
balance and therefore keep the global mean temperature
approximately at pre-industrial levels. Besides providing an
important theoretical underpinning to the consideration of
solar geoengineering scenarios, the G1 experiment is helpful
for improving our fundamental understanding of how the
climate responds differently to solar forcings, which operate
in the shortwave (SW) part of the radiative spectrum versus
greenhouse gas forcings, which operate in the longwave
(LW), and how linear the response is to combinations of SW
and LW forcings. This can help us understand paleoclimates
in which the Sun was weaker (Feulner, 2012), attribution
of climate change to anthropogenic as opposed to solar
forcings (Santer et al., 2003), and the response of the
climate to non-solar SW forcings such as aerosol forcings
(Salzmann, 2016).

An interesting question related to G1 is what amount of
solar constant reduction |1S0| is required to compensate for
the CO2 increase. (For convenience, we hereafter drop the
absolute value symbol and use 1S0 to refer to the solar con-
stant reduction, keeping in mind that the sign of the change
is always negative in this context.) This quantity varies be-
tween about 3 % and 5 % depending on the model; the values
for each model, which in every case achieved a global mean
surface air temperature within 0.3 K of that in the CMIP5
pre-industrial control (piControl) experiment, are listed in
Table 1. Because of its implications for the scale of the so-
lar geoengineering intervention that would be required, it is
important to understand what determines this quantity. We
start our investigation of this question by plotting in Fig. 1a
the required values of 1S0 versus the values predicted by a
simple formula based on matching the reduction in outgoing
LW radiation (OLR) from the CO2 increase with a reduction
in the absorbed SW radiation:

1S0 = 4×
F4xCO2,eff

1−α
, (1)

or, in percentage terms,

1S0(%)=
(

4×
F4xCO2,eff

1−α

)
×

100%
S0

, (2)

where S0 is the solar constant (about 1361 W m−2), α is the
model’s planetary albedo, and F4xCO2,eff is the effective ra-
diative forcing from a CO2 quadrupling, calculated by re-
gressing net TOA radiative flux against global mean tem-
perature change in abrupt4xCO2 and taking the intercept
(Gregory et al., 2004; Gregory and Webb, 2008). Figure 1a
shows a strong correlation (correlation coefficient r = 0.86)
between the value of 1S0 predicted by Eq. (2) and the value
that actually achieved the experiment’s objectives, indicating
that CO2 forcing and planetary albedo determine 1S0 to a
first order (primarily forcing, since it varies much more be-
tween models than albedo does). However, for every model,
the actual 1S0 is greater than those predicted by this theory,
as has been noted by Schmidt et al. (2012) for a subset of
four models. This underprediction is relevant from a scenario
modeling standpoint, since Eq. (1) was used by the model-
ing groups to create an initial guess for 1S0 (Kravitz et al.,
2011a; Schmidt et al., 2012). Obtaining the correct value re-
quired running successive 10-year tuning runs of the GCMs,
readjusting the solar reduction until a net TOA radiation im-
balance of less than 0.1 W m−2 was achieved.

One factor not accounted for by the initial guess formula
is climate feedbacks. We can get a sense for how feedbacks
might affect the required 1S0 by plotting it against equilib-
rium climate sensitivity (ECS), or the amount of global mean
warming that occurs due to a doubling of CO2, the inter-
model spread in which is primarily determined by feedbacks
(Vial et al., 2013). Figure 1b shows that there is no correla-
tion (correlation coefficient r = 0.02) between these quanti-
ties. This makes sense because feedbacks are defined based
on global mean temperature changes, which are zero by de-
sign (and close to zero in practice) in G1, and because the
strengths of feedbacks are, at least to a first order, similar
for different types of forcings (Hansen et al., 2005). These
results from GeoMIP corroborate those of Matthews and
Caldeira (2007), who found that the required geoengineering
forcing is independent of climate sensitivity in experiments
with an ocean GCM coupled to a single-layer atmosphere.

If neither radiative forcings nor feedbacks can fully ex-
plain the variation in the required 1S0, then we must turn
to radiative adjustments that do not depend on global mean
temperature changes. The effective CO2 radiative forcing in
Eq. (1) incorporates rapid adjustments of the atmosphere’s
temperature and humidity profiles, cloud properties, and sur-
face albedo to the CO2 increase. However, such adjustments
to the solar forcing are not accounted for. Effectively, Eq. (1)
calculates the solar constant reduction that would balance the
instantaneous CO2 increase if atmospheric properties were
allowed to adjust to the CO2 increase but not to the solar
constant reduction. The consistent underestimation of the re-
quired1S0 by Eq. (1) indicates that atmospheric and surface
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Table 1. Models included in this study, with references, institutions, solar constant reduction in the G1 experiment (1S0), and global mean
surface air temperature change in G1 – piControl (1T ). All models have a full dynamical ocean coupled to the atmosphere.

Model Reference Institution 1S0 1T (K)

BNU-ESM Ji et al. (2014) Beijing Normal University 4.4 % 0.025
CanESM-2 Arora et al. (2011) Canadian Centre for Climate Modeling and Analysis 4.0 % −0.013
CCSM4 Gent et al. (2011) National Center for Atmospheric Research 4.1 % 0.233
CESM-CAM5.1-FV Hurrell et al. (2013) National Center for Atmospheric Research 4.7 % −0.157
CSIRO-Mk3L-1-2 Phipps et al. (2011) Commonwealth Scientific and Industrial Research 3.2 % 0.034

Organization/Bureau of Meteorology
GISS-E2-R Schmidt et al. (2014) NASA Goddard Institute for Space Studies 4.5 % −0.292
HadGEM2-ES Collins et al. (2011) Met Office Hadley Centre 3.9 % 0.241
IPSL-CM5A-LR Dufresne et al. (2013) Institut Pierre Simon Laplace 3.5 % 0.109
MIROC-ESM Watanabe et al. (2011) Atmosphere and Ocean Research Institute (The University 5.0 % −0.065

of Tokyo), National Institute for Environmental Studies,
and Japan Agency for Marine-Earth Science and Technology

MPI-ESM-LR Giorgetta et al. (2013) Max Planck Institute for Meteorology 4.7 % −0.011
NorESM1 Bentsen et al. (2013) Bjerknes Centre for Climate Research, Norwegian 4.0 % −0.044

Meteorological Institute

For BNU-ESM, we are using a new realization, r3i1p1, that has a greater solar constant reduction and better compensates global mean temperature than the original. Two
models that originally participated in G1, EC-Earth and HadCM3, are excluded from our analysis because many of the output fields necessary for this study were not
available.
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Figure 1. Percent solar constant reduction for models running the G1 experiment versus (a) solar constant reduction predicted by Eq. (2),
based on effective radiative forcing values from Sherwood et al. (2014) and pre-industrial planetary albedo values from Kravitz et al. (2013a),
and (b) equilibrium climate sensitivity in the models, from Sherwood et al. (2014). CESM-CAM5.1-FV and CSIRO-Mk3L-1-2 are excluded
from this figure because these models were not included in Sherwood et al. (2014).

adjustments in response to the combined CO2 and solar in-
stantaneous forcings have a greater net warming effect on the
climate than such adjustments to the CO2 forcing alone, re-
quiring a greater reduction in the solar constant to restore the
global mean temperature to pre-industrial conditions.

While we cannot calculate rapid adjustments to the solar
forcing alone without a set of model runs in which only the
solar constant is changed, we can use the G1 output to cal-
culate radiative adjustments to the combined CO2 and solar
forcings, using existing analysis tools including the approx-
imate partial radiation perturbation (APRP) method (Taylor

et al., 2007) and radiative kernels (Soden et al., 2008; Shell
et al., 2008). Assuming energy is conserved in the models
and the analysis methods are reasonably accurate, it should
be possible to use these calculated radiative adjustments to
explain the required solar constant reduction in G1, as ex-
pressed in the following equation:

1S0 = 4×
F4xCO2,inst+

∑
1RX

1−α
, (3)

where F4xCO2,inst is the instantaneous radiative forcing from
the CO2 quadrupling, which is the change in OLR from the

www.atmos-chem-phys.net/18/11905/2018/ Atmos. Chem. Phys., 18, 11905–11925, 2018



11908 R. D. Russotto and T. P. Ackerman: What determines solar reduction to balance increased CO2?

CO2 increase when all atmospheric and surface properties
are held constant (Hansen et al., 2005), and 1RX represents
the global mean TOA radiative adjustments to the combined
forcings associated with various physical properties X, fol-
lowing the notation of Zhang and Huang (2014). Since there
is no global mean temperature change in G1 by design (and
approximately none in practice), we refer to the changes
in TOA radiative balance resulting from changes in various
physical properties of the atmosphere and surface as “adjust-
ments” and not “feedbacks”. Note, however, that the changes
in TOA radiation are in many ways dependent on local sur-
face temperature changes, as discussed later.

This study examines changes in atmospheric temperature,
specific humidity, cloud fraction, and surface albedo in G1,
and quantifies the radiative effects of these changes in order
to understand what determines the required1S0 and why it is
greater than that predicted using effective CO2 forcing. We
also explore the physical reasons for the changes in atmo-
spheric properties, particularly cloud properties, which have
been found to strongly affect meridional energy transport
changes in G1, with implications for regional temperature
and precipitation responses (Russotto and Ackerman, 2018).
The changes in atmospheric properties, including clouds, are
plotted and discussed in Sect. 2. Section 3 quantifies the ra-
diative effects of these surface and atmospheric adjustments
to the G1 forcing. Section 4 examines the global means of
these adjustments to see which are most important in deter-
mining the required 1S0 according to Eq. (3). In Sect. 5, we
summarize our results and discuss implications for future re-
search on geoengineering and solar climate forcings.

2 Changes in the physical state of the atmosphere

To understand the physical basis for the radiative adjust-
ments calculated in later sections, in this section, we show
changes in atmospheric temperature, specific humidity, and
cloud fraction that occur in the G1 experiment relative to
pre-industrial conditions. Throughout the paper, we show av-
erages over 40-year time periods: years 11–50 of the G1 sim-
ulation, to avoid incorporating transient effects that occur in
the first 10 years into averages, and years 1–40 of the pi-
Control simulation, except where otherwise noted. Averag-
ing over years 11–50 is standard procedure for analysis of the
GeoMIP experiments (e.g., Kravitz et al., 2013a); a longer
averaging period would not be possible since most models
stopped the experiment after 50 years. We treat years 11–
50 mean as equilibrium response, which seems appropriate
since all components of the surface energy budget show little
to no drift after the first 10 years (Kravitz et al., 2013b). We
also plotted time series of the SW radiative adjustments cal-
culated in Sect. 3 (Fig. S13 in the Supplement) and found no
appreciable drift that would have extended beyond 50 years
in any of the models.

Figure 2 shows the zonal mean temperature change for G1
– piControl in each of the 11 models listed in Table 1. Several
features common to all models are apparent. First, while the
global mean surface air temperatures are all within 0.3 K of
pre-industrial levels (Table 1), all of the models exhibit sur-
face cooling in the tropics and warming in the polar regions.
This phenomenon has long been noted as a feature of climate
model experiments with the G1 setup (e.g., Govindasamy
et al., 2003; Kravitz et al., 2013a) and is due to the imposi-
tion of a net negative forcing in the tropics and a net positive
forcing at the poles (Russotto and Ackerman, 2018). How-
ever, cooling dominates when considering the atmosphere
as a whole. The tropical mid- to upper troposphere cools
more than the surface does, because the tropical temperature
profile tends to follow a moist adiabat (e.g., Wetherald and
Manabe, 1975), so that slight cooling at the surface leads to
greater cooling aloft. The cooling of the tropical upper tro-
posphere mirrors the effect that happens in global warming,
where the upper troposphere warms more than the surface
and emits more LW radiation, leading to a negative climate
feedback known as the lapse rate feedback. In the case of
G1, reduced LW emission from the atmospheric cooling has
a warming effect on the planet; we quantify this effect using
radiative kernels in Sect. 3.2.

Most models have an area of reduced cooling or even
warming in the tropics near 100 hPa. This corresponds to
the location of the tropical tropopause layer (TTL), an area
in the tropics between about 70 and 150 hPa with properties
of both the troposphere and stratosphere (Fueglistaler et al.,
2009). The detailed vertical structure of temperature changes
here may have to do with complex interactions between local
temperature, humidity, and cloud properties. Another notable
feature of the temperature change is the cooling of the strato-
sphere. An increase in carbon dioxide concentration cools
the stratosphere, due to increased emission of LW radiation
to space (Manabe and Wetherald, 1975), and a decrease in the
solar constant also cools the stratosphere because it reduces
the amount of ultraviolet radiation absorbed by ozone. The
stratospheric cooling effect from the solar constant reduction
is about an order of magnitude smaller than that from the
CO2 quadrupling (Govindasamy et al., 2003).

Figure 3 shows the change in the natural log of specific
humidity between G1 and piControl in each model. We use
a log scale because it makes it easier to visualize changes in
specific humidity that occur over multiple orders of magni-
tude, and because log humidity changes are used in the wa-
ter vapor radiative kernel calculations described in Sect. 3.2.
Most of the troposphere becomes drier in G1 in all models,
consistent with the large-scale cooling given similar relative
humidity. Since water vapor is a strong greenhouse gas, this
drying has a cooling effect on the planet, which we quantify
in Sect. 3.2. Most models show moistening in the polar re-
gions at low altitudes, consistent with the warming there, al-
though the moistening is typically confined to smaller areas
than the warming, indicative of a slight decrease in relative
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Figure 2. Zonal mean temperature change for G1 – piControl in each model as a function of pressure.

humidity at the poles (see Fig. 5 of Smyth et al., 2017). In-
terestingly, stratospheric water vapor decreases in most mod-
els, but it increases in the three models (BNU-ESM, CSIRO-
Mk3L-1-2, and IPSL-CM5A-LR) that have warming in the
TTL (albeit this moistening is mostly confined to the North-
ern Hemisphere in the IPSL model). This is consistent with
stratospheric humidity being set by temperatures in the TTL,
through which air travels to reach the stratosphere as part of
the Brewer–Dobson circulation (e.g., Brewer, 1949; Newell
and Gould-Stewart, 1981).

Figure 4 shows the zonal mean changes in cloud frac-
tion in each of the models for G1 – piControl. Unlike atmo-
spheric temperature and humidity, cloud fraction model out-
put in CMIP5 and GeoMIP was archived on the native model
vertical grid instead of a set of standardized pressure lev-
els. Most of the GeoMIP models use hybrid sigma pressure
coordinates, with the exceptions of GISS-E2-R, which uses
pressure coordinates, and HadGEM2-ES, which uses hybrid
sigma height coordinates. To enable direct comparisons with
the temperature and humidity changes and radiative kernel
calculations, we have regridded the cloud fraction output to
the standard CMIP5 pressure levels or to a fixed height grid

for HadGEM2-ES. Conversion from hybrid sigma to pres-
sure or height coordinates was done using a Python func-
tion (see “Code and data availability” below) based on the
algorithm used in the “convert_sigma_to_pres” Matlab func-
tion by Vimont (2018), available at http://www.aos.wisc.edu/
~dvimont/matlab/. Since surface pressure output (required
for the hybrid sigma pressure regridding) was only available
for the last 50 years of the piControl simulation for CSIRO-
Mk3L-1-2, we have used the last 40 years of this simulation
as the control case for cloud fraction for this model, instead
of the first 40 years.

In their study of four models running G1, Schmidt et al.
(2012) noted that all four had a reduction in low cloud frac-
tion, while high clouds had an inconsistent change. Figure 4
shows that an overall reduction of low cloud fraction oc-
curs in all 11 models included in this study. For high clouds,
we also find an inconsistent response, but overall high cloud
fraction increases in most models. Some models, especially
those in which the TTL warms (Fig. 2), have a decrease in
high cloud fraction in the TTL, and two of them, CSIRO-
Mk3L-1-2 and IPSL-CM5A-LR, have an overall decrease in
high cloud fraction. Since low clouds primarily have a cool-
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Figure 3. Zonal mean change in the natural log of specific humidity for G1 – piControl in each model as a function of pressure.

ing effect on the climate due to their strong SW reflection, a
reduction in low clouds would result in a warming effect that
would partially offset the cooling from solar geoengineering.
An increase in high cloud fraction would also be expected
to have a warming effect on the planet by reducing LW
emission to space, although other variables, such as cloud
height, are more important to the LW effect of cloud changes
in global warming simulations (Zelinka et al., 2012b). We
quantify the TOA SW and LW effects of the changes in
cloud properties in Sect. 3.1 and 3.2, respectively. In many
models, there is an increase in clouds in the stratosphere
over Antarctica, likely due to the stratospheric cooling. Two
models, HadGEM2-ES and MIROC-ESM, have a dipole in
cloud fraction changes in the upper troposphere, correspond-
ing to northward and southward shifts, respectively, of the in-
tertropical convergence zone (ITCZ) in these models (Smyth
et al., 2017; Russotto and Ackerman, 2018).

To get a sense of the zonally asymmetric spatial patterns
of cloud fraction changes and to better understand areas of
inter-model consensus and disagreement, we plot in Fig. 5
maps of the multi-model mean changes in low, middle, and
high cloud fraction for G1 – piControl. Within the ranges for

low, middle, and high clouds, we assume random overlap be-
tween adjacent layers of the common pressure grid. We use
680 hPa as the boundary between low and middle clouds and
440 hPa as the boundary between middle and high clouds,
following the standards for the International Satellite Cloud
Climatology Project (ISCCP; see Fig. 2 of Rossow and Schif-
fer, 1999), or 3250 and 6500 m in the case of HadGEM2-ES,
which roughly correspond to these pressure levels in the 1976
Standard Atmosphere (NOAA, 1976). These plots, and all
subsequent multi-model mean maps, show stippling where
fewer than all but two of the included models agree on the
sign of the change, so that unstippled areas indicate robust
changes. Since this agreement could happen by chance in iso-
lated areas, we focus on areas with apparent spatial structure
or a physical reason why we might expect a change. For all
multi-model mean maps, corresponding maps for each of the
individual models are available in the Supplement. Global
mean cloud fraction changes for the individual models are
shown in Table 2.

The reduction in low cloud fraction (Fig. 5a) is
widespread, occurring over most ocean areas, except for re-
gions close to the Equator and poles, and over most non-
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Figure 4. Zonal mean change in cloud fraction for G1 – piControl in each model as a function of pressure or height for HadGEM2-ES.
To help comparisons with other models, the vertical axis for HadGEM2-ES is scaled according to e−z/8000 m (where z is height), which is
approximately proportional to pressure.

Table 2. Global mean changes in low, middle, and high cloud frac-
tion in G1 – piControl.

Model Cloud fraction change (%)

Low Middle High

BNU-ESM −0.60 0.26 0.91
CanESM-2 −1.59 −0.14 0.69
CCSM4 −1.54 −0.15 1.19
CESM-CAM5.1-FV −1.51 0.03 1.38
CSIRO-Mk3L-1-2 −0.71 −0.51 −0.57
GISS-E2-R −1.04 0.13 1.34
HadGEM2-ES −1.38 −0.19 0.44
IPSL-CM5A-LR −0.74 0.03 −1.12
MIROC-ESM −1.60 −0.02 0.76
MPI-ESM-LR −1.03 −0.05 1.31
NorESM1 −1.63 −0.22 1.12
Multi-model mean −1.22 −0.08 0.68

desert land areas. Middle clouds (Fig. 5b) have fewer areas
with robust changes, but there is a reduction in the cloud
fraction on either side of the Equator over the Atlantic and
Pacific and over the equatorial Indian Ocean. This may be
related to a narrowing of the annual mean tropical precipita-
tion maximum (see Fig. 5 of Tilmes et al., 2013), which may
be due in part to a reduction in the seasonal migration of the
ITCZ (Smyth et al., 2017). For high clouds (Fig. 5c), there
are few areas with robust changes, but there is a notable in-
crease in high clouds over the Equator, in some subtropical
regions (around 30◦ N and S), and over the poles, particularly
Antarctica. Figure 4 shows that the high cloud increases over
the poles are mostly in the stratosphere.

Without additional experiments varying potential drivers
of cloud changes, it is difficult to prove definitively the causes
for the changes in cloud fraction. However, it is possible to
gain some insight into the reasons for changes in low cloud
fraction over the ocean by plotting several variables that are
correlated with low cloud fraction in observations. These in-
clude lower-tropospheric stability (LTS), defined as the dif-
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Figure 5. Multi-model mean changes in low (a), middle (b), and
high (c) cloud fraction for G1 – piControl. Hatching indicates areas
where fewer than 9 of the 11 models agree on the sign of the change.

ference in potential temperature between 700 hPa and the
surface (Klein and Hartmann, 1993), and estimated inversion
strength (EIS), a metric of the temperature inversion at the
top of the marine boundary layer. EIS is defined as (Wood
and Bretherton, 2006, Eq. 4)

EIS= LTS−0850
m (z700−LCL) , (4)

where 0850
m is the moist adiabatic lapse rate at 850 hPa, z700

is the height of the 700 hPa surface, and LCL is the lifting
condensation level.

Figure 6 shows the changes in EIS (Fig. 6a) and LTS
(Fig. 6b) for G1 – piControl. Both of these quantities gen-
erally decrease across most of the ocean, except for some
regions centered near 15◦ N and S. The reduction in EIS is
generally smaller than the reduction in LTS (due to the cor-
rection for the moist adiabatic temperature profile) but is still
widespread. A reduction of the strength of the inversion at
the top of the boundary layer would be expected to reduce
low cloud fraction by encouraging mixing of dry air into

Figure 6. Multi-model mean changes in EIS (a) and LTS (b) for
G1 – piControl. Hatching indicates areas where fewer than seven
of nine models agree on the sign of the change. CSIRO-Mk3L-1-2
and MPI-ESM-LR models are excluded from this plot because near-
surface specific humidity output, which is required to calculate EIS,
was not available.

the boundary layer, so the reduction in EIS over the ocean
is a likely explanation for the reduction in low cloud frac-
tion there. Stability metrics are included in low cloud frac-
tion schemes in many models, and those that use the Slingo
(1987) scheme, such as CCSM4 and NorESM1-M, have an
explicit dependence of low cloud fraction on stability. How-
ever, the robustness of the reduction in low cloud fraction in
G1 indicates that it is not the result of the idiosyncrasies of
any one cloud fraction scheme.

Besides changes in stability metrics, other factors that have
been suggested as explaining changes in marine stratocumu-
lus cloud fraction under global warming conditions in large-
eddy simulation models include reduced LW radiative cool-
ing from cloud tops due to increased CO2 and H2O con-
centrations, decreased subsidence above the boundary layer,
and increased sea surface temperatures (Bretherton, 2015).
Qu et al. (2014) analyzed changes in marine stratiform cloud
fraction in CMIP3 and CMIP5 global warming experiments,
and found a reduced low cloud fraction in most models,
which they attributed to an increase in sea surface temper-
ature (SST). While EIS increased in the global warming ex-
periments, which would promote increased cloud fraction,
this was not enough to compensate for the SST increase. In
G1, SST changes little (and in fact decreases slightly in the
tropics and subtropics; Hong et al., 2017, Fig. 1), leaving EIS
to dominate changes in low cloud fraction over the ocean.
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It does not appear that cloud top radiation or subsidence
could be responsible for the widespread low cloud reduction
for the following reasons. The mechanism of reduced LW ra-
diative cooling from cloud tops would be much weaker for
G1 than for global warming if at all present because, while
CO2 concentrations have increased, water vapor concentra-
tions have decreased; also, the reduction in insolation further
reduces the net radiative cooling rate via its direct SW effect.
We have not tried to quantify how these fluxes have changed
in G1 since LW radiative fluxes at the top of the boundary
layer were not included in the GeoMIP model output archive.
We might expect that subsidence would change due to the
effects of the combined CO2 and solar forcings on the atmo-
spheric radiative cooling profile. However, meridional stream
function anomaly plots for G1 – piControl (Smyth et al.,
2017; Guo et al., 2018) show that while some areas have
anomalous subsidence, others have anomalous rising motion,
and these regions are not consistent between models or with
the regions of low cloud fraction decrease. Large-eddy sim-
ulation experiments involving a CO2 increase and insolation
reduction could help better understand what role, if any, these
processes play in the changes in low cloud fraction in the G1
scenario, as well as the role of any changes in boundary layer
or free troposphere relative humidity not associated with any
of the processes discussed here.

Qu et al. (2014) attribute the increase in EIS in global
warming experiments to greater surface warming over the
continents and the tropical western Pacific warm pool rela-
tive to the rest of the ocean; the warmed air is then advected
over the tops of the marine stratocumulus fields. However,
a reverse version of this mechanism does not seem to be at
work in G1 because cooling is more robust over the ocean
than over land (Kravitz et al., 2013a, Fig. 2). It is also impor-
tant to keep in mind that there are different metrics of stabil-
ity that are useful for different parts of the atmosphere and for
different types of clouds. Kravitz et al. (2013b) argued that
any cloud cover changes in G1 would be due in part to in-
creases in atmospheric stability, but in our study it appears to
be a decrease in stability that is most relevant to the low cloud
reduction. Another metric of stability, the rate of increase of
equivalent potential temperature θe with height, does in fact
increase in G1 relative to piControl, as shown in Fig. 8 of
Kravitz et al. (2013a). So, even as the atmosphere has gotten
less stable in G1 with respect to boundary layer turbulence,
it has gotten more stable with respect to deep convection, at
least to the extent to which ∂θe/∂z is a predictor of changes
in deep convection, as assumed by Kravitz et al. (2013a). To
better understand the reasons for the changes in clouds, it
would be useful to further investigate the effects of CO2 and
solar forcings on potential and equivalent potential tempera-
ture profiles.

Over land, existing research suggests that the reduction
in low cloud fraction in G1 is a result of the physiological
responses of plants to increased CO2, as represented in the
models’ dynamic vegetation schemes. Cao et al. (2010) ran

GCM simulations in which the CO2 concentrations experi-
enced by plants were doubled while the radiative fluxes were
held constant, and found that low cloud fraction decreased in
many vegetated land areas (see their Fig. 1, central panel).
The low cloud fraction decrease in the Cao et al. study is
strongest in South America, eastern North America, south-
east Asia, southeast Africa, and western Europe, which are
the same areas of reduced low cloud cover in G1. The mech-
anism is that, when CO2 concentrations are higher, plants’
stomata do not need to open as much to take in the same
amount of CO2, leading to less transpiration of water from
the plants (Field et al., 1995). This causes a reduction in near-
surface relative humidity over land, seen in both Cao et al.
(2010, Fig. 2) and G1 (Smyth et al., 2017, Fig. 5), which re-
duces the cloud fraction. In addition to plant physiology, it is
possible that some of the reduction in relative humidity and
cloud fraction over land in G1 is due to a reduction in evap-
oration directly caused by the reduction in surface SW radi-
ation. The balance between these two quantities explains the
reduction in global mean precipitation in G1 (Kravitz et al.,
2013b), since precipitation must balance evaporation, sug-
gesting that a similar mechanism may affect cloud fraction.
Over the ocean, however, near-surface relative humidity in-
creases in G1 in most areas, despite the reduction in evapora-
tion (Smyth et al., 2017), implying that evaporation changes
are not the reason for the low cloud changes there.

3 Radiative effects

3.1 SW radiative effects

To calculate the SW radiative effects of changes in clouds
and other atmospheric and surface properties, we use the
APRP method introduced by Taylor et al. (2007), which is
based on a single-layer radiative transfer model of the at-
mosphere that can be expressed analytically and requires
as inputs only the monthly mean surface and TOA radia-
tive fluxes and total column cloud fraction outputs from the
GCMs. APRP shows the radiative effects of physical changes
in clouds, accounting for cloud masking effects, in which the
differences between clear-sky and all-sky fluxes change in re-
sponse to forcing without changes in the clouds themselves.
The calculations shown here have previously been used as
inputs to energy balance model simulations to understand
the effects of changes in clouds and surface albedo on at-
mospheric energy transport in G1 (Russotto and Ackerman,
2018).

Figure 7 shows the multi-model mean change in net down-
ward SW radiative flux at the TOA due to changes in clouds
(Fig. 7a), non-cloud atmospheric scattering and absorption
(Fig. 7b), and surface albedo (Fig. 7c), calculated using
APRP. Global mean radiative adjustments for the individ-
ual models in the SW and LW are shown in Table 3, which
will be referred to in the discussion of the required solar
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Table 3. Global mean radiative adjustments in G1 – piControl, and excess and total solar forcing in G1, in W m−2. Positive values indicate a
warming effect (increase in absorbed SW radiation or decrease in OLR), except for solar forcing where positive values represent a cooling.
SW adjustments correspond to multi-model means plotted in Fig. 7. LW adjustments correspond to multi-model means plotted in Figs. 8 and
9, with the sign flipped for Fig. 8. “Sum” is the sum of all the SW and LW adjustments. Fexcess is calculated using Eq. (6) and represents the
actual instantaneous solar forcing (Fsolar) in G1 minus that which would match the CO2 effective or instantaneous forcing. Fsolar represents
the total instantaneous solar forcing calculated from theory (Eq. 8) or actually used in G1 (Eq. 9).

Model SW adjustments LW adjustments Sum Fexcess Fsolar

Cloud Non-cloud Surface Ta Ts H2O Cloud Eff. Inst. Theory Actual

BNU-ESM 1.36 0.05 0.51 2.94 0.08 −0.78 −0.08 4.08 2.95 – – 10.51
CanESM-2 1.44 0.41 −0.04 3.03 0.07 −1.04 −0.26 3.60 1.90 4.00 9.20 9.60
CCSM4 2.09 −0.05 0.28 2.53 −0.08 −0.84 0.13 4.05 2.55 4.44 9.56 9.95
CESM-CAM5.1-FV 0.71 −0.09 0.87 3.94 0.18 −1.39 0.30 4.52 – – – 11.26
CSIRO-Mk3L-1-2 – – – 2.16 0.03 −0.52 −0.24 – – – – –
GISS-E2-R – – – 4.88 0.21 −1.78 −0.07 – – – – 10.79
HadGEM2-ES 1.05 1.07 0.50 2.66 −0.05 −0.87 −0.15 4.21 3.56 3.91 9.76 9.46
IPSL-CM5A-LR 1.32 1.21 0.15 2.08 −0.05 −0.52 −0.86 3.35 2.01 3.85 7.75 8.25
MIROC-ESM 3.29 0.06 0.02 3.44 0.10 −1.11 −0.58 5.22 3.15 – – 11.69
MPI-ESM-LR 2.63 −0.00 0.17 3.41 0.07 −1.10 −0.54 4.63 2.86 – – 11.16
NorESM1 2.07 −0.20 0.05 2.88 0.08 −0.97 −0.10 3.82 3.00 3.87 9.34 9.42
Multi-model mean 1.77 0.27 0.28 3.09 0.06 −0.99 −0.22 4.16 2.75 4.01 9.12 10.21

forcing in G1 in Sect. 4. Clouds generally have a robust
and widespread warming effect in the SW, in locations that
closely correspond to the areas of reduced low cloud frac-
tion shown in Fig. 5a. The non-cloud atmosphere effects are
very weak by comparison in the multi-model mean, but there
are several models with appreciable positive values for this
adjustment. Maps of this adjustment for the individual mod-
els (Fig. S7) show that for HadGEM2-ES, it appears to be
related to a reduction in atmospheric dust, since most of
the warming effect occurs over and downwind of deserts;
in IPSL-CM5A-LR, the effect is relatively spatially uniform
but slightly stronger in higher latitudes. For surface albedo,
there are warming effects in high latitudes from decreases
in sea ice and snow cover associated with the residual po-
lar warming in G1. There are also some warming effects in
lower latitudes near desert regions, such as in the Sahel re-
gion; this may have to do with vegetation effects. There are
several small regions, such as Tibet, with increases in surface
albedo, presumably due to increased snow cover as a result
of surface cooling there (see Fig. 2 of Kravitz et al., 2013a).
Surface albedo effects are strong in some locations, such as
the Sea of Okhotsk, but the relatively small area over which
surface albedo changes can occur limits their importance in
the global mean.

3.2 LW radiative effects

The technique of radiative kernels (Held and Soden, 2006;
Soden et al., 2008; Shell et al., 2008) was developed to
quantify LW radiative adjustments and feedbacks using stan-
dard monthly mean climate model output. These kernels con-
sist of matrices of the partial derivatives of OLR with re-

spect to changes in surface temperature, atmospheric temper-
ature, specific humidity, and greenhouse gas concentration as
a function of latitude, longitude, month, and (where appli-
cable) pressure, calculated using offline calculations with a
particular GCM’s radiative transfer code. Radiative kernels
have been developed based on a variety of GCMs, including
GFDL AM2 (Soden et al., 2008), CAM3 (Shell et al., 2008),
MPI-ESM-LR (Block and Mauritsen, 2013), and CESM-
CAM5 (Pendergrass et al., 2018).

We have applied the Shell et al. (2008) radiative kernels
to the G1 ensemble. The choice of model used to generate
the kernels has been shown to have little effect on the results
(Soden et al., 2008). After regridding the kernels to the lat-
itude and longitude grid of each GCM, we multiplied them
by the changes in temperature and the log of specific humid-
ity, normalized by the standard anomaly used to compute the
kernels (1 K for the surface and atmospheric temperature ker-
nels, and the change in log specific humidity associated with
a 1 K warming at constant relative humidity for the water
vapor kernel), in order to compute the change in OLR asso-
ciated with the changes in each of these quantities for G1 –
piControl. We summed the OLR changes from each vertical
level in order to get overall radiative adjustments from col-
umn temperature and water vapor changes, and we used the
annual mean of the monthly results for our analysis.

Figure 8 shows multi-model mean changes in OLR for
G1 – piControl calculated from the atmospheric tempera-
ture (Fig. 8a), surface temperature (Fig. 8b), and water va-
por (Fig. 8c) kernels. Global means for the individual mod-
els are shown in Table 3. For the atmospheric temperature
kernel, there is a strong decrease in OLR that is widespread
across the globe and robust across models. This is associ-

Atmos. Chem. Phys., 18, 11905–11925, 2018 www.atmos-chem-phys.net/18/11905/2018/



R. D. Russotto and T. P. Ackerman: What determines solar reduction to balance increased CO2? 11915

Figure 7. Multi-model mean change in net downward SW radiation
at the TOA in G1 – piControl due to changes in cloud properties (a),
non-cloud atmospheric absorption and scattering (b), and surface
albedo (c), calculated using APRP method (Taylor et al., 2007).
Hatching indicates areas where fewer than seven of nine models
agree on the sign of the change. CSIRO-Mk3L-1-2 and GISS-E2-R
models are excluded because not all fields necessary for APRP were
correctly archived.

ated with the cooling of the atmosphere (see Fig. 2) and re-
duced longwave emission. The reduction in OLR is stronger
in the tropics than in the polar regions and is due to some
combination of upper tropospheric and stratospheric cool-
ing. We discuss the contribution of the stratospheric com-
ponent in the next section. Surface temperature changes have
little effect on the TOA LW radiation balance, but there is
a reduction in OLR in the tropics and subtropics and an in-
crease in the polar regions that is consistent across models,
due to the patterns of tropical cooling and polar warming at
the surface. The OLR change from the surface temperature
kernel is much smaller than that for atmospheric temperature
because the atmosphere is not very transparent to LW radia-
tion in most wavelengths, and because temperature changes
are smaller at the surface than in the upper troposphere and

Figure 8. Multi-model mean change in OLR in G1 – piControl
due to changes in atmospheric temperature (a), surface tempera-
ture (b), and specific humidity (c), calculated using radiative kernels
(Shell et al., 2008). Hatching indicates areas where fewer than 9 of
11 models agree on the sign of the change.

stratosphere. Changes in water vapor concentration cause a
robust increase in OLR that partially offsets the decrease in
OLR from the atmospheric temperature kernel. The water va-
por concentration decreases in the upper troposphere (Fig. 3),
which increases LW emission to space by lowering the effec-
tive altitude of emission.

In addition to the quantities plotted in Fig. 8, radiative ker-
nels can also be used to calculate the effect of changes in
cloud properties on OLR. This is often measured according
to the change in the cloud radiative effect (CRE), which is the
difference in OLR in clear-sky minus all-sky averages. How-
ever, changes in the cloud radiative effect may include cloud
masking effects. We can correct the change in LW CRE for
the effects of existing clouds on clear-sky fluxes using the
difference in flux changes calculated according to clear-sky
and all-sky kernels, following Shell et al. (2008):

1LWCREadjusted = LWCREG1−LWCREpiControl
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+
(
1OLRk,T −1OLRk,T ,clear+1OLRk,Ts

−1OLRk,Ts,clear+1OLRk,q −1OLRk,q,clear

+1OLRk,CO2 −1OLRk,CO2,clear
)
, (5)

where, in the subscripts, k denotes a change in OLR calcu-
lated using a kernel, clear denotes quantities calculated us-
ing the clear-sky instead of all-sky kernels, T is atmospheric
temperature, Ts is surface temperature, and q is specific hu-
midity. Since the Shell et al. (2008) CO2 forcing kernels were
for a doubling of CO2, we doubled these kernels to obtain the
radiative flux changes for a CO2 quadrupling.

Figure 9 shows the multi-model mean change in LW CRE
calculated using Eq. (5). There is a modest cooling effect in
the global, multi-model mean (see also Table 3), but there
are some places where there is a robust warming effect. The
strongest warming effects occur near the eastern equatorial
oceans, where the increase in high cloud fraction is greatest,
while the strongest cooling effects occur in two belts in the
eastern Pacific, which are associated with robust decreases
in low and middle cloud fraction (see Fig. 5). There are
also widespread cooling effects over the midlatitude oceans,
where low cloud fraction decreases. Generally, an increase in
high cloud fraction would be expected to result in a warming
effect, because high clouds are much cooler than the surface
and are more effective at trapping LW radiation. However,
in the case of G1, it appears that the LW effect of the de-
crease in low cloud fraction compensates for this, despite
the cloud temperature being closer to the surface tempera-
ture, because the low cloud reduction occurs over a wide
area. The spatial correspondence of areas of strong cooling
effects in Fig. 9 to areas of strong low cloud fraction de-
crease in Fig. 5a supports this view. Besides cloud fraction,
LW radiation is also sensitive to changes in cloud height and
cloud optical depth (Zelinka et al., 2012b). It may be that
the global mean increase in high cloud fraction that occurs
in most models has a limited effect on OLR because the new
clouds being formed are optically thin; we would especially
expect this in the case of polar stratospheric clouds. The ra-
diative effects of changes in cloud optical thickness are dif-
ficult to assess from the GeoMIP output currently available.
These effects have been quantified in global warming simu-
lations using cloud radiative kernels (Zelinka et al., 2012a),
but the use of these requires cloud fraction statistics binned
by optical depth and cloud top height produced by the IS-
CCP satellite simulator (Klein and Jakob, 1999; Webb et al.,
2001) that is part of the Cloud Feedback Model Intercompar-
ison Project (CFMIP; Bony et al., 2011) Observation Sim-
ulator Package (Bodas-Salcedo et al., 2011). The simulator
must be run inline with each GCM or else requires instan-
taneous cloud fraction output (rather than monthly means)
in order to be run retrospectively. The necessary outputs for
cloud radiative kernels were saved in CFMIP but not in Ge-
oMIP. It would be useful to follow the CFMIP protocols in
future GeoMIP experiments in order to allow further quan-

Figure 9. Multi-model mean change in LW cloud radiative effect in
G1 – piControl, corrected for cloud masking of LW air temperature,
surface temperature, and water vapor adjustments and CO2 forcing.
Positive values indicate a decrease in OLR, i.e., a warming effect.
Hatching indicates areas where fewer than 9 of 11 models agree on
the sign of the change.

titative analysis of the changes in clouds that occur under
combined SW and LW forcings.

4 Connections between radiative effects and required
solar reduction

Having quantified the radiative effects of changes in the
physical properties of the atmosphere and surface in G1, we
now revisit the question of the amount of solar constant re-
duction required to offset the quadrupling of CO2. The solar
constant reduction predicted based on effective CO2 radia-
tive forcing (Eq. 1) systematically underestimated the actual
reduction required (Fig. 1b). In this section, we attempt to ac-
count for this discrepancy by comparing the amount of extra
solar forcing needed with the global means of the radiative
adjustments calculated in Sect. 3. This comparison is shown
in Fig. 10 for the eight models for which effective radiative
forcing values from Sherwood et al. (2014) were available
and all of the radiative adjustments could be calculated. The
excess required solar reduction, Fexcess, shown in black, is
calculated according to

Fexcess =
(
1S0(%)actual−1S0(%)predicted

)
×

1361Wm−2

100%
×

1−α
4

, (6)

where1S0(%)actual is listed in Table 1 and1S0(%)predicted is
calculated using Eq. (2). In terms of radiative forcing, Fexcess
is the difference between the actual solar forcing required in
G1 and the effective forcing from the CO2 quadrupling.

The relative sizes of the bars in Fig. 10 are fairly simi-
lar across models. The strongest warming effect is generally
from the LW atmospheric temperature adjustment, followed
by the SW cloud adjustment. The only consistent cooling ef-
fect comes from the LW water vapor adjustment. Surface
albedo effects are generally small, as is the SW clear-sky
adjustment, with the exceptions discussed in Sect. 3.1. The

Atmos. Chem. Phys., 18, 11905–11925, 2018 www.atmos-chem-phys.net/18/11905/2018/



R. D. Russotto and T. P. Ackerman: What determines solar reduction to balance increased CO2? 11917

2

1

0

1

2

3

4

5

6

W
 m

−
2

BNU-ESM

2

1

0

1

2

3

4

5

6
CanESM-2

2

1

0

1

2

3

4

5

6
CCSM4

2

1

0

1

2

3

4

5

6

W
 m

−
2

HadGEM2-ES

2

1

0

1

2

3

4

5

6
IPSL-CM5A-LR

2

1

0

1

2

3

4

5

6
MIROC-ESM

2

1

0

1

2

3

4

5

6

W
 m

−
2

MPI-ESM-LR

2

1

0

1

2

3

4

5

6
NorESM1-M

Fexcess (effective)∑
∆Rx

SW cloud change

Surface albedo

SW clear-sky
∆T (surface)

∆T (atmosphere)

Water vapor

LW cloud change

Figure 10. Excess required solar radiative forcing in G1 versus that expected from effective CO2 forcing (black bar), global mean SW and
LW radiative adjustments (colored bars), and sum of all the radiative adjustments (gray bar), in models for which all of these quantities were
calculated. For all except Fexcess, positive values indicate a warming effect (increase in absorbed SW radiation or reduction in OLR). The
first three colored bars correspond to the SW radiative adjustments calculated using APRP (multi-model mean maps shown in Fig. 7). The
three blue and green bars correspond to the LW radiative adjustments calculated using radiative kernels (multi-model mean maps shown in
Fig. 8). The magenta bar corresponds to the change in LW cloud radiative effect, corrected for cloud masking effects using radiative kernels
(multi-model mean map shown in Fig. 9).

LW surface temperature adjustment is practically negligible
in all models, while the LW cloud adjustment is also small
but has an inter-model range of about 1 W m−2. The model
with the greatest cooling effect from the LW cloud adjust-
ment, IPSL-CM5A-LR, is the model with the greatest global
mean decrease in high cloud fraction, whereas most other
models have an increase in high cloud fraction (Table 2).

Comparing the black and gray bars in Fig. 10 shows that
the sum of all the global mean radiative adjustments more
than accounts for the additional solar constant reduction re-
quired to balance the CO2 quadrupling, compared to the
amount predicted by Eq. (1). The fact that the sum of the ra-
diative adjustments consistently overestimates Fexcess points
to the fact that this is not really a fair comparison. Rapid
adjustments to a CO2 quadrupling by itself, which were in-
cluded in the calculation of effective CO2 radiative forcing,
are being double counted, because they also show up in the

radiative adjustments to the G1 combined forcing, to the ex-
tent that they are not canceled by the solar reduction.

To account for this, we plot in Fig. 11 the same quantities
as in Fig. 10 but where the black bars are calculated using
instantaneous rather than effective CO2 forcing for the pre-
dicted solar constant reduction (i.e., using F4xCO2,inst rather
than F4xCO2,eff in Eq. 2 and then substituting into Eq. 6). Ex-
pressed mathematically, the comparison done in Fig. 11 is(
(1S0(%)actual)×

1361Wm−2

100%
− 4×

F4xCO2,inst

1−α

)
×

1−α
4

?
=

∑
1RX. (7)

The black bars in Fig. 11 show the left-hand side of the
Eq. (7), while the gray bars show the right-hand side. If the
two bars are the same size, that means that the actual solar
constant reduction matches that from Eq. (3).
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Figure 11. As in Fig. 10 but with excess solar forcing calculated using instantaneous instead of effective CO2 radiative forcing. The navy
blue bar indicates the reduction in OLR due to stratospheric temperature adjustment from CO2 quadrupling given by Zhang and Huang
(2014), to illustrate the portion of the atmospheric temperature adjustment to G1 attributable to stratospheric cooling.

Instantaneous forcing, unlike effective forcing, cannot be
calculated from monthly mean model output through a sim-
ple linear regression of TOA flux changes against surface
temperature; instead it requires running each GCM’s radia-
tive transfer code offline with standard and quadrupled CO2
concentrations. For this reason, estimates of instantaneous
CO2 forcing are available for fewer models than for effective
forcing. We used the “double call” instantaneous forcing es-
timates from the CMIP5 archive shown in Chung and Soden
(2015) for the CanESM-2 and IPSL-CM5A-LR models. For
three other models (CCSM4, HadGEM2-ES, and NorESM1-
M), we use estimates of instantaneous CO2 forcing given by
Zhang and Huang (2014) based on residuals between total
TOA flux changes and radiative responses calculated with
radiative kernels.

In Fig. 11, the black and gray bars match to within about
10 %, indicating that the theory expressed in Eq. (3) works
well for explaining the amount of solar constant reduction re-
quired to balance a CO2 increase. Since the equation must be
true given energy conservation, this agreement demonstrates
that the approximate methods used to calculate the radiative
adjustments work well in the context of G1. In evaluating
this agreement, it is useful to express Eq. (3) in terms of total
instantaneous solar forcing rather than solar constant reduc-
tion:

Fsolar,theory = F4xCO2,inst+
∑

1RX, (8)

and compare it to the actual solar forcing in G1:

Fsolar,actual =1S0,actual(%)×
1361Wm−2

100%
×

1−α
4

. (9)

These values are listed in the last two columns of Table 3.
The errors in the total solar forcing in G1 obtained from
Eq. (8) are all within 0.5 W m−2 or within about 6 % of the
total, indicating that the instantaneous solar forcing required
to balance an abrupt CO2 increase is well explained by the
sum of the instantaneous CO2 forcing and the radiative ad-
justments to the combined forcings.

The two largest radiative adjustments to the G1 forcing
scenario are the LW atmospheric temperature adjustment and
the SW cloud adjustment. Since the temperature adjustment
contains effects of both stratospheric and tropospheric tem-
perature changes, it is worth trying to understand the par-
titioning between these effects. We have overlaid the OLR
reduction due to the stratospheric cooling in abrupt4xCO2
given by Zhang and Huang (2014) onto the1T (atmosphere)
bar in Fig. 11. This OLR reduction is the stratospheric ad-
justment to the CO2 forcing, shown in Fig. 2b of Hansen
et al. (2005). The overlay shows that between about 50 %
to 75 %, depending on the model, of the atmospheric tem-
perature radiative adjustment in G1 is due to cooling of the
stratosphere by the increase in CO2. The rest is due to a com-
bination of the additional cooling of the stratosphere from
the reduction in insolation and the cooling of the upper tro-
posphere which arises from the surface cooling in the trop-
ics. The water vapor adjustment roughly compensates for the
tropospheric component of the temperature adjustment, and
these effects are physically linked because a cooler atmo-
sphere emits less LW radiation but also contains less water
vapor to absorb radiation from below. Therefore, the main
reasons why the instantaneous solar forcing must be greater
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than the instantaneous CO2 forcing in order to maintain en-
ergy balance are the failure to undo the stratospheric cooling
and the reduction in low cloud fraction.

5 Conclusions

This paper characterizes the physical responses of the atmo-
sphere and surface to the GeoMIP G1 scenario and quan-
tifies their radiative effects, with the goal of explaining
what determines the solar constant reduction required to bal-
ance the CO2 increase. At the surface, the tropics cool and
the poles warm while global mean temperature remains at
pre-industrial conditions. The upper troposphere experiences
cooling at all latitudes, with the tropical upper troposphere
cooling more than the surface. The stratosphere cools more
than anywhere else in the atmosphere, due primarily to the
CO2 increase (Govindasamy et al., 2003). The tropospheric
temperature effect is a reversal of the negative lapse rate feed-
back that happens in global warming simulations, in which
the tropical upper troposphere warms more than the surface;
in G1, because the tropics cool and the tropical tempera-
ture profile tends to follow a moist adiabat, the upper tropo-
sphere also cools, which has a warming effect on the climate
by reducing OLR. Atmospheric specific humidity is reduced
in the upper troposphere, which makes the atmosphere less
opaque to LW radiation and largely offsets the radiative ef-
fect of the tropospheric cooling. Low cloud fraction exhibits
a widespread decrease over the ocean and vegetated land ar-
eas in all models, which we attribute to decreases in bound-
ary layer inversion strength over the ocean and reduced evap-
oration from plants due to the physiological response to in-
creased CO2 over land. The low cloud fraction reduction has
a strong surface warming effect due to reduced reflection of
sunlight by the clouds. High cloud fraction increases in the
global mean in most models, but the LW radiative effect of
cloud changes in G1 is slightly negative in the global, multi-
model mean. When all the global mean radiative adjustments
in G1 are added together, the results account, to within 10 %,
for the difference between the solar constant reduction that
would match the instantaneous CO2 forcing and the tuned
solar constant reduction that met the TOA energy balance
threshold required by the G1 experiment protocol.

For future model runs of the G1 experiment, such as those
being prepared for the next phase of GeoMIP corresponding
to CMIP6 (Kravitz et al., 2015b), it would be useful to have
a better initial guess for the solar constant reduction in order
to reduce the necessary amount of tuning. Using Eq. (3) for
this purpose would be tricky because the radiative responses
to the combined CO2 and solar forcings would be unknown
before actually running the model. However, one could sim-
ply substitute an empirical value of about 4 W m−2, a typical
value for the sum of the radiative adjustments in G1 (Fig. 10),
for

∑
1RX in Eq. (3). Then, tuning would only need to ac-

count for model-specific deviations from this number. If in-

stantaneous CO2 forcing was not available for a particular
model, the modelers could add a correction of about 2.5 to
3 W m−2, a typical value for the black bars in Fig. 10, to the
effective CO2 forcing in Eq. (1).

Our analysis of the G1 experiment provides some insights
into how the climate responds differently to CO2 and so-
lar forcings, but more work is necessary to better under-
stand this question. The sums of the radiative adjustments
in G1 (gray bars of Fig. 11) are about 2 W m−2 larger than
the difference between effective and instantaneous forcing
in abrupt4xCO2 (e.g., Table 1 of Zhang and Huang, 2014).
This must be due to some combination of the solar forcing
enhancing or imperfectly canceling CO2-induced radiative
adjustments that warm the planet (such as the stratospheric
cooling), and the solar forcing overcompensating for adjust-
ments that cool the planet (such as the tropospheric lapse rate
adjustment). Going beyond showing the stratospheric adjust-
ment from abrupt4xCO2 in Fig. 11 to separate the contribu-
tions of the CO2 and solar forcings to the radiative adjust-
ments in G1 would be nontrivial. Regressing the APRP- and
kernel-derived radiative responses in the abrupt4xCO2 ex-
periment against global mean temperature change to obtain
the rapid adjustments to the CO2 quadrupling would run into
issues with accuracy due to nonlinearity of feedbacks with
temperature increases that would skew the location of the in-
tercept (Armour et al., 2013), so an analysis of GCM runs
with increased CO2 and fixed SSTs would be necessary. Fur-
thermore, it may not be the case that the rapid adjustments to
the two forcings add together linearly. While some variables,
such as global mean temperature, respond linearly to differ-
ent combinations of CO2 and solar forcings (Kravitz et al.,
2015a), other aspects of the climate system are inherently
nonlinear. LW emission goes with the fourth power of tem-
perature, and specific humidity rises exponentially with tem-
perature, a relationship that affects atmospheric energy trans-
port and the meridional temperature gradient (Hwang et al.,
2011; Russotto and Ackerman, 2018). The interactions be-
tween the exponential dependence of specific humidity and
the fourth power dependence of LW emission on temperature
may affect the extent to which the water vapor and tropo-
spheric temperature adjustments compensate for each other,
as they seem to roughly cancel in G1 but the water vapor
feedback exceeds the lapse rate feedback in global warming
simulations (Soden and Held, 2006; Soden et al., 2008; Vial
et al., 2013). The water vapor and lapse rate adjustments are
dependent on the pattern of tropical cooling and polar warm-
ing which might not occur if a latitudinal distribution of so-
lar reflection was targeted to cool the poles more (Ban-Weiss
and Caldeira, 2010; Kravitz et al., 2016).

It would be very interesting to study how cloud rapid
adjustments and feedbacks differ under solar versus CO2
forcing in a model intercomparison framework. The cloud
fraction changes in G1 imply that rapid cloud responses to
CO2 and solar forcings are different, but this requires fur-
ther study with GCM runs that perturb only the solar con-
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stant and not CO2. Since the global mean temperature does
not change, the G1 experiment tells us very little about cloud
feedbacks, which are temperature dependent. An attempt was
made (Huneeus et al., 2014) to study cloud rapid adjust-
ments and feedbacks under solar forcings by subtracting the
G1 experiment from the abrupt4xCO2 experiment, but this
approach is bound to produce similar feedback parameters
for this “solar” forcing versus the abrupt4xCO2 – piControl
CO2 forcing because, while there are two different baselines,
there is only one perturbation run, abrupt4xCO2, that has a
global mean temperature change onto which radiative flux
changes can be regressed. Some studies have included solar-
only GCM runs (e.g., Bala et al., 2008; Schaller et al., 2013,
2014; Modak et al., 2016), but these have included only one
or two models, and while some, such as Modak et al. (2016),
have looked at cloud radiative effects and cloud fraction,
none have used methods that account for cloud masking to
isolate the radiative effects of physical cloud changes. There
is no solar equivalent of abrupt4xCO2 in CMIP5 or any of
its associated projects; the closest analogue is probably the
aerosol-forcing-only historical runs from the CMIP5 “his-
toricalMisc” collection, analyzed, e.g., by Salzmann (2016).
The Precipitation Driver and Response Model Intercompar-
ison Project (Myhre et al., 2017) includes a solar constant
increase experiment, and the CFMIP component of CMIP6
will include abrupt solar constant increase and decrease runs
(Webb et al., 2017). These ensembles will provide good op-
portunities to further explore cloud and other changes under
solar forcings.

If we were thinking about actually doing solar geoengi-
neering, using Eq. (3) to predict the necessary solar reflec-
tion would be hampered by the fact that we would not know
the radiative responses to the intervention a priori. Estimates
of these adjustments from models would be subject to uncer-
tainty (note the inter-model spread of 2 W m−2 in the gray
bars of Fig. 10), and various aspects of the current anthro-
pogenic radiative forcing, particularly aerosol forcing, also
have large uncertainty (Myhre et al., 2013). A smaller-scale
geoengineering test that would impose a measurable change
in the global mean radiation balance, which might require
about 1/10 the radiative forcing of a full deployment and
last about a decade (MacMynowski et al., 2011; Keith et al.,
2014), could provide a better estimate of these quantities.
Such a test would pose ethical questions related to justice,
compensation and informed consent similar to those for a full
deployment (Lenferna et al., 2017). Another option would be
to actively control the global mean temperature by adjusting
the amount of solar reflection every year in response to ob-
servations (Kravitz et al., 2014). If solar geoengineering was
attempting to actually cool the planet from its temperature
at the start of deployment (e.g., back to pre-industrial condi-
tions or reversing an overshoot of some temperature target),
instead of simply preventing future warming under increas-
ing CO2, then temperature-dependent feedbacks on the solar
forcing, which are not captured by the G1 experiment, may

affect the amount of solar geoengineering required. While
the lack of correlation with ECS in Fig. 1b suggests that
the feedbacks would work just as well for cooling as warm-
ing, the inertia in the system caused by ocean heat storage
would affect the rate at which feedbacks could operate, and
we should be cautious about extending arguments based on
an assumption of equilibrium to such transient situations.
Analysis of other GeoMIP experiments, such as G4, that do
impose a global mean temperature change from the solar
forcing, could help illustrate these issues. If solar geoengi-
neering was to be done using stratospheric aerosols, then an
additional layer of uncertainty regarding microphysical and
chemical effects would impact the amount of aerosol injec-
tion required to achieve the desired forcing, as summarized
by Visioni et al. (2017).

Besides their effects on the required solar forcing, the
changes in atmospheric physical properties that occur in G1
are interesting in their own right and may have policy im-
plications if they translated to a real geoengineering deploy-
ment. If low cloud fraction were actually reduced by solar
geoengineering, it could result in increased solar energy pro-
duction, and could enhance vegetation growth in sunlight-
limited regimes like the Amazon (Nemani et al., 2003). On
the other hand, a reduction in low clouds over the ocean
would make it more difficult to do marine cloud brighten-
ing at the same time as other forms of solar geoengineer-
ing. Changes in cirrus clouds are also relevant in the con-
text of research on the effects of sedimentation of injected
stratospheric aerosols on high clouds (Kuebbeler et al., 2012;
Visioni et al., 2018) and proposals to intentionally thin cir-
rus clouds with nucleation-inducing aerosols in order to cool
the Earth by increased LW emission (Mitchell and Finnegan,
2009). The increase in high clouds in most models in G1 in-
dicates that thermodynamic and radiative adjustments to the
forcing scenario can have effects on high clouds that may
counteract unintentional or intentional microphysical effects.
Our analysis of G1 also illustrates that stratospheric ozone
could be affected by changes in stratospheric water vapor re-
sulting from TTL temperature changes. In model runs with
actual injection of sulfate aerosols, LW absorption of these
particles warms the tropical tropopause and increases strato-
spheric water vapor, which results in decreased ozone con-
centrations (Heckendorn et al., 2009). Keith et al. (2016)
suggest that this risk could be mitigated by instead inject-
ing calcite aerosols, which would absorb much less LW ra-
diation than sulfates, but the inconsistency between models
in stratospheric water vapor responses to the G1 experiment,
which includes no aerosol injection in G1, shows that much
uncertainty remains in this area. Taken together, these issues
emphasize the importance of continuing to perform and an-
alyze geoengineering simulations, both in highly idealized
scenarios like G1 and more realistic ones like G4 or G4SSA
(Tilmes et al., 2015), in order to better understand the cli-
mate responses to geoengineering schemes and the different
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roles played by thermodynamics, radiation, microphysics,
and chemistry in these responses.
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Schaller, N., Sedláček, J., and Knutti, R.: The asymmetry of the
climate system’s response to solar forcing changes and its impli-
cations for geoengineering scenarios, J. Geophys. Res.-Atmos.,
119, 5171–5184, https://doi.org/10.1002/2013JD021258, 2014.

Schmidt, G. A., Kelley, M., Nazarenko, L., Ruedy, R., Russell,
G. L., Aleinov, I., Bauer, M., Bauer, S. E., Bhat, M. K., Bleck,
R., Canuto, V., Chen, Y.-H., Cheng, Y., Clune, T. L., Del Genio,
A., de Fainchtein, R., Faluvegi, G., Hansen, J. E., Healy, R. J.,
Kiang, N. Y., Koch, D., Lacis, A. A., LeGrande, A. N., Lerner,
J., Lo, K. K., Matthews, E. E., Menon, S., Miller, R. L., Oinas, V.,
Oloso, A. O., Perlwitz, J. P., Puma, M. J., Putman, W. M., Rind,
D., Romanou, A., Sato, M., Shindell, D. T., Sun, S., Syed, R. A.,
Tausnev, N., Tsigaridis, K., Unger, N., Voulgarakis, A., Yao, M.-
S., and Zhang, J.: Configuration and assessment of the GISS
ModelE2 contributions to the CMIP5 archive, J. Adv. Model.
Earth Sy., 6, 141–184, https://doi.org/10.1002/2013MS000265,
2014.

Schmidt, H., Alterskjær, K., Bou Karam, D., Boucher, O., Jones,
A., Kristjánsson, J. E., Niemeier, U., Schulz, M., Aaheim, A.,
Benduhn, F., Lawrence, M., and Timmreck, C.: Solar irradiance
reduction to counteract radiative forcing from a quadrupling of
CO2: climate responses simulated by four earth system models,
Earth Syst. Dynam., 3, 63–78, https://doi.org/10.5194/esd-3-63-
2012, 2012.

Shell, K. M., Kiehl, J. T., and Shields, C. A.: Using the Radiative
Kernel Technique to Calculate Climate Feedbacks in NCAR’s
Community Atmospheric Model, J. Climate, 21, 2269–2282,
https://doi.org/10.1175/2007JCLI2044.1, 2008.

Sherwood, S. C., Bony, S., and Dufresne, J.-L.: Spread in model
climate sensitivity traced to atmospheric convective mixing, Na-
ture, 505, 37–42, https://doi.org/10.1038/nature12829, 2014.

Slingo, J.: The development and verification of a cloud prediction
scheme for the ECMWF model, Q. J. Roy. Meteor. Soc., 113,
899–927, 1987.

Smyth, J. E., Russotto, R. D., and Storelvmo, T.: Thermo-
dynamic and dynamic responses of the hydrological cy-
cle to solar dimming, Atmos. Chem. Phys., 17, 6439–6453,
https://doi.org/10.5194/acp-17-6439-2017, 2017.

Soden, B. J. and Held, I. M.: An Assessment of Climate Feedbacks
in Coupled Ocean-Atmosphere Models, J. Climate, 19, 3354–
3360, https://doi.org/10.1175/JCLI3799.1, 2006.

Soden, B. J., Held, I. M., Colman, R., Shell, K. M., Kiehl, J. T., and
Shields, C. A.: Quantifying Climate Feedbacks Using Radiative
Kernels, J. Climate, 21, 3504–3520, 2008.

Taylor, K. E., Crucifix, M., Braconnot, P., Hewitt, C. D., Doutriaux,
C., Broccoli, A. J., Mitchell, J. F. B., and Webb, M. J.: Estimating
Shortwave Radiative Forcing and Response in Climate Models,
J. Climate, 20, 2530–2543, https://doi.org/10.1175/JCLI4143.1,
2007.

Taylor, K. E., Stouffer, R. J., and Meehl, G. A.: An overview of
CMIP5 and the Experiment Design, B. Am. Meteorol. Soc., 93,
485–198, 2012.

Tilmes, S., Fasullo, J., Lamarque, J.-F., Marsh, D. R., Mills, M., Al-
terskjær, K., Muri, H., Kristjánsson, J. E., Boucher, O., Schulz,
M., Cole, J. N. S., Curry, C. L., Jones, A., Haywood, J., Irvine,
P. J., Ji, D., Moore, J. C., Karam, D. B., Kravitz, B., Rasch,
P. J., Singh, B., Yoon, J.-H., Niemeier, U., Schmidt, H., Robock,
A., Yang, S., and Watanabe, S.: The hydrological impact of
geoengineering in the Geoengineering Model Intercomparison
Project (GeoMIP), J. Geophys. Res.-Atmos., 118, 11036–11058,
https://doi.org/10.1002/jgrd.50868, 2013.

Tilmes, S., Mills, M. J., Niemeier, U., Schmidt, H., Robock, A.,
Kravitz, B., Lamarque, J.-F., Pitari, G., and English, J. M.: A
new Geoengineering Model Intercomparison Project (GeoMIP)
experiment designed for climate and chemistry models, Geosci.
Model Dev., 8, 43–49, https://doi.org/10.5194/gmd-8-43-2015,
2015.

Vial, J., Dufresne, J.-L., and Bony, S.: On the interpretation of inter-
model spread in CMIP5 climate sensitivity estimates, Clim. Dy-
nam., 41, 3339–3362, https://doi.org/10.1007/s00382-013-1725-
9, 2013.

Vimont, D.: Dan Vimont’s Matlab Libraries, available at: http:
//www.aos.wisc.edu/~dvimont/matlab/, last access: 15 August
2018.

Visioni, D., Pitari, G., and Aquila, V.: Sulfate geoengineer-
ing: a review of the factors controlling the needed injec-
tion of sulfur dioxide, Atmos. Chem. Phys., 17, 3879–3889,
https://doi.org/10.5194/acp-17-3879-2017, 2017.

Visioni, D., Pitari, G., and di Genova, G.: Upper tropospheric ice
sensitivity to sulfate geoengineering, Atmos. Chem. Phys. Dis-
cuss., https://doi.org/10.5194/acp-2018-107, in review, 2018.

Watanabe, S., Hajima, T., Sudo, K., Nagashima, T., Takemura, T.,
Okajima, H., Nozawa, T., Kawase, H., Abe, M., Yokohata, T.,
Ise, T., Sato, H., Kato, E., Takata, K., Emori, S., and Kawamiya,
M.: MIROC-ESM 2010: model description and basic results of
CMIP5-20c3m experiments, Geosci. Model Dev., 4, 845–872,
https://doi.org/10.5194/gmd-4-845-2011, 2011.

Webb, M., Senior, C., Bony, S., and Morcrette, J.-J.: Combining
ERBE and ISCCP data to assess clouds in the Hadley Centre,
ECMWF and LMD atmospheric climate models, Clim. Dynam.,
17, 905–922, https://doi.org/10.1007/s003820100157, 2001.

Webb, M. J., Andrews, T., Bodas-Salcedo, A., Bony, S., Brether-
ton, C. S., Chadwick, R., Chepfer, H., Douville, H., Good, P.,

Atmos. Chem. Phys., 18, 11905–11925, 2018 www.atmos-chem-phys.net/18/11905/2018/

https://doi.org/10.1175/1520-0477(1999)080<2261:AIUCFI>2.0.CO;2
https://doi.org/10.1175/1520-0477(1999)080<2261:AIUCFI>2.0.CO;2
https://doi.org/10.5281/zenodo.1328272
https://doi.org/10.5194/acp-18-2287-2018
https://doi.org/10.5194/acp-18-2287-2018
https://doi.org/10.1126/sciadv.1501572
https://doi.org/10.1126/science.1084123
https://doi.org/10.5194/esd-4-253-2013
https://doi.org/10.1002/2013JD021258
https://doi.org/10.1002/2013MS000265
https://doi.org/10.5194/esd-3-63-2012
https://doi.org/10.5194/esd-3-63-2012
https://doi.org/10.1175/2007JCLI2044.1
https://doi.org/10.1038/nature12829
https://doi.org/10.5194/acp-17-6439-2017
https://doi.org/10.1175/JCLI3799.1
https://doi.org/10.1175/JCLI4143.1
https://doi.org/10.1002/jgrd.50868
https://doi.org/10.5194/gmd-8-43-2015
https://doi.org/10.1007/s00382-013-1725-9
https://doi.org/10.1007/s00382-013-1725-9
http://www.aos.wisc.edu/~dvimont/matlab/
http://www.aos.wisc.edu/~dvimont/matlab/
https://doi.org/10.5194/acp-17-3879-2017
https://doi.org/10.5194/acp-2018-107
https://doi.org/10.5194/gmd-4-845-2011
https://doi.org/10.1007/s003820100157


R. D. Russotto and T. P. Ackerman: What determines solar reduction to balance increased CO2? 11925

Kay, J. E., Klein, S. A., Marchand, R., Medeiros, B., Siebesma,
A. P., Skinner, C. B., Stevens, B., Tselioudis, G., Tsushima, Y.,
and Watanabe, M.: The Cloud Feedback Model Intercomparison
Project (CFMIP) contribution to CMIP6, Geosci. Model Dev.,
10, 359–384, https://doi.org/10.5194/gmd-10-359-2017, 2017.

Wetherald, R. T. and Manabe, S.: The effects of changing the solar
constant on the climate of a general circulation model, J. Atmos.
Sci., 32, 2044–2059, 1975.

Wood, R. and Bretherton, C. S.: On the Relationship between Strati-
form Low Cloud Cover and Lower-Tropospheric Stability, J. Cli-
mate, 19, 6425–6432, 2006.

World Meteorological Organization: WMO Greenhouse Gas Bul-
letin, available at: https://library.wmo.int/opac/doc_num.php?
explnum_id=4022 (last access: 15 August 2018), 2017.

Zelinka, M. D., Klein, S. A., and Hartmann, D. L.: Computing
and Partitioning Cloud Feedbacks Using Cloud Property His-
tograms. Part I: Cloud Radiative Kernels, J. Climate, 25, 3715–
3735, 2012a.

Zelinka, M. D., Klein, S. A., and Hartmann, D. L.: Com-
puting and Partitioning Cloud Feedbacks Using Cloud Prop-
erty Histograms. Part II: Attribution to Changes in Cloud
Amount, Altitude, and Optical Depth, J. Climate, 25, 3736–3754,
https://doi.org/10.1175/JCLI-D-11-00249.1, 2012b.

Zhang, M. and Huang, Y.: Radiative Forcing of Quadrupling CO2,
J. Climate, 27, 2496–2508, https://doi.org/10.1175/JCLI-D-13-
00535.1, 2014.

www.atmos-chem-phys.net/18/11905/2018/ Atmos. Chem. Phys., 18, 11905–11925, 2018

https://doi.org/10.5194/gmd-10-359-2017
https://library.wmo.int/opac/doc_num.php?explnum_id=4022
https://library.wmo.int/opac/doc_num.php?explnum_id=4022
https://doi.org/10.1175/JCLI-D-11-00249.1
https://doi.org/10.1175/JCLI-D-13-00535.1
https://doi.org/10.1175/JCLI-D-13-00535.1

	Abstract
	Introduction
	Changes in the physical state of the atmosphere
	Radiative effects
	SW radiative effects
	LW radiative effects

	Connections between radiative effects and required solar reduction
	Conclusions
	Code and data availability
	Supplement
	Author contributions
	Competing interests
	Special issue statement
	Acknowledgements
	References

