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Abstract. Natural gas infrastructure releases methane (CH4),
a potent greenhouse gas, into the atmosphere. The estimated
emission rate associated with the production and transporta-
tion of natural gas is uncertain, hindering our understanding
of its greenhouse footprint. This study presents a new appli-
cation of inverse methodology for estimating regional emis-
sion rates from natural gas production and gathering facilities
in north-eastern Pennsylvania. An inventory of CH4 emis-
sions was compiled for major sources in Pennsylvania. This
inventory served as input emission data for the Weather Re-
search and Forecasting model with chemistry enabled (WRF-
Chem), and atmospheric CH4 mole fraction fields were gen-
erated at 3 km resolution. Simulated atmospheric CH4 en-
hancements from WRF-Chem were compared to observa-
tions obtained from a 3-week flight campaign in May 2015.
Modelled enhancements from sources not associated with
upstream natural gas processes were assumed constant and
known and therefore removed from the optimization proce-
dure, creating a set of observed enhancements from natu-
ral gas only. Simulated emission rates from unconventional
production were then adjusted to minimize the mismatch be-

tween aircraft observations and model-simulated mole frac-
tions for 10 flights. To evaluate the method, an aircraft mass
balance calculation was performed for four flights where
conditions permitted its use. Using the model optimization
approach, the weighted mean emission rate from unconven-
tional natural gas production and gathering facilities in north-
eastern Pennsylvania approach is found to be 0.36 % of total
gas production, with a 2σ confidence interval between 0.27
and 0.45 % of production. Similarly, the mean emission es-
timates using the aircraft mass balance approach are calcu-
lated to be 0.40 % of regional natural gas production, with
a 2σ confidence interval between 0.08 and 0.72 % of pro-
duction. These emission rates as a percent of production are
lower than rates found in any other basin using a top-down
methodology, and may be indicative of some characteristics
of the basin that make sources from the north-eastern Mar-
cellus region unique.
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1 Introduction

The advent of hydraulic fracturing and horizontal drilling
technology has opened up the potential to access vast reser-
voirs of previously inaccessible natural gas, shifting energy
trends in the United States away from coal and towards nat-
ural gas (EIA, 2016b). From a greenhouse gas (GHG) emis-
sions perspective, natural gas has the potential to be a cleaner
energy source than coal. For every unit of energy produced,
half as much carbon dioxide (CO2) is emitted through the
stationary combustion of natural gas in comparison to coal
(EPA, 2016). However, during the process of extracting and
distributing natural gas a percentage of the overall production
escapes into the atmosphere through both planned releases
and unintended leaks in infrastructure. Though these emis-
sions may be small from an economic perspective, their cli-
matological impacts are not negligible (Alvarez et al., 2012;
Schwietzke et al., 2014). Methane (CH4), the main compo-
nent of natural gas, is a potent greenhouse gas with a global
warming potential over a 20-year period (GWP20) of 84
(Myhre et al., 2013). Over a 100-year period the GWP is
reduced to 28 due mostly to interactions with the hydroxyl
radical which transform the CH4 molecule to CO2. Depend-
ing on which timespan is used, the relative climatological im-
pacts of natural gas as an energy source compared to coal can
vary. Using the GWP20 value, it is estimated that a natural
gas emission rate of greater than 3 % of total gas production
would result in a natural gas power plant having a more neg-
ative impact on the climate than a coal-powered plant. Using
the GWP100 value, this emission rate threshold shifts to 10 %
of production (Schwietzke et al., 2014; Alvarez et al., 2012).
Complicating matters further, the future climate impacts as-
sociated with an increased availability of natural gas extends
well beyond a simple greenhouse gas footprint comparison
with coal. Lower fuel prices linked to this new reservoir of
energy can change the course of future energy development
globally. With many states and countries attempting to find
a suitable balance between their energy policies and green-
house gas footprint, it is important for the scientific commu-
nity to be able to quantify and monitor natural gas emission
rates.

The drilling and transportation of natural gas can be bro-
ken down into five stages: production, processing, storage,
transmission, and distribution. The United States Environ-
mental Protection Agency (EPA) uses a bottom-up approach
to quantify these emissions, estimating emission rates per
facility or component (such as a compressor, unit length
of pipeline, pneumatic device) or an average emission per
event (such as a well completion or liquids unloading). These
“emission factors” are then multiplied by nationwide activity
data containing the number of components or events associ-
ated with each emission factor, and a total emission rate is
produced for the country (EPA, 2015b). This bottom-up ap-
proach is a practical methodology for estimating emissions
over a large scale but has limitations. A bottom-up inven-

tory depends on the quality and quantity of its emission fac-
tors and activity data. Emissions from sources in the natu-
ral gas industry can be temporally variable and have a wide
range of values depending on a number of factors, such as
the quality and age of the device and the gas pressure mov-
ing through the component. Furthermore, recent studies have
shown that a majority of emissions come from a small per-
centage of devices, often referred to as “super-emitters”, cre-
ating a long-tail distribution of emission sources (Brandt et
al., 2014; Omara et al., 2016; Zavala-Araiza et al., 2015,
2017; Frankenberg et al., 2016). These factors make it dif-
ficult to sample enough devices and adequately describe the
mean emission rate, thus allowing for significant representa-
tion errors in the emission factors. Because emission factors
are required for hundreds of different components, these er-
rors can accumulate and lead to systematic biases in the total
emissions estimate.

One way to compliment results based on inadequate sam-
ple sizes in the bottom-up approach is to measure the ag-
gregated enhancement in the atmospheric mole fraction at
larger scales through a top-down approach. Instead of mea-
suring emissions from individual devices and scaling up, a
top-down approach takes atmospheric greenhouse gas con-
centrations measured downwind of a continent (e.g. Bous-
quet et al., 2006), a region (e.g. Lauvaux et al., 2008), a
city (e.g. White et al., 1976; Mays et al., 2009; Lamb et al.,
2016), or a facility (e.g. Ryerson et al., 2001) and uses in-
verse methodologies to attribute the enhancements to poten-
tial sources upwind. One of these methods, the aircraft mass
balance technique, has been performed at many different oil
and gas fields to characterize natural gas emissions (Pétron et
al., 2012; Karion et al., 2013, 2015; Peischl et al., 2015; Con-
ley et al., 2016). While this methodology is able to capture
surface fluxes over a large region, it remains difficult to at-
tribute the emissions to any individual source (Cambaliza et
al., 2014). Any sources from within the flux region that emit
CH4 will be measured in the downwind observations and be
a part of the aggregated regional enhancement. Atmospheric
observations may include other sources of CH4 unrelated
to natural gas, such as anaerobic respiration from landfills
and wetlands, enteric fermentation from cattle, anaerobic de-
composition of manure, CH4 seepage from coal mining, and
many other smaller sources. If the purpose of the study is to
solve for the emissions from the natural gas industry, emis-
sions from all sources unrelated to natural gas must be known
and removed from the regional flux estimate. Thus, top-down
experiments require an accurate CH4 inventory of the study
area, and any errors associated with the inventory will propa-
gate into the final emissions estimate. A more advanced tech-
nique used to separate out non-natural gas sources has been
developed using ethane as a tracer for natural gas (Smith et
al., 2015). However, such methods may struggle in dry gas
basins, where smaller ethane-to-methane ratios within the
gas can make the ethane signature more difficult to separate
out, or in regions where multiple ethane sources are present.
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Similarly to bottom-up methods, top-down studies fail to ad-
dress temporal variability, with observations from many of
these studies having been collected during a limited number
of 2 to 4 h aircraft flights performed over a period of weeks.

In recent years, both bottom-up and top-down studies have
aimed to calculate natural gas emission rates, with bottom-
up studies generally finding smaller emission rates than their
top-down counterparts (Brandt et al., 2014). The discrepancy
between the results from these two methodologies must be
better understood if the true emission rate is to be known.
Both the bottom-up and top-down approaches have their
own inherent sources of error. For the bottom-up approach,
a small sample size could result in the omission of any
super-emitters, resulting in a low emissions bias. For the
top-down approach, difficulty in attributing the measured en-
hancements to their correct sources can lead to errors when
solving for the emissions of a particular sector.

Top-down emission estimates of individual basins have
shown variation in the emission rate across the different
basins. An aircraft mass balance performed over the Bar-
nett Shale in Texas found an emission rate between 1.3 and
1.9 % of production (Karion et al., 2015), yet a similar mass
balance study executed over unconventional wells in Uintah
County, Utah, calculated an emission rate between 6.2 and
11.7 % of production (Karion et al., 2013). Differences in
regional emission rates can perhaps best be illustrated by re-
cent studies in the Marcellus region. The Marcellus Shale gas
play is part of the Marcellus geological formation running
close to the Appalachian mountain chain from West Virginia
to southern New York and contains an estimated 140 billion
cubic feet of technically recoverable natural gas (EIA, 2012).
Reaching peak production by the end of 2015, the Marcellus
is the largest producer of shale in the USA, producing 17 000
million standard cubic feet per day (MMSCFD) of natural
gas (EIA, 2016a). A bottom-up study measuring emissions
from 17 unconventional well sites in the Marcellus found a
median emission rate from the wells of 0.13 % of production
but estimated a mean emission rate between 0.38 and 0.86 %
of production due to the potential presence of super-emitters,
which would skew the mean emission rate towards values
higher than the median (Omara et al., 2016). An aircraft
mass balance study over north-eastern Pennsylvania calcu-
lated an emission rate between 0.18 and 0.41 %, a number
that accounted for emissions from the production, process-
ing, and transmission of the gas (Peischl et al., 2015). Both
of these derived estimates fall below emission rates calcu-
lated throughout other basins and are below the 3 % thresh-
old required for natural gas to be a smaller climate pollutant
in comparison to coal over a 20-year timescale. The low rates
in the Marcellus compared to other regions could be the re-
sult of a systematic difference within the Marcellus that leads
to a more efficient extraction of natural gas. However, while
useful as a first-guess estimation, current studies performed
in the region are based on relatively small sample sizes (1
aircraft mass balance and 88 individual well measurements).

A more thorough analysis of the emission rate in the Mar-
cellus would provide insight into regional differences in CH4
emissions from different shale basins and help to improve
national estimates of emissions from natural gas.

This study seeks to provide confidence in the emission
rate for the north-eastern Marcellus by performing the most
thorough top-down analysis of the north-eastern Marcellus
region to date. CH4 measurements were taken from aircraft
observations across 10 flights in north-eastern Pennsylvania.
A new implementation of modelling CH4 mole fractions is
developed to track complex plume structures associated with
different emitters, and an optimal natural gas emission rate
is solved for each of the 10 flights. An aircraft mass balance
technique is also conducted for four of the flights and nat-
ural gas emission estimates from this method are compared
to those calculated using the modelling technique. Using in-
formation on the uncertainty with both methods, a regional
emission rate is calculated for the natural gas industry in the
north-eastern Marcellus region.

2 Methods

The objective of this study is to quantify CH4 emissions
coming from unconventional wells and compressor stations,
henceforth referred to as upstream natural gas emissions in
the north-eastern Marcellus region (defined as the area con-
tain within 41.1–42.2◦ N 75.2–77.6◦W, see Fig. 1) through
two different top-down methodologies. CH4 observations
from aircraft data are collected for 10 individual flights over
a 3-week period in May 2015. These data are used to solve
for the upstream natural gas emission rate using an aircraft
mass balance approach. Additionally, a CH4 emissions in-
ventory for the region is compiled and input into the atmo-
spheric transport model described below. CH4 concentrations
are modelled for each flight, and the upstream natural gas
emission rate within the model is optimized to create the best
match between aircraft observations and model-projected en-
hancement, providing another estimate for the upstream nat-
ural gas emission rate. The sections below detail the regional
CH4 inventory, the aircraft campaign, the transport model,
the model optimization technique, and the mass balance ap-
proach used in this study.

2.1 Regional methane emission inventory

In this study we characterize emissions from the natural gas
industry into five different sectors: emissions from wells,
emissions from compressor facilities, emissions from stor-
age facilities, emissions from pipelines, and emissions in the
distribution sector.

To estimate CH4 emissions from the production sector of
the natural gas industry, data were first obtained on the loca-
tion and production rate of each unconventional well from
the Pennsylvania Department of Environmental Protection

www.atmos-chem-phys.net/17/13941/2017/ Atmos. Chem. Phys., 17, 13941–13966, 2017



13944 Z. R. Barkley et al.: Quantifying methane emissions from natural gas production

Figure 1. A map of the unconventional wells in Pennsylvania shown with purple dots. Production values of wells for May 2015 are indicated
by the marker colour. Red rectangle and inset show the region of focus for this study; 41.1–42.2◦ N 75.2–77.6◦W.

Oil and Gas Reports website (PADEP, 2016) and the West
Virginia Department of Environmental Protection (WVDEP,
2016). To convert the production rate into an emission rate,
we need to assume a first guess as to the expected leakage
from wells in the area. A first-guess natural gas emission rate
of 0.13 % was applied to the production value of each of the
7000+ producing unconventional wells based on the median
rate from Omara et al. (2016). The natural gas emission rate
was then converted to a CH4 emission rate by assuming a
CH4 composition in the natural gas of 95 % (Peischl et al.,
2015).

In addition to unconventional wells, the domain also con-
tains more than 100 000 shallow conventional wells. Annual
conventional production rates for the year 2014 were ob-
tained through the PADEP Oil and Gas Reports website, the
WVDEP, and the New York Department of Environmental
Conservation (NYDEC, 2016). Despite the large number of
wells, the average conventional well in PA produces 1 % of
the natural gas of its unconventional counterpart. However,
it is speculated that the older age of these wells and a lack
of maintenance and care for them results in a higher emis-
sion rate for these wells as a function of their production
(Omara et al., 2016). A first-guess natural gas emission rate
of 11 % was applied to the production values of the conven-
tional wells based on the median emission rate from the wells
sampled in Omara et al. (2016). Similarly to the unconven-
tional wells, the natural gas emission rate was then converted
to a CH4 emission rate by assuming a CH4 composition in
the natural gas of 95 %.

Compressor stations located within the basin are respon-
sible for collecting natural gas from multiple well locations,
removing non-CH4 hydrocarbons and other liquids from the

flow, and regulating pressure to keep gas flowing along gath-
ering and transmission pipelines, and can be a potential
source for methane emissions. Data for compressor station
locations and emissions come from a data set used in March-
ese et al. (2015). A total of 489 compressor facilities are
listed for Pennsylvania, with 87 % of the listed facilities also
containing location data. Emissions for each compressor sta-
tion are calculated through two different methodologies. In
the simplest case, a flat emission rate of 32.35 kg h−1 is ap-
plied to each station, which is the mean emission rate of a
gathering facility in PA found in Marchese et al. (2015). In
the more complex scenario, the same emissions total is used
as in the flat rate case but is distributed among the compressor
stations linearly as a function of their energy usage. Wattage
between compressors in our data set can vary greatly, from
10 kW for small compressors to 7000 kW or more at large
gathering facilities. Using the wattage as a proxy for emis-
sions allows us to account for the size and throughput of nat-
ural gas at each station and assumes larger stations will emit
more natural gas compared to smaller stations (Marchese et
al., 2015).

Data on locations of underground storage facilities were
obtained from the United States Energy Information Admin-
istration (EIA, 2015). For each of these locations, a base
emission rate of 96.7 kg h−1 was applied according to the av-
erage value emitted by a compressor station associated with
an underground storage facility (Zimmerle et al., 2015).

To calculate pipeline emissions, data on pipeline loca-
tions needed to be collected. Information on transmission
pipelines, which connect gathering compressors to distribu-
tion networks, is provided by the Natural Gas Pipelines GIS
product purchased from Platts, a private organization which

Atmos. Chem. Phys., 17, 13941–13966, 2017 www.atmos-chem-phys.net/17/13941/2017/



Z. R. Barkley et al.: Quantifying methane emissions from natural gas production 13945

Figure 2. A map of transmission and gathering pipelines for the
states of PA and NY. Transmission pipelines are provided by Platts
Natural Gas Pipelines product. Gathering pipelines associated with
unconventional wells in PA are extrapolated using information
on existing gathering pipelines provided by Bradford County, PA
(highlighted in yellow).

collects and creates various infrastructural layers for the nat-
ural gas and oil industry (Platts, 2016). Gathering pipeline
data corresponding to the transfer of gas from wellheads to
gathering compressors is nearly non-existent for PA with the
exception of Bradford County (2016), which maps out all
gathering pipeline infrastructure within the county border.
In PA, information on the location of a gathering pipeline
elsewhere is only available where a gathering line crosses a
stream or river. To account for gathering pipelines in the re-
mainder of the state, a GIS model was created using Bradford
County pipelines maps in addition to previously generated
pipeline maps of Lycoming County (Langlois et al., 2017). A
typical pattern was simulated, connecting pipelines between
unconventional wells throughout the state (Fig. 2). The re-
sulting pattern follows the valley of the Appalachian Moun-
tains, with larger pipelines crossing through the state to con-
nect the different branches of the network. These pipelines
were then multiplied by an emission factor of 0.043 kg per
mile of pipe, used for gathering pipeline leaks in the Inven-
tory of US Greenhouse Gas Emissions and Sinks: 1990–2013
(EPA, 2015b).

CH4 emissions from natural gas distribution sources,
coal mines, and animals/animal waste were provided from
Maasakkers et al. (2016), which takes national-scale emis-
sions from the EPA’s greenhouse gas inventory for the year
2012 and transforms it into a 0.1◦× 0.1◦ emissions map for
the continental USA. For natural gas distribution emissions,
various pipeline data were collected at state level and emis-
sion factors were accounted for to calculate a total distribu-
tion emission for the state. This emissions total was then

distributed within the state, proportional to the population
density. Emission estimates for coal are calculated using
information from the Greenhouse Gas Reporting Program
(GHGRP) for active mines and the Abandoned Coal Mine
Methane Opportunities Database for abandoned mines (EPA,
2008). State-level emissions missions from enteric fermenta-
tion and manure management are provided in the EPA’s in-
ventory. These emissions were segregated into higher reso-
lutions using county-level data from the 2012 US Census of
Agriculture (USDA, 2012) and land-type mapping.

Finally, the EPA’s Greenhouse Gas Reporting Program
data set for the year 2014 was used to capture all other major
sources of CH4 in the region that are otherwise unaccounted
for, the majority of which are emissions from landfills and
some industrial sources (EPA, 2015a). Sources within the
GHGRP that overlap with natural gas sources already ac-
counted for within our inventory were removed to prevent
redundancy.

Although our emissions map used for the model runs
did not account for potential CH4 emissions from wetland
sources, a series of wetlands emission scenarios was obtained
for the region using data from Bloom et al. (2017). From this
data set, wetland CH4 emissions make up only 1 % of all re-
gional CH4 emissions in the most extreme scenario, and thus
we assume their impact is negligible in this study.

2.2 Aircraft campaign

Observations for this project were obtained from a 3-
week aircraft campaign during the period of 14 May–
3 June 2015 and are available for public access
(https://doi.org/10.15138/G35K54). The campaign was
led by the Global Monitoring Division (GMD) of the
National Oceanic and Atmospheric Administration Earth
Systems Research and Laboratory (NOAA ESRL), in
collaboration with the University of Michigan. During this
period, the NOAA Twin Otter aircraft flew throughout the
north-eastern portion of Pennsylvania, providing a total
of 10 flights across 9 days. The aircraft was equipped
with a cavity ring-down spectroscopic analyser (Picarro
G2401-m) measuring CH4, CO2, CO, and water vapour
mole fractions at approximately 0.5 Hz with random errors
of 1 ppb, 0.1 ppm, 4 ppb, and 50 ppm respectively (Karion
et al., 2013). GPS location, horizontal winds, temperature,
humidity, and pressure were also recorded at 1 Hz. The
majority of observations for each flight occurred during the
afternoon hours at heights lower than 1500 m above ground
level. Each flight contains at least one vertical profile within
and above the boundary layer, with temperature and water
vapour observations from these profiles used to estimate
the atmospheric boundary layer height and ensure that the
aircraft sampled air within the boundary layer throughout
the flight. Observations suspected of being located above
the boundary layer top are flagged and removed from all
calculations.
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Figure 3. Observed CH4 enhancements within the boundary layer from each of the 10 afternoon flights used in this study, with green dots
showing the location of unconventional wells in PA and blue arrows showing the modelled wind direction during the time of the flight. CH4
enhancements are calculated by taking the observed CH4 mole fraction values and subtracting the flight’s background CH4 value shown in
Table 3. Dates are mm/dd/yyyy.

Flight paths, wind speeds, and CH4 observations for each
of the 10 flights can be seen in Fig. 3. For 6 of the 10 flights,
a box pattern was flown around a large portion of uncon-
ventional natural gas wells in north-eastern PA. These flights
were performed typically on days with a strong, steady wind,
with a clearly defined upwind and downwind transect in-
tended for use in an aircraft mass balance calculation. Five
of the six box-pattern flights were composed of two loops
circling the gas basin, allowing for two separate calculations
of the upstream natural gas emission rate for the flight. On
the remaining four flights, raster patterns were performed to
help to identify spatial complexities of CH4 emissions within
the basin. All 10 flights were used in the model optimization
calculation of the upstream natural gas emission rate.

2.3 Transport model

The atmospheric transport model used in this study is the
Advanced Weather Research and Forecasting (WRF) model

(WRF-ARW, Skamarock et al., 2005) version 3.6.1. The
WRF configuration for the model physics used in this re-
search includes the use of (1) the double-moment scheme
(Thompson et al., 2008) for cloud microphysical processes,
(2) the Kain–Fritsch scheme (Kain and Fritsch, 1990; Kain,
2004) for cumulus parameterization on the 9 km grid, (3) the
rapid radiative transfer method for general circulation models
(GCMs) (RRTMG, Mlawer et al., 1997; Iacono et al., 2008),
(4) the level 2.5 TKE-predicting MYNN planetary boundary
layer (PBL) scheme (Nakanishi and Niino, 2006), and (5) the
Noah 4-layer land-surface model (LSM), which predicts soil
temperature and moisture (Chen and Dudhia, 2001; Tewari
et al., 2004) in addition to sensible and latent heat fluxes be-
tween the land surface and atmosphere.

The WRF model grid configuration used in this re-
search contains two grids, 9 and 3 km, each with a mesh
of 202× 202 grid points. The 9 km grid contains the mid-
Atlantic region, the entire north-eastern United States east of
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Indiana, parts of Canada, and a large area of the northern At-
lantic Ocean. The 3 km grid contains the entire state of Penn-
sylvania and most of the state of New York. Fifty vertical
terrain-following model layers are used, with the centre point
of the lowest model layer located at ∼ 10 m above ground
level. The thickness of the layers stays nearly constant with
height within the lowest 1 km, with 26 model layers below
850 hPa (∼ 1550 m a.g.l.). One-way nesting is used so that
information from the coarse domain translates to the fine do-
main but no information from the fine domain translates to
the coarse domain.

The WRF modelling system used for this study also has
four-dimensional data assimilation (FDDA) capabilities to
allow meteorological observations to be assimilated into the
model (Deng et al., 2009). With WRF FDDA, observations
are assimilated through the entire simulation to ensure the
optimal model solutions that combine both the observation
and the dynamic solution, a technique referred to as dynamic
analysis. Data assimilation can be accomplished by nudging
the model solutions toward gridded analyses based on obser-
vations (analysis nudging) or directly toward the individual
observations (observation nudging), with a multiscale grid-
nesting assimilation framework, typically using a combina-
tion of these two approaches (Deng et al., 2009; Rogers et
al., 2013).

FDDA (Deng et al., 2009) was used in this research with
the same strategy as used in Rogers et al. (2013). Both anal-
ysis nudging and observation nudging were applied on the
9 km grid, and only observation nudging was applied on the
3 km grid. In addition to assimilating observations and using
the North America Regional Reanalysis model as initial con-
ditions, we reinitialize the WRF model every 5 days, allow-
ing 12 h of overlap period in consideration of model spin-up
period to prevent model errors from growing over long peri-
ods. The observation data types assimilated include standard
WMO surface and upper-air observations distributed by the
National Weather Service (NWS), available hourly for the
surface and 12-hourly for upper air, and the Aircraft Commu-
nications Addressing and Reporting System (ACARS) com-
mercial aircraft observations, available anywhere in space
and time with low-level observations near the major airports.

The WRF model used in this study enables the chemical
transport option within the model, allowing for the projection
of CH4 concentrations throughout the domain. Surface CH4
emissions used as input for the model come from our CH4
emissions inventory and are all contained within the 3 km
nested grid. Each source of CH4 within our inventory is de-
fined with its own tracer (Table 1), allowing for the tracking
of each individual source’s contribution to the overall pro-
jected CH4 enhancement within the model. For this study,
CH4 is treated as an inert gas. The potential for interaction
with the hydroxyl radical (OH), the main sink of CH4, is ne-
glected. A calculation assuming an above-average OH mole
fraction over a rural region of 0.5 pptv (Stone et al., 2012) and
a reaction rate of 6.5× 10−15 (Overend et al., 1975) produces

a CH4 sink of 0.5 ppb h−1. The duration of a flight can be up
to 3 h, leading to a potential loss of 1.5 ppb over the course of
a flight. This loss is small but not insignificant. CH4 plumes
associated with natural gas during each flight ranged between
15 and 70 ppb, and a change of 1.5 ppb could theoretically
impact observations by as much as 10 % of the plume signal.
However, this decrease in the CH4 mole fraction would likely
have equal impacts on both the background CH4 values as
well as the enhancement. Because emission calculations are
based on the relative difference between the CH4 background
mole fraction and the enhancement downwind, it would take
a gradient in the oxidation of OH to impact the results. Con-
sidering this relatively low destruction rate, the expected ho-
mogeneity of the sink across the region, and the difficulties
associated with the simulation of chemical loss processes, we
assumed that the CH4 mass is conserved throughout the af-
ternoon and therefore we ignored the impact of oxidation by
OH.

2.4 Model optimization technique

2.4.1 Model optimization methodology

The objective of the model optimization technique is to solve
for an emission rate as a percent of natural gas production
that creates the best match between modelled CH4 concentra-
tion maps, provided by the transport model, with actual CH4
mole fraction observations provided by the aircraft data. The
optimization process in this study was originally designed
to solve for natural gas emission from unconventional wells
and emissions from compressor facilities separately. Because
the flow rate of natural gas being processed was not avail-
able for each compressor station, emissions at each facil-
ity were originally scaled based on the size of the station.
However, when running the transport model using this emis-
sions map, enhancements from the compressor stations pro-
duced plume structures nearly identical in shape to enhance-
ments from the unconventional wells due to the similar spa-
tial distributions of these two tracers. Without distinct differ-
ences between the enhancement patterns from each tracer, it
becomes impossible to distinguish which emissions source
must be adjusted to obtain the closest match to the observa-
tions. For this reason, emissions from compressor facilities
are merged with unconventional well emissions in the op-
timized emission rate. Though the emission rate solved for
in this experiment only uses the locations and production
for the unconventional wells, this optimized rate represents
emissions from both the wells and compressor facilities and
are referred to as the modelled upstream natural gas emis-
sion rate. Midstream and downstream natural gas processes
(such as processing, transmission and distribution of the gas)
and emissions from conventional wells are not solved for in
this study due to their minimal contribution (less than 5 %)
to CH4 emissions in the region encompassed by the aircraft
campaign.
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Table 1. List of tracers used in the transport model.

Tracer no. Name Description of source

1 Unconventional wells Emissions from unconventional wells.
2 Storage facilities Emissions from compressors associated with natural gas storage.
3 Pipelines Emissions from gathering and transmission pipelines
4 Distribution Emissions from the distribution sector of the natural gas industry.
5 Conventional wells Emissions from conventional wells.
6 Landfills/other Emissions from landfills and uncharacterized industrial sources.
7 Coal Emissions from active and abandoned coal mining.
8 Animals/waste Emissions from enteric fermentation and manure management
9 Production compressors

(HP)
Emissions from compressor stations characterized as “production”. Emissions scaled lin-
early with wattage.

10 Gathering compressors
(HP)

Emissions from compressor stations characterized as “gathering”. Emissions scaled linearly
with wattage.

11 Other compressors (HP) Emissions from all other compressor stations. Emissions scaled linearly with wattage.
12 Production compressors

(C)
Emissions from compressor stations characterized as “production”. Emissions constant
among compressors.

13 Gathering compressors
(C)

Emissions from compressor stations characterized as “gathering”. Emissions constant
among compressors.

14 Other compressors (C) Emissions from all other compressor stations. Emissions constant among compressors.

Using the transport model WRF-Chem, CH4 atmospheric
enhancements were generated for each flight using different
tracers to track different components to the overall CH4 en-
hancement (e.g. animals/animal waste, distribution sector, in-
dustries). From these concentration fields, the upstream natu-
ral gas emission rate was solved for each flight using a three-
step model optimization technique. First, a background con-
centration was determined for each flight and subtracted from
the observations to create a set of “observed CH4 enhance-
ments”, using

XEnhO =XObs−Xbg, (1)

where XObs is the CH4 mole fraction observation from the
aircraft, Xbg is a chosen background value for the flight, and
XEnhO is the calculated CH4 enhancement at each observa-
tion. In this study, the background value is defined as the
ambient CH4 mole fraction over the region not accounted
for by any of the sources within the model, with each flight
having a unique background value. Box-pattern flights con-
taining 2 loops around the basin may have a different back-
ground value assigned for each loop. To determine the back-
ground mole fraction, we start with the value of the observed
mole fraction in the lowest 2nd percentile of all observations
within the boundary layer for a given flight or loop. This
chosen background value represents the CH4 mole fraction
across the flight path from sources that are outside of our
model domain. Because the background value is meant to
represent the CH4 mole fraction outside the model domain
that is otherwise unaccounted for in our model, using the ob-
servations with the lowest CH4 mole fraction is not always
a sufficient definition for the background. On certain days,
CH4 enhancements from sources within the model domain

can form plumes with wide spatial coverage that cover all
observations during a flight. For example, during a flight the
lowest CH4 observations from the aircraft may be 1850 ppb,
but the model simulation during that period indicates that all
observations within the flight are being impacted by at min-
imum a 20 ppb enhancement. In this case, we would set our
background value for the flight at 1830 ppb, and say that our
1850 ppb observations from the flight are a combination of an
1830 ppb background in addition to a 20 ppb enhancement
from sources within the model. By subtracting this back-
ground value from our observations, we create a set of ob-
served CH4 enhancements, which can be directly compared
to the model-projected enhancements.

The next step is to remove enhancements from this set that
are not associated with emissions from upstream natural gas
using

XGasO =XEnhO−XOtherM, (2)

where XOtherM is the modelled CH4 enhancement at each
observation from sources unrelated to upstream natural gas
processes, and XGasO is the observation-derived CH4 en-
hancement associated with upstream natural gas emissions
for each observation. In this step, each observed CH4 en-
hancement has subtracted from it the projected non-natural
gas enhancement from the model (i.e. nearest grid point in
space) using the corresponding model output time closest
to the observation within a 20 min time interval. This cre-
ates a set of observed CH4 enhancements related only to
emissions from upstream gas processes, filtering out poten-
tial signals from other CH4 emitters and providing a set of
observed enhancements that can be directly compared to
the projected upstream natural gas enhancement within the
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model. By subtracting these other sources from the observa-
tions, we make the assumptions that our emissions inventory
is accurate for non-natural gas sources and that the transport
of these emissions is perfect, both of which are actually un-
certain. Because errors exist in both the emissions and trans-
port, it is possible to create a negative observation-derived
upstream gas enhancement if model-projected enhancements
from other sources are larger than the observation-derived
enhancement. From the 10 flights, 16 % of the observation-
derived enhancements are negative, but only 3 % are negative
by more than 5 ppb. To avoid solving for unrealistic nega-
tive values, these negative observation-based upstream gas
enhancements are set to 0. Errors associated with this issue
and other uncertainties with our inventory are examined fur-
ther in the uncertainly analysis section of this paper.

In the final step, the upstream natural gas emission rate
within the model is adjusted to create the best match between
the modelled upstream gas enhancement and observation-
derived upstream gas enhancement using

J =XGasO−C ·XGasM, (3)

where XGasO and XGasM are the observed and modelled en-
hancements for each observation. In this equation, J is a cost
function we are trying to minimize by solving for a scalar
multiplier C, which, when applied to the modelled natural
gas enhancements, creates the smallest sum of the differences
between the observation-derived upstream gas enhancement
and the modelled upstream enhancement. Because the emis-
sion rate within the model is linearly proportional to the
model enhancements, we can solve for the upstream natural
gas emission rate that minimizes the cost function using

E = 0.13C, (4)

where 0.13 was the first-guess upstream emission rate (in
percent of production) used in the model, and E is the opti-
mized emission rate for the flight as a percentage of the nat-
ural gas production at each well. This final value represents
an overall emission rate associated with both unconventional
wells and compressor stations across the region.

The decision to use a scalar cost function rather than the
sum of squares is to account for possible misalignment be-
tween any observed CH4 plume and modelled plumes. There
are two potential ways in which misalignment may occur.
One possibility is that the modelled wind direction differs
from the true wind direction, leading to a plume in the model
that is off-centre in relation to the observed plume. The other
possibility relates to how the model treats emissions from
natural gas as a uniform percent of production. In reality the
emissions are more random in nature, and thus the plume
may not always develop over the wells with the largest pro-
duction values. If a cost function is used that minimizes the
sum of the squares, any misalignment between the modelled
and observed plume will result in the peak of the modelled
plume aligning with the height of the tail of the observed

plume (Fig. 4). Unless the observed plume aligns perfectly
with the modelled plume, the optimized emission rate using a
sum of squares approach will always have a low bias. By us-
ing a scalar cost function, we solve for an optimized emission
rate that results in a plume with the same area under the curve
compared to the observed plume (Fig. 4). This methodology
is not impacted by any misalignment between the modelled
and observed plumes, preventing the low biases associated
with a sum of squares minimization.

2.4.2 Model optimization uncertainty assessment

For each of the 10 flights, an uncertainty assessment was
performed to obtain a range of likely upstream emission
rates for any individual flight. Five different sources of er-
ror were considered in this assessment: model wind speed
error, model boundary layer height error, CH4 background
error, CH4 emission inventory error, and model/observation
mismatch error. These five sources of error vary substantially
from flight to flight depending on conditions, and each can
have significant impacts on the total uncertainty (Tables 4,
5).

Errors in the modelled wind speed and boundary layer
height have impacts on our emission estimates that linearly
impact the results. If we assume a constant wind speed, a
constant boundary layer height, and no entrainment of air
from the top of the boundary layer, we can use the follow-
ing equation to understand their impacts.

1C = F0

(
1x

U ·D

)
, (5)

where 1C is the total CH4 enhancement of the column of
air contained within the boundary layer, F0 is the average
emission rate over the path the parcel travelled, 1x is the
distance the column of air travelled, U is the wind speed and
D is the boundary layer height. Using this equation, we can
see the linear relationship between the model wind speed,
model boundary layer height, and the calculated emission
rate. As an example, if wind speeds in the model have low
bias, natural gas enhancements projected by the model in-
crease inversely. To compensate for this effect, the optimized
emission rate decreases proportionally. A similar case can be
made for bias in the boundary layer height. Both errors in the
wind speed and boundary layer height have known impacts
on the optimized emission rate which can be corrected for, as
long as the errors of each are known.

To calculate the error in the model wind speed, we assume
aircraft observations are truth and use

Ue =
Um−Uobs

Uobs
, (6)

where Uobs is the mean wind speed observed by the aircraft
across all points within the boundary layer, Um is the mean
modelled wind speed across all points closest in time and
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Figure 4. (a) Observed and model-projected CH4 enhancements during the 14 May 2015 at 16:00 Z. (b) Comparison of observed natural gas
enhancement and modelled natural gas enhancement along flight path, with upstream emission rate optimized by minimizing the absolute
error between the data sets. (c) Same as previous panel but optimized by minimizing the sum of the error between the data sets.

space to each observation, and Ue is the wind speed error
percentage.

To compute the error in the modelled boundary layer
height, the observed boundary layer height for each flight is
assumed to be the true boundary layer height, and the bound-
ary layer height percentage error, He, is estimated using

He =
Hm−H obs

H obs
, (7)

where H obs is the average observed boundary layer height
across each of the aircraft profiles for a given flight, Hm is
the model boundary layer height closest in time and space to
the location of the observed profiles averaged over all pro-
files. For both the observation and the model, boundary layer
heights were determined by locating the height of the po-
tential temperature inversion associated with the top of the
boundary layer. On the 22 May flight where a potential tem-
perature inversion could not easily be identified in the ob-
servations, changes in water vapour, CO2, and CH4 mixing
ratios were used to identify the boundary layer top.

Errors in the model wind speed and boundary layer height
are calculated for each of the 10 flights. From these errors, a
corrected optimized emission rate is calculated for each flight
using Eq. (8):

Enew =
E

(1+Ue)(1+He)
, (8)

where E is the original emission rate, and Enew is the cor-
rected optimized upstream natural gas emission rate as a per-
cent of production.

In addition to errors related to wind speed and boundary
layer height, we quantify three other sources of error in each

flight: errors in the selected CH4 background value, errors
in the CH4 inventory, and errors associated with the over-
all model performance (Table 5). Unlike the wind speed and
boundary layer errors, which have easily computable impacts
on the emission estimates, these other three sources of error
and their impact on the optimized emission rate are more dif-
ficult to quantify.

The background error relates to the value chosen for each
flight, which represents the ambient CH4 concentration in
the boundary layer unrelated to emission sources within the
model. In this study background values ranged from 1897 to
1923 ppb. Though background values should not have high
variability during a 2–3 h mid-afternoon flight, entrainment
from the boundary layer top can lead to the mixing in of
tropospheric air that has different CH4 mole fraction values
from those within the boundary layer, resulting in a change
in the afternoon background value with time. Furthermore,
for days on which all aircraft observations (including those
upwind of the unconventional wells) are impacted by various
CH4 plumes predicted within the model, it is difficult to de-
termine the background CH4 concentration accurately. Ad-
ditionally, observations corresponding to locations with no
modelled enhancement may in fact have been impacted by
missing sources in our inventory, highlighting the difficult
nature of knowing with certainty where and what the back-
ground is for any given flight. Understanding this uncertainty
is crucial; any error in subtracting the background value di-
rectly impacts each observation’s natural gas enhancement.
For example, a background value of 1 ppb below the true
background for a given flight would add 1 ppb to each ob-
served natural gas enhancement for all observations, creat-
ing a high bias with the optimized upstream emission rate.
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To account for this error, each flight’s optimization processes
was rerun, iterating the background value by±5 ppb, and the
ratio of the percent change in the emission rate compared
to the original case was defined as the resulting error in the
emission rate due to background uncertainty. This ±5 ppb
background error range is an estimate at the range of possi-
ble error in the background based on changes observed in the
upwind measurements from each of the flights and is meant
to be a conservative estimate of the error. The impact this
error can have on the emission rate varies depending on the
magnitude of the observed downwind enhancements during a
flight. A plume containing a CH4 enhancement of 50 ppb will
have a smaller relative error from a 5 ppb change compared
to one with an enhancement of only 10 ppb. Thus, days with
high wind speeds and a high boundary layer height (and thus
enhancements of a smaller magnitude) tend to be affected the
most by background errors.

Similarly to background errors, errors from the CH4 emis-
sions inventory are difficult to quantify. In the model opti-
mization technique, we subtract enhancements from sources
unrelated to unconventional natural gas before solving for the
upstream gas emission rate. In doing so, we are making the
assumption that our emissions inventory for sources unre-
lated to upstream natural gas processes are accurate. In truth,
each emission source in our inventory comes from a different
data set and has its own unique error bounds, many of which
are unknown. To simulate the potential errors associated with
unknown bounds in our inventory, we use a Monte Carlo ap-
proach and iterate the unconventional emissions optimization
approach for each flight 10 000 times, applying a random
multiplier between 0 and 2 for each of the different sources
not associated with unconventional natural gas production.
The resulting range of optimized natural gas emission rates
was fit to a Gaussian distribution and the 2σ emission range
was calculated. Despite varying the emissions used in the er-
ror analysis by 0 to 200 % of their original value, their im-
pacts on the optimized natural gas emission rate are minimal
on most days due to the north-eastern Marcellus region hav-
ing very few emission sources not related to upstream nat-
ural gas processes. Only for the flights on 24 May do we
see errors from the inventory contributing significantly to the
overall daily error, when the coal plume in south-western PA
enters the centre of the study region and has a large role in
the upstream natural gas emission rate calculation for that
day (Table 5).

The final source of error attempts to quantify the similar-
ity of the pattern of modelled and observed natural gas en-
hancements, referred to here as the model performance er-
ror. Figure 5 shows an example of 2 days, one in which the
model appears to recreate the observations, and the other in
which the model poorly matches the shape of the observed
enhancements. Having compared these two simulations with
no other information, we hypothesize that one should put
more trust in the upstream natural gas emission rate calcu-
lated for the flight with modelled upstream enhancements

that match structurally compared to the emission rate from
the flight with a modelled enhancement that bares little sem-
blance to the observed enhancement. The model performance
error is designed to account for the trustworthiness of the op-
timized upstream emission rate based on how well the model
simulates a given day. The model performance error is cal-
culated using a modified normalized root mean squared error
formula given in Eq. (9):

ePerf =
σ1X

1Xgas
. (9)

In this equation, σ1X is the standard deviation of the dif-
ference between the modelled and observation-derived up-
stream natural gas CH4 enhancement using the optimized
emission rate, and 1Xgas is the observed magnitude of en-
hancement from the major natural gas plume observed in
each flight. Here, 1Xgas serves as a normalization factor to
account for the varying strength of the enhancement from
flight to flight and ensures that days with increased enhance-
ments due to meteorological conditions or true daily fluctu-
ations in the upstream natural gas emissions do not propor-
tionally impact the performance error percentage. For exam-
ple, a day with high winds and a deep boundary layer would
produce smaller enhancements, leading to a small σ1X re-
gardless of model performance unless normalized by1Xgas.

2.5 Aircraft mass balance method and uncertainty
assessment

An aircraft mass balance calculation was performed for four
applicable flights from the aircraft campaign as an alternative
method to calculate upstream natural gas emission rates inde-
pendently of the transport model. The aircraft mass balance
approach uses the CH4 enhancement between a downwind
and upwind transect to calculate the total CH4 flux of the
area contained between the two transects. We use the mass
balance equation from Karion et al. (2013):

E = U cos
(
θ
) b∫
−b

1X

ztop∫
z=0

nairdzdx, (10)

where E is the total flux (in mol s−1) coming from the en-
closed flight track, U is the mean wind speed (in m s−1), θ is
the mean angle of the wind perpendicular to the flight track,
1X is the CH4 enhancement measured along the downwind
flight track from −b to b (expressed as a mole fraction),
nair is the molar density of air within the boundary layer (in
mol m−3). Each of the integrals represents the summing over
all air being measured within our transect in both the hor-
izontal (x) and the vertical (z). By simplifying this further
and using the mean enhancement along each downwind tran-
sect as the enhancement and choosing ztop to be the top of
the boundary layer, we can transform the previous equation
into the following:

E = 37.3LDU1X cos
(
θ
)
, (11)
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Figure 5. Comparison of observed natural gas enhancement and modelled natural gas enhancement for segments along the (left) 22 May
flight and (right) 28 May flight. A distinct lack of representativeness of the observations in the modelled enhancement can be seen in the
22 May flight compared to the 28 May flight.

Figure 6. A log-scale contour of the anthropogenic CH4 emissions
inventory from this study used within the transport model. The red
rectangle surrounds the study region where the aircraft campaign
took place.

where L is the length of the transect (in metres), D is the
depth of the boundary layer (in metres) found using observa-
tions from vertical ascents during each flight,1X is the mean
enhancement across the transect (expressed as a mole frac-
tion), U and θ are the mean wind speed (in m s−1) and wind
direction relative to the angle of the transect, and 37.3 is the
average molar density of dry air within the boundary layer
(in mol m−3), assuming an average temperature and pressure
of 290 K and 900 hPa.

Out of the 6 days of the aircraft campaign with a clearly
defined upwind and downwind transect, 1 day (14 May) con-

tained a surface high-pressure centre in the middle of the
flight, resulting in erratic wind patterns, and another day
(25 May) had CH4 plumes from south-western PA affect-
ing portions of the flight observations. These days were not
used for mass balance, and calculations were performed for
the remaining four box-pattern flights (22, 23, 28, 29 May).
From this list of remaining flights, three of them contained
two loops around a portion of the Marcellus basin. A mass
balance was performed on each loop, resulting in a total of
seven mass balance calculations for the region across 4 days.
Table 6 summarizes the results from the mass balance flights.

For each flight, a total flux within the box encompassed
was calculated using Eq. (11). Using this flux, a natural gas
emission rate based on production from within the box was
calculated using Eq. (12)

E% =
E−Eother

P
, (12)

where E is the total flux from Eq. (11) (in kg h−1), Eother are
the emissions enclosed in the box from sources not related
to upstream natural gas processes (in kg h−1), P is the to-
tal CH4 from natural gas being produced within the box (in
kg h−1), and E% is the resulting natural gas emission rate as
a percent of total production within the box.

As an error analysis for the mass balance flight, we look at
four potential sources of error (Table 7). One source of uncer-
tainty comes from the observed wind speed used in Eq. (11).
For our experiment, we take the mean observed wind speed
from the aircraft and assume this value represents the mean
wind speed within the entire box during the 2–4 h period it
would take for air to travel from the upwind transect to the
downwind transect. To understand the uncertainty and biases
associated with this assumption, we recreate wind observa-
tions along the flight path using values from WRF-Chem,
and compare the mean wind speed from the simulated obser-
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Figure 7. (a) Model-projected CH4 enhancement at the surface associated with underground, surface, and abandoned coal mines on
27 May 2015 at 19:00 Z, with the shaded regions showing the CH4 enhancement and the arrows representing the wind direction. (b) Projected
enhancement from (a) mapped over measured CH4 enhancement from a driving campaign. The height and colour of the bars represent the
scale of the CH4 enhancement.

vations to the mean model winds contained within the box
integrated throughout the boundary layer during the 3 h pe-
riod closest to the flight time. By making this comparison,
we are able to understand the representation error associated
with treating the wind speed observations from the aircraft
as the wind speed within the entire box during the period it
would take for air to cross from the upwind transect to the
downwind transect. On average, modelled wind speeds fol-
lowing the flight were 7 % faster than integrated wind speeds
within the box due to the inability for aircraft observations
to account for slower wind speeds closer to the surface. This
bias was removed from each day’s calculated wind speed.
After accounting for the wind speed bias, the average error of
the modelled wind speed following the flight path compared
to the modelled winds within the box was 3 %. This 3 % un-
certainty was applied to each flight and used as the potential
uncertainty in the mean wind speed. Errors in the wind direc-
tion were neglected, as each flight used in the mass balance
completely surrounded the basin using downwind transects
at multiple angles, and thus small errors in the wind angle
would result in a negligible net change in the total flux cal-
culated.

Another source of uncertainty is error in the boundary
layer height. For each flight, between 2 and 3 vertical profiles
were performed, and the mean height was used in Eq. (11).
The standard deviation of different heights from each tran-
sect was used as the uncertainty. On 22 May, a boundary
layer height could be interpreted from only one vertical tran-
sect. For this day, we assume an uncertainty of ±200 m
(±9 %).

Uncertainty in the CH4 background mole fraction was es-
timated similarly to the boundary layer height. On three of
the four flights, two upwind transects were performed. The
mean observed CH4 mole fraction between the two transects

Table 2. Annual emission rate totals from anthropogenic sources
within the innermost model domain based on values from the in-
ventory within this study.

Source Total emission rate
(Gg CH4 yr−1)

Unconventional wells 125
Conventional wells 607
Gathering compressor facilities 118
Storage facilities 69
Gathering/transmission pipelines 8
Natural gas distribution 213
Underground, surface, and aban-
doned coal mines

831

Enteric fermentation/manure
management

371

Landfills 420

Total 2762

was used as the background value for the entire flight, and
the standard deviation between the loops was used as the un-
certainty. On both the 23 and 28 May flights, background
differences between the two transects were less than the in-
strument error of 1 ppb. On these days, we use the instrument
error as the background error. On 22 May, only one upwind
transect was usable for the calculation. For this day, we as-
sume a conservative estimate in the uncertainty of the back-
ground of ±5 ppb.
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Figure 8. Projected CH4 enhancements during the late afternoon flight of 24 May 2015 at 21:00 Z, 700 m above ground level from (a) up-
stream unconventional gas processes (b) downstream unconventional gas processes (c) conventional production (d) coal mines (e) animal
emissions and (f) landfills and other sources within the EPA GHG Inventory Report. The centre figure is a map of the combined enhancement
from sources (a–f).

Finally, we assess the uncertainty in the emissions inven-
tory. After a CH4 flux is calculated for each loop, emissions
from sources contained within the box that are not associ-
ated with upstream natural gas processes must be subtracted
to solve for the upstream natural gas emission rate. Any er-
rors associated with our inventory will result in a CH4 source
attribution error. To account for the potentially large uncer-
tainty with the emission sources in our inventory, we vary
these non-natural gas emissions by a factor of 2 to test the
impact on the solved upstream natural gas emission rate.
Because north-eastern Pennsylvania contains few sources of
CH4 emissions outside of natural gas production, the impact
of this uncertainty is typically less than 20 % of the total
emissions calculated within the box.

3 Results

3.1 Methane inventory

From the first-guess CH4 inventory created in this study, a to-
tal anthropogenic CH4 emission rate of 2.76 Tg CH4 yr−1 is
projected within our inner model domain (Fig. 6) with values
for individual source contributions shown in Table 2. This to-
tal emissions estimate assumes a leak rate of 0.13 % of gas
production for unconventional wells and does not account
for emissions from natural gas transmission and storage fa-
cilities outside of PA due to a lack of information available
from other states. Within the model domain, the area encom-
passing south-western PA and north-eastern WV stands out
as the largest contributor to CH4 emissions, with emissions
from conventional gas, unconventional gas, and coal mines

all having significant contributions to the total. In particu-
lar, the large emissions from coal make this region unique in
comparison to other shales. The EPA’s Greenhouse Gas Re-
porting Program data set for the year 2014 lists individual
coal mines in the south-western portion of our domain as 8
of the top 10 CH4 emitting facilities across the entire United
States. This large area source of CH4 can have an impact on
CH4 concentrations hundreds of kilometres downwind and
must be taken into account when winds are from the south-
west (Fig. 7). Examples of this plume and its impacts on the
aircraft campaign are discussed in Sect. 3.2.1.

3.2 Model optimization results

3.2.1 Case studies

From the aircraft campaign, a total of 10 flights across 9 days
were used in the model optimization technique. For each one
of these flights, CH4 concentration fields were produced us-
ing WRF-Chem, and the emission rate from upstream gas
processes was adjusted as outlined in the methods section to
find the rate that best matches the total observed CH4 en-
hancement. For box flights that completed two loops around
the basin, emission rates were calculated for each loop inde-
pendent from one another and then averaged for the flight.
Table 3 provides the general meteorology for the 10 flights.

During each of the observational periods, we use the trans-
port model to project the mole fraction enhancement across
the region for each of the different CH4 tracers (Fig. 8). From
these projections, we see three common sources of CH4
which can significantly influence the observed mole fractions
in our study region of north-eastern PA. The first is emissions
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Table 3. Meteorological statistics from the May 2015 flight campaign.

Day Flight No. of No. of ABL Mean observed Mean observed Model
pattern loops vertical depth wind speed wind background

profiles (m) (m s−1) direction value (ppm)

14 May Box 1 2 1300 2.9 30◦ 1.908
21 May Raster n/a 2 1300 3.9 231◦ 1.905
22 May Box 2 2 2300 10.1 300◦ 1.910
23 May Box 2 2 1400 4.4 276◦ 1.906
24 May1 Other n/a 2 1500 4.4 270◦ 1.923
24 May2 Raster n/a 2 2050 4.8 272◦ 1.907
25 May Box 1 2 1800 9.0 217◦ 1.920
28 May Box 2 3 1400 7.1 322◦ 1.897
29 May Box 2 2 1000 4.6 195◦ 1.899
3 June Raster n/a 1 1250 2.7 149◦ 1.898

Figure 9. (a) Observed CH4 enhancements from within the boundary layer during the first loop of the 29 May aircraft campaign. (b) Air-
craft observations laid overtop modelled CH4 concentrations at 700 m from sources unrelated to emissions from upstream gas production.
(c) Observed CH4 enhancements from the 29 May flight after subtracting modelled sources in (b). The new set of observations represent the
observation-derived upstream gas enhancement during the flight.

from unconventional gas in north-eastern PA. Although the
first-guess total emissions from upstream production in the
Marcellus are small compared to the overall contributions
from other sources within the domain, their proximity to the
aircraft track results in unconventional gas having the largest
contribution to observed enhancements throughout the do-
main covered by most of the flights, often producing sig-
nals downwind of about 20–80 ppb above background lev-
els. The second most influential source of enhancements in
our study region comes from various sources of CH4 emis-
sions located in south-western PA. Despite being more than
400 km away from our study region, large plumes from coal
and other sources in the south-western corner of the state
can contribute enhancements as high as 50 ppb across por-
tions of the flight when winds are from the south-west, af-
fecting background measurements and masking signals from
the unconventional gas. One final but less influential source

of CH4 enhancement is animal agriculture in south-eastern
PA. Lancaster County is home to roughly 20 % of all the cat-
tle in the state, with more than 200 000 cattle and calves as
of 2012. A southerly wind can result in a 5–15 ppb enhance-
ment across the flight path due to enteric fermentation and
manure management from these cattle. Because of coal, con-
ventional gas, and cattle sources located south of the basin,
signals from flights with a southerly component to the wind
can be difficult to interpret without modelling the projected
plumes associated with these sources. Observations on these
days contrast with days with a northerly wind component,
where a lack of CH4 sources north of the study region results
in observations with a more clearly defined background and
unconventional natural gas enhancement.

For each of the 10 flights, variability in the model-
observation offset was observed. The first loop of the 29 May
flight is the best example of a case in which comparisons
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Figure 10. (a) Observed enhancement from unconventional natural gas production overtop projected upstream natural gas enhancements at
700 m from the first loop of the 29 May flight, using an upstream gas emission rate of 0.13 % of production. (c) Direct comparison of the
observed natural gas enhancement with the modelled enhancement following the path from A to D using an unconventional emission rate of
0.13 %. (b, d) Same as left figures, except using the optimized upstream emission rate of 0.26 %

Figure 11. Wind rose of aircraft observations (a) within the boundary from the first loop of the 29 May flight compared to modelled winds
following the flight path (b).

between the modelled and observed enhancements match
closely after optimization. For this flight, a box pattern was
flown, encompassing a majority of the unconventional wells
in north-eastern PA, and enhancements were observed along
the western and northern transects of the flight. Modelled en-
hancements from sources unrelated to upstream gas emis-
sions showed a broad CH4 plume associated mostly with
animal agriculture along the western edge of the flight, and
a smaller enhancement on the eastern edge associated with
two landfills in the Scranton/Wilkes-Barre urban corridor
(Fig. 9). Both of these enhancements are subtracted off from
the observations to produce a set of observation-derived en-
hancements due to upstream natural gas production and gath-
ering facilities. Any enhancements in this new observational
data set are located almost entirely along the northern tran-
sect of the flight, directly downwind of the natural gas ac-
tivity in the region. The observation-derived upstream gas

enhancement is then directly compared to the modelled up-
stream enhancement using its first-guess emission rate, and
an optimized upstream emission rate of 0.26 % of production
(i.e. a doubling of the first guess) is calculated by minimizing
the difference between the two data sets (Fig. 10).

The match between observed and modelled CH4 enhance-
ments on the first loop of the 29 May flight is closer than any
other flight in the campaign. The success of the model on this
day is likely due to a number of ideal conditions. In general,
inconsistencies between the modelled and observed mean
wind speeds and boundary layer heights can have a linear
bias on the projected enhancements, but for this flight, dif-
ferences between the observed and modelled wind speed and
boundary layer height were near 0 for both loops (Figs. 11,
12). Observed wind directions throughout the course of the
flight had little directional spread and the averaged observed
wind direction was only 9◦ different from modelled values,
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Figure 12. (a) Observed potential temperature profile with height from the first aircraft spiral on the 29 May flight at 17:00 Z. (b) Modelled
potential temperature at the location and time at which the aircraft spiral occurred. In both cases, an inversion in the potential temperature
profile begins to occur around 850 m.

Figure 13. (a) Observed CH4 enhancement from the late-afternoon flight on 24 May 2015. (b) Observed CH4 enhancement compared to the
model projected CH4 enhancement from the sum of all sources in the region. The colour scale of observed and projected enhancements is
scaled 1 : 1, with matching colours indicating matching values. Modelled wind vectors and CH4 concentrations are from 700 m model height
level.

resulting in a transport of the CH4 plumes that the model was
able to match well. Furthermore, the observed mean wind
speed was 4.6 m s−1, a moderate wind which allows for a
steady transport of any enhancements towards the downwind
transect but not strong enough to dilute their magnitude, re-
sulting in an easily observable enhancement downwind of
the basin. Finally, intrusions from sources unrelated to up-
stream gas were small on this day due to favourable wind
conditions, reducing the probability of incorrectly attributing
the observed enhancements to the wrong source. Enhance-
ments from upstream natural gas processes were between 15
and 40 ppb along our downwind transect. By comparison, en-
hancements from other sources were lower than 15 ppb along
a majority of the flight, and most of these enhancements were
located west of the downwind transect, making them easier
to identify and remove without unintentionally impacting en-
hancements from the natural gas plume. All of these different
factors likely contributed to producing a situation where the

model was successfully able to match CH4 observations dur-
ing the 29 May flight.

Flights that occurred on days with a south-westerly wind
had a tendency to produce CH4 observations that were in-
tuitively difficult to interpret due to convolved CH4 sources
in south-western Pennsylvania. One of these complex ob-
servation sets occurred during the late afternoon flight on
24 May 2015 (Fig. 13). Observations on this day show a
CH4 enhancement that decreased with latitude, with higher
CH4 mole fractions observed farther south. Given the loca-
tion of the wells in the middle of the flight path and the WSW
wind pattern in the region, this northern/southern CH4 gra-
dient is unexpected and counterintuitive compared to where
one would expect the enhancements to be based solely on
the presence of the gas industry in north-eastern PA. How-
ever, through modelling each of the many contributors of
CH4 within our inventory, we are able to recreate this lati-
tudinal CH4 gradient and better understand the observed pat-
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Table 4. Optimized natural gas emission rates for each flight as well as corrected emission rates adjusting for errors in the model wind
speed and boundary layer height. For wind speed and boundary layer height error, a negative value represents a model value lower than the
observations.

Day Optimized NG Wind Boundary Corrected NG
emission rate speed layer height emission rate

(% of production) error (6) error (7) (% of production)

14 May 0.37 −31 % −33 % 0.80
21 May 0.53 3 % 39 % 0.37
22 May 1.15 37 % −18 % 1.02
23 May 0.45 34 % −9 % 0.37
24 May 0.68 48 % −21 % 0.58
24 May 0.36 48 % −21 % 0.30
25 May 0.99 3 % −43 % 1.69
28 May 0.33 −4 % −8 % 0.37
29 May 0.35 4 % 1 % 0.33
3 June 0.26 19 % −8 % 0.24

Average 0.55 16 % −12 % 0.61

terns (Fig. 13). Throughout an 18 h period leading up to the
24 May flight, winds from the SSW transport emissions from
coal in south-western PA north-eastward until they reach the
centre of the state, where a westerly wind then shifts the
plume across the study region such that it only intersects the
southern half of the flight path. Because of both the magni-
tude of the coal emissions and an accumulation that occurred
in the south-western portion of the state during the previ-
ous night, the modelled enhancement from the coal plume
is substantial (> 20 ppb), as it crosses over the flight path
and covers up much of the signal from upstream gas emis-
sions. Nonetheless, the transport model is able to account for
these far-reaching sources and attempts to separate out their
contribution to the observed enhancements. We are able to
recreate the 24 May flight observations more accurately than
most other flights, with a correlation coefficient of 0.71 be-
tween the observations and model CH4 values. Although the
model successfully recreates the overall observed CH4 pat-
tern on this flight, attempting to match model vs. observation-
derived enhancements specifically from upstream natural gas
contributions is much more difficult. Contributions from non-
natural natural gas sources are large such that they over-
whelm much of the signal from local natural gas sources.
After subtracting out non-natural gas sources from the ob-
servations, the correlation specifically between modelled and
observation-derived upstream natural gas enhancements is
only 0.11.

Despite the model’s success at recreating observations
from the 24 May late-afternoon flight, there is reason to
be careful when interpreting results on days with observa-
tions influenced by distant sources. In particular, some trans-
port error is unavoidable in atmospheric reanalyses, and the
longer the time and distance a plume takes to reach the ob-
servations, the more its position and magnitude will be sus-
ceptible to these errors. During the early 24 May flight, a

Figure 14. Observed CH4 enhancements from an early flight on
28 May 2015 compared to projected CH4 enhancements from coal
emissions modelled at (a) 14:00 Z and (b) 15:00 Z. The 1 h time
difference results in vastly different projected enhancements across
the southern portion of observations. Modelled wind vectors and
CH4 concentrations are from the 700 m model height level.

small 50 km shift in the location of the coal plume across
the study region would change projected enhancements at
some observations by as much as 20 ppb. Furthermore, er-
rors in the transport speed could create scenarios where the
coal plume either arrives at the study region too early or exits
too late, creating a projected enhancement pattern that does
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Table 5. Emission rates and potential errors associated with the model optimization technique. r-values represent the correlation between the
model and observation-derived upstream natural gas enhancements.

Day Optimized r-value Background Non-upstream Model Total 2σ
upstream model error gas performance error confidence

emission rate vs. obs NG inventory error interval
(% of production) sources error (% of production)

14 May 0.37 0.20 ± 24 % ± 19 % ± 17 % ± 35 % ±0.13
21 May 0.53 0.31 ± 24 % ± 13 % ± 30 % ± 41 % ±0.22
22 May 1.15 0.47 ± 38 % ± 5 % ± 37 % ± 53 % ±0.61
23 May 0.45 0.10 ± 39 % ± 13 % ± 42 % ± 59 % ±0.26
24 May1 0.68 0.31 ± 24 % ± 81 % ± 17 % ± 86 % ±0.58
24 May2 0.36 0.11 ± 51 % ± 150 % ± 31 % ± 161 % ±0.57
25 May 0.99 0.43 ± 29 % ± 15 % ± 30 % ± 44 % ±0.44
28 May 0.33 0.33 ± 76 % ± 12 % ± 20 % ± 79 % ±0.26
29 May 0.35 0.58 ± 24 % ± 11 % ± 19 % ± 33 % ±0.12
3 June 0.26 0.37 ± 31 % ± 12 % ± 24 % ± 41 % ±0.11

not agree with the observations (Fig. 14). Additionally, inac-
curacies with the emission estimates of non-unconventional
gas sources in the inventory will impact the magnitude of
their CH4 enhancements, creating additional errors in the
optimization process when subtracting out these enhance-
ments from the observations. The early-afternoon 24 May
flight and 25 May flight are both examples in which influ-
ences from CH4 sources in south-western PA create com-
plex structures in the enhancements, which the model is not
able to match. Another example is the late-afternoon flight
on 24 May (Fig. 15). Although observations and modelled
enhancements closely match throughout portions of these
two flights, a slight shift in the modelled wind direction can
lead to vastly differing results due to the large offset small
changes in the wind field can have on an emission source
hundreds of kilometres away. Thus, results from the flights
on 24 and 25 May should be taken with caution. A deeper
analysis of these errors can be found in Sect. 3.2.2.

3.2.2 Emission rates and uncertainty assessment

Table 4 shows the wind speed and boundary layer height er-
rors for each flight as well as the optimized and corrected nat-
ural gas emission rates. On days where model performance
was poor with regards to the wind speed and boundary layer
height, we can see changes in the corrected emission rate.
For most days, this change is less than 20 % different than
the original optimized emission rate. However, both 14 and
25 May have corrected emission rates which are around a
factor of 2 different from their original value. Whether these
corrected emission rates are more accurate than the original
optimized rates is debatable. To calculate these alternative
emission rates, we must assume that the wind speeds and
boundary layer heights from our limited number of observa-
tions are the true values in the atmosphere, which may not be
the case. Regardless of which rate is more accurate for each

Figure 15. Observed and model-projected CH4 enhancements dur-
ing (a) the early afternoon flight of 24 May 2015 at 17:00 Z and
(b) the flight of 25 May 2016 at 19:00 Z. Modelled wind vectors
and CH4 concentrations are from 700 m model height level.

flight, the overall 16 % high bias in the model wind speed
and the−12 % low bias in the model boundary layer result in
compensating errors that cancel out, and the mean emission
rates across all flights end up similar. Thus, any errors asso-
ciated with these two meteorological variables has a trivial
impact on the overall calculated emission rate for the region,
and the uncorrected emission rates are used for the final mean
and uncertainty calculations.

Table 5 summarizes the background error, inventory er-
ror, and model performance error, and assumes independence
between the three error sources to calculate the total uncer-
tainty for each flight. The largest uncertainty exists for the
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Table 6. Emission rates from mass balance calculations on applicable days, with emission ranges associated with a ±5 ppb error in the
background value.

Flight CH4 Mass Non-upstream Calculated 2σ
production balance CH4 upstream confidence
within box CH4 flux emissions emission rate Interval

(Gg h−1) (kg h−1) (kg h−1) (% of production) (% of production)

22 May1 4.96 53 800 2250 1.04 ±1.09
22 May2 4.96 27 400 2250 0.51 ±1.08
23 May1 4.05 5600 934 0.11 ±0.07
23 May2 4.05 5500 934 0.11 ±0.07
28 May1 3.73 7100 706 0.17 ±0.11
28 May2 3.73 6000 843 0.14 ±0.10
29 May1 4.63 27 900 1622 0.57 ±0.30

22 May flight, where an unexplained enhancement along the
northern transect led to a poor match between the modelled
enhancements and the observed enhancements. This may ex-
plain the anomalously high optimized emission rate for that
day. Other flights with large uncertainty are those that oc-
curred on 24 May, where enhancements from south-western
PA are believed to be influencing large portions of the obser-
vations.

Based on the conservative methodology used to calculate
these uncertainties, we assume the total uncertainty for each
flight represents a 2σ range of possible emission rates and
calculate a weighted mean and a 2σ confidence interval for
the overall upstream emission rate across the 10 flights. From
this approach, we find a mean upstream emission rate of
0.36 % of production and a 2σ confidence interval from 0.27
to 0.45 % of production.

3.3 Aircraft mass balance results

Calculated emission rates varied extensively between flights
used for the mass balance analysis, ranging from 0.11 to
1.04 % of natural gas production (Table 6). When compar-
ing emission rates between loops on the same day, we see
more consistency in the values. This result is not surpris-
ing, as on each of the days with multiple loops, upwind and
downwind CH4 concentrations patterns tended to be similar
between loops. Thus, differences in the total emission rate
are likely due to either errors specific to each day (such as
background variability, errors in meteorology) or real daily
variability in the upstream natural gas emission rate.

From Table 7, we can see that the largest error with regards
to the absolute uncertainty in the emission rate occurs on the
22 May flight. It is on this day that we have the largest un-
certainty in the background value, with observations towards
the end of the flight becoming unusable due to a rapid and
unexplained decrease in the CH4 mole fraction of 8 ppb over
a 30 min period (Fig. 16). This day also features the high-
est boundary layer height and fastest winds of all flights in
this study, reducing the magnitude of the enhancement asso-

Figure 16. Time series of CH4 mole fractions from the second loop
of the 22 May flight. Observations at the shaded areas below A and
B were taken at similar locations in space, showing the change in
the background mole fraction across time.

ciated with the natural gas plume and thus amplifying the ef-
fects an uncertain background has on the overall uncertainty
of the calculated CH4 flux. Uncertainty across the other three
flights is smaller, and results between individual loops on the
23 and 28 May flight provide more confidence in the calcu-
lated flux for those days.

Using the mean estimated CH4 emissions and uncertainty
for each loop, we calculate a daily mean emission rate and
uncertainty for each of the 4 days. We then solve for an un-
weighted mean across the four flights to derive our overall
emissions estimate from the aircraft mass balance approach,
and use the standard error of the flights to estimate the un-
certainty. In doing so, we derive a natural gas emission rate
from upstream processes of 0.40 % of production, with a 2σ
confidence interval from 0.08 to 0.72 % of production. Here,
we use the arithmetic mean rather than a weighted mean
due to the linear relationship between the size of the emis-
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Table 7. Relative error associated with the different sources of uncertainty in the aircraft mass balance.

Flight Wind Background ABL Inventory Total Upstream emission
speed error error error error rate (% of production)
error (1σ) w/2σ confidence

interval

22 May1
± 3 % ± 56 % ± 9 % ±5 % ± 57 % 1.04± 1.09

22 May2
± 3 % ± 121 % ± 9 % ±8 % ± 121 % 0.51± 1.08

23 May1
± 3 % ± 24 % ± 7 % ±20 % ± 32 % 0.11± 0.07

23 May2
± 3 % ± 26 % ± 7 % ±21 % ± 34 % 0.11± 0.07

28 May1
± 3 % ± 31 % ± 7 % ±11 % ± 34 % 0.17± 0.11

28 May2
± 3 % ± 33 % ± 7 % ±16 % ± 38 % 0.14± 0.10

29 May1
± 3 % ± 28 % ± 20 % ±8 % ± 36 % 0.57± 0.30

sion rate and the size of the errors. Because errors associated
with ABL height and wind speed have a proportional im-
pact on the calculated emissions within the box, days with
a high emissions estimate produce large uncertainties rela-
tive to days with a small emission rate. A weighted mean
approach assigns more weight to the days with low esti-
mated emissions and produces an overall emission estimate
with an uncertainty range too small to have confidence in
(0.12± 0.02 percent of gas production).

4 Discussion

4.1 Upstream emission rate

From this study, we estimate an emission rate between 0.27
and 0.45 % of gas production using the model optimization
method and 0.08–0.72 % of gas production using the aircraft
mass balance with a 2σ confidence interval. Figure 17 pro-
vides the emission range estimates from upstream natural gas
processes using both the model optimization technique and
mass balance technique when applicable. Top-down studies
of other basins in the USA have all found emission rates
greater than 1 % of production, and thus the rates calculated
for the north-eastern Marcellus basin are the lowest observed
yet, raising questions as to why the values in this region ap-
pear to be low. One possibility may be related to the high
efficiency of the north-eastern Marcellus region compared to
other major shale plays (Table 8). In terms of gas production
per unconventional well, the Marcellus is the highest of all
major basins in the USA. Furthermore, the gas production
per well increases by nearly a factor of two when focusing
specifically on Susquehanna and Bradford counties in north-
eastern Pennsylvania where the majority of the wells from
this study are located (Fig. 1). The large difference in produc-
tion per well between the north-eastern Marcellus and other
shales may partly explain the low emission rates as a percent-
age of production. Throughout this study, we normalize nat-
ural gas emissions as a percentage of total production under
the assumption that higher throughput of natural gas in a sys-

tem should lead to higher emissions in the system. However,
if leaks are more influenced by the number of components in
operation rather than by the throughput passing through the
wells, a high production-per-well system such as the uncon-
ventional wells in the north-eastern Marcellus could end up
having a very low emission rate as a percentage of production
but a similar emission rate compared to other basins based on
the number of wells, compressors, etc. A thorough bottom-
up study of the Marcellus region measuring emissions on a
device level could provide an answer to this hypothesis.

Although we calculate a low emission rate for this region,
rates calculated for 22 and 25 May stand out as outliers where
emissions fall well above our uncertainty bounds. It is pos-
sible that emissions from natural gas sources were higher on
these days compared to others. Releases of natural gas into
the atmosphere from short time frame events, such as liq-
uids unloading and venting, can add a temporal component
to the emission rate. Such events occurring at an increased
frequency during the 22 and 25 May flights could be respon-
sible for the higher emission rates. However, these 2 days
have issues that could have affected the optimized emission
rate. On 22 May, we observe a sudden drop in the observed
CH4 values that is nearly as large as the main plume on that
day, creating concerns about background concentrations. On
25 May, a south-westerly wind was present, and while the
model showed the coal plume to be west of the flight path, a
small shift in the model wind direction would shift the coal
plume over the region. For these reasons we are sceptical but
not dismissive of the high emission rates found during these
two flights.

4.2 Advantages of combining observations
with model output

One of the major advantages of using a chemical transport
model to solve for natural gas emission rates compared to a
standard mass balance approach is that the transport model
is able to account for the complex and often non-uniform
plume structures originating from sources outside the flight
path that can affect observations. When performing a mass
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Table 8. Production statistics from mid-2014 for various shales across the United States (Hughes, 2014).

Barnett Fayetteville Haynesville Marcellus Bradford/
Susquehanna

County, PA

No. of producing wells 16 100 4500 3100 7000 1558
Total production (Bcf day−1) 5.0 2.8 4.5 12 5.01
Production per well (MMcf day−1) 0.31 0.56 1.25 1.71 3.22

Figure 17. Calculated upstream natural gas emission rates using (black) model optimization technique and (red) aircraft mass balance
technique. Error bars represent the 2σ confidence interval for each flight. Mass balance performed in Peischl et al. (2015) included for
comparison.

balance over a basin, it is assumed that the upwind tran-
sect is representative of the air exiting the downwind tran-
sect after subtracting out all sources within the box. How-
ever, this assumption is only true if winds contained within
the flight path are in perfect steady state during the time it
take for air to move from the upwind transect to the down-
wind transect, and that measurements from the downwind
transect occurred at a much later time so that the air being
measured is the same air measured from the upwind tran-
sect. These conditions are not easily achieved for regional-
scale mass balances due to the long times needed for the air
from the upwind transect to reach the downwind transect. As
an example, from the four mass balance flights performed
for this study the average time for air to move from the up-
wind transect to the downwind transect was 4 h, whereas the
average time between the aircraft’s upwind and downwind
measurements was ∼ 40 min. The aircraft observations can
be thought of as a snapshot in time, which can be problem-
atic if large-scale plumes from outside the domain are mov-
ing through the region and impacting only certain portions
of the observations during the flight’s short time frame. By
using a transport model for a domain much larger than that

of the flight paths, we are able to track these far-reaching
plumes and identify situations where the background CH4
concentrations may be spatially heterogeneous.

The potential usefulness of using a transport model along-
side a mass balance calculation can best be demonstrated
from observations taken over the Marcellus during a 2013
aircraft campaign (Peischl et al., 2015). During this flight
the prevailing winds were from the WSW, and the largest
CH4 enhancements were observed along the western edge
of the flight path, upwind of the unconventional wells. Us-
ing our transport model, we are able to recreate the day of
flight and attempt to use our inventory to explain this feature
(Fig. 18). Comparisons between modelled output and obser-
vations show a 60 ppb CH4 enhancement from coal and con-
ventional wells in south-western PA stretching close to the
western edge of the aircraft observations, a plume structure
similar to the one observed during the 24 May flight from
our own study. Though this plume does not initially align
with the observed transect with the largest enhancements, we
recognize that the coal and gas plume travels for more than
20 h (a distance of 400 km) from its source before reaching
the flight path. If we allow for a 10 % error in the transport
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Figure 18. Observations and modelled enhancements of the flight from Peischl et al. (2015) for 6 July 2013. (a) Observed enhancements from
the flight over model-projected enhancements from all sources at 21:00 Z. (b) Projected enhancement from upstream gas processes using a
0.4 % emission rate. (c) Projected enhancement from coal sources in south-western PA. Modelled wind vectors and CH4 concentrations are
from 700 m model height level.

speed and therefore advance the transport model by an addi-
tional 2 h past the time in which the aircraft observed these
high values, we are able to line up the centre of the plume
with the largest-observed CH4 mole fractions along the west-
ern edge of the flight. In addition to the 60 ppb enhancement
along the centre of the plume, the model projects 20 ppb en-
hancements along the edges and in front of the plume centre.
These smaller enhancements have an influence along differ-
ent portions of the flight which vary in magnitude, making it
difficult to assess a proper background CH4 value upwind of
the wells and potentially masking natural gas enhancements
downwind of them. However, by using a transport model,
we are able to see the potential impact of these far-reaching
sources, which would otherwise not be considered in a re-
gional mass balance, and better understand the complex CH4
plume structures, which can occur in a given region under
specific wind conditions.

5 Conclusion

Using the model optimization technique presented in this
study, we find a weighted mean natural gas emission rate
from unconventional production and gathering facilities of
0.36 % of production with a 2σ confidence interval from
0.27 to 0.45 % of production. This emission rate is supported
by four mass balance calculations, which produce a mean
of 0.40 % and a 2σ confidence interval of 0.08–0.72 % of
production. Applied to all the wells in our study region, this
mean rate results in a leakage rate of 20 Mg CH4 h−1 for the

year 2015. The emission rate found in this top-down study
quantified as a percent of production is significantly lower
than rates found using top-down methodology at any other
basin and indicates the presence of some fundamental differ-
ence in the north-eastern Marcellus gas industry that result in
more efficient extraction and processing of the natural gas.

The 10 flights that took place in this study reveal large re-
gional variations in the CH4 enhancement patterns depend-
ing on the prevailing wind direction. On days with a north-
westerly wind, observed enhancements come primarily from
natural gas sources, and a small plume associated with it can
be seen on the downwind leg of each flight with few en-
hancements upwind of the wells. Flights that took place with
winds conditions predominantly from the south-west were
more difficult to interpret. Plumes associated with coal and
other potential sources of CH4 in south-western Pennsylva-
nia create complex enhancement patterns affecting both the
upwind and downwind portions of the flight, making both
the background CH4 mole fraction and enhancements from
the gas industry difficult to interpret. The stark difference be-
tween observations that occurred with a north-westerly wind
compared to a south-westerly wind illustrates the importance
of having multiple flights across days with various wind con-
ditions to better understand the major influences on CH4
concentrations throughout a region. The regional influences
in Pennsylvania also demonstrate the utility of deriving an
emissions inventory that provides input data to drive a trans-
port model, allowing one to forecast CH4 mole fractions on
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difficult days and better understand the daily uncertainties
associated with heterogeneous background conditions.

Though this study presented observations from 10 flights
over a 3-week period, it is not able to account for the poten-
tial of long-term temporal variability in the emission rates.
In May 2015 when the flights took place, the entire Marcel-
lus basin was nearing peak production and active drilling and
hydraulic fracturing was still ongoing in the region. By mid-
2016, the rate of drilling of new wells in the north-east of
Marcellus had decreased and natural gas production had be-
gun to decline in the area. A snapshot of the emission rate
during one month of a basin in its peak production is insuffi-
cient to characterize emissions from an area that is likely to
be producing and transporting gas at various intensities for
decades. We need to quantify the long-term climatological
impacts of gas production. Future work examining the tem-
poral variability of CH4 emissions within natural gas basins
would complement short-term, high-intensity studies such as
this one, and aid with understanding how well the calculated
emission rates represent the gas basin over the course of time.

Data availability. Aircraft data for this project are available for
public access at https://doi.org/10.15138/G35K54 (Sweeney et al.,
2015).
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Rates of OH Radical Reactions. I. Reactions with H2, CH4,
C2H6, and C3H8 at 295 K, Can. J. Chem., 53, 3374–3382,
https://doi.org/10.1139/v75-482, 1975.

PADEP: PA Oil and Gas Well Historical Production Report,
available at: http://www.dep.pa.gov/DataandTools/Reports/Oil%
20and%20Gas%20reports/Pages/default.aspx (last access: July
2016), 2016.

www.atmos-chem-phys.net/17/13941/2017/ Atmos. Chem. Phys., 17, 13941–13966, 2017

https://www.epa.gov/cmop/abandoned-underground-mines
https://www.epa.gov/cmop/abandoned-underground-mines
https://www.epa.gov/ghgreporting/ghg-reporting-program-data-sets
https://www.epa.gov/ghgreporting/ghg-reporting-program-data-sets
https://www.epa.gov/ghgemissions/inventory-us-greenhouse-gas-emissions-and-sinks-1990-2013
https://www.epa.gov/ghgemissions/inventory-us-greenhouse-gas-emissions-and-sinks-1990-2013
https://www.epa.gov/ghgemissions/inventory-us-greenhouse-gas-emissions-and-sinks-1990-2014
https://www.epa.gov/ghgemissions/inventory-us-greenhouse-gas-emissions-and-sinks-1990-2014
https://doi.org/10.1029/2008jd009944
https://doi.org/10.1175/1520-0450(2004)043<0170:tkcpau>2.0.co;2
https://doi.org/10.1175/1520-0450(2004)043<0170:tkcpau>2.0.co;2
https://doi.org/10.1175/1520-0469(1990)047<2784:aodepm>2.0.co;2
https://doi.org/10.1175/1520-0469(1990)047<2784:aodepm>2.0.co;2
https://doi.org/10.1002/grl.50811
https://doi.org/10.1021/acs.est.5b00217
https://doi.org/10.1021/acs.est.6b01198
https://doi.org/10.1016/j.jenvman.2017.03.045
https://doi.org/10.5194/acp-8-3459-2008
https://doi.org/10.1021/acs.est.6b02878
https://doi.org/10.1021/acs.est.5b02275
https://doi.org/10.1021/es901326b
https://doi.org/10.1029/97jd00237
http://www.dec.ny.gov/energy/36159.html
http://www.dec.ny.gov/energy/36159.html
https://doi.org/10.1021/acs.est.5b05503
https://doi.org/10.1139/v75-482
http://www.dep.pa.gov/DataandTools/Reports/Oil%20and%20Gas%20reports/Pages/default.aspx 
http://www.dep.pa.gov/DataandTools/Reports/Oil%20and%20Gas%20reports/Pages/default.aspx 


13966 Z. R. Barkley et al.: Quantifying methane emissions from natural gas production

Peischl, J., Ryerson, T. B., Aikin, K. C., de Gouw, J. A., Gilman,
J. B., Holloway, J. S., Lerner, B. M., Nadkarni, R., Neuman,
J. A., Nowak, J. B., Trainer, M., Warneke, C., and Parrish,
D. D.: Quantifying atmospheric methane emissions from the
Haynesville, Fayetteville, and northeastern Marcellus shale gas
production regions, J. Geophys. Res.-Atmos., 120, 2119–2139,
https://doi.org/10.1002/2014jd022697, 2015.

Pétron, G., Frost, G., Miller, B. R., Hirsch, A. I., Montzka, S. A.,
Karion, A., Trainer, M., Sweeney, C., Andrews, A. E., Miller, L.,
Kofler, J., Bar-Ilan, A., Dlugokencky, E. J., Patrick, L., Moore,
C. T., Ryerson, T. B., Siso, C., Kolodzey, W., Lang, P. M., Con-
way, T., Novelli, P., Masarie, K., Hall, B., Guenther, D., Kitzis,
D., Miller, J., Welsh, D., Wolfe, D., Neff, W., and Tans, P.:
Hydrocarbon emissions characterization in the Colorado Front
Range: A pilot study, J. Geophys. Res.-Atmos., 117, D04304,
https://doi.org/10.1029/2011jd016360, 2012.

Platts: Maps and Geospatial Data, available at: http://www.platts.
com/maps-geospatial (last access: May 2016), 2016.

Rogers, R. E., Deng, A., Stauffer, D. R., Gaudet, B., Jia, Y., Soong,
S.-T., and Tanrikulu, S.: Application of the Weather Research
and Forecasting Model for Air Quality Modeling in the San
Francisco Bay Area, J. Appl. Meteorol. Clim., 52, 1953–1973,
https://doi.org/10.1175/JAMC-D-12-0280.1, 2013.

Ryerson, T. B., Trainer, M., Holloway, J. S., Parrish, D. D.,
Huey, L. G., Sueper, D. T., Frost, G. J., Donnelly, S. G.,
Schauffler, S., Atlas, E. L., Kuster, W. C., Goldan, P. D.,
Hübler, G., Meagher, J. F., and Fehsenfeld, F. C.: Observa-
tions of Ozone Formation in Power Plant Plumes and Impli-
cations for Ozone Control Strategies, Science, 292, 719–723,
https://doi.org/10.1126/science.1058113, 2001.

Schwietzke, S., Griffin, W. M., Matthews, H. S., and Bruhwiler,
L. M. P.: Natural Gas Fugitive Emissions Rates Constrained by
Global Atmospheric Methane and Ethane, Environ. Sci. Tech-
nol., 48, 7714–7722, https://doi.org/10.1021/es501204c, 2014.

Smith, M. L., Kort, E. A., Karion, A., Sweeney, C., Herndon, S.
C., and Yacovitch, T. I.: Airborne Ethane Observations in the
Barnett Shale: Quantification of Ethane Flux and Attribution
of Methane Emissions, Environ. Sci. Technol., 49, 8158–8166,
https://doi.org/10.1021/acs.est.5b00219, 2015.

Stone, D., Whalley, L. K., and Heard, D. E.: Tropo-
spheric OH and HO2 radicals: field measurements and
model comparisons, Chem. Soc. Rev., 41, 6348–6404,
https://doi.org/10.1039/c2cs35140d, 2012.

Sweeney, C., Karion, A., Kort, E. A., Smith, M. L., Newberger T.,
Schwietzke, S., Wolter, S., and Lauvaux, T.: Aircraft Campaign
Data over the Northeastern Marcellus Shale, May–June 2015,
Version: 2017-03-29, https://doi.org/10.15138/G35K54, 2015.

Tewari, M., Chen, F., Wang, W., Dudhia, J., LeMone, M., Mitchell,
K., Ek, M., Gayno, G., Wegiel, J., and Cuenca, R.: Implementa-
tion and verification of the unified NOAH land surface model in
the WRF model, 20th conference on weather analysis and fore-
casting/16th conference on numerical weather prediction, 2004.

USDA: Census Ag Atlas Maps, available at: https:
//www.agcensus.usda.gov/Publications/2012/Online_Resources/
Ag_Atlas_Maps/Livestock_and_Animals/ (last access: June
2016), 2012.

White, W. H., Anderson, J. A., Blumenthal, D. L., and Wilson, W.
E.: Formation and transport of secondary air-pollutants: Ozone
and aerosols in St. Louis urban plume, Science 194, 187–189,
https://doi.org/10.1126/science.959846, 1976.

WVDEP: WV Oil and Gas Database and Map Information, avail-
able at: http://www.dep.wv.gov/oil-and-gas/databaseinfo/Pages/
default.aspx (last access: July 2016), 2016.

Zavala-Araiza, D., Lyon, D., Alvarez, R. A., Palacios, V., Harriss,
R., Lan, X., Talbot, R., and Hamburg, S. P.: Toward a Functional
Definition of Methane Super-Emitters: Application to Natural
Gas Production Sites, Enviorn. Sci. Technol., 49, 8167–8174,
https://doi.org/10.1021/acs.est.5b00133, 2015.

Zavala-Araiza, D., Alvarez, R. A., Lyon, D. R., Allen, D.
T., Marchese, A. J., Zimmerle, D. J., and Hamburg, S.
P.: Super-emitters in natural gas infrastructure are caused
by abnormal process conditions, Nat. Commun., 8, 14012,
https://doi.org/10.1038/ncomms14012, 2017.

Zimmerle, D. J., Williams, L. L., Vaughn, T. L., Quinn, C., Subra-
manian, R., Duggan, G. P., Willson, B., Opsomer, J. D., March-
ese, A. J., Martinez, D. M., and Robinson, A. L.: Methane
Emissions from the Natural Gas Transmission and Storage Sys-
tem in the United States, Environ. Sci. Technol., 49, 9374–383,
https://doi.org/10.1021/acs.est.5b01669, 2015.

Atmos. Chem. Phys., 17, 13941–13966, 2017 www.atmos-chem-phys.net/17/13941/2017/

https://doi.org/10.1002/2014jd022697
https://doi.org/10.1029/2011jd016360
http://www.platts.com/maps-geospatial
http://www.platts.com/maps-geospatial
https://doi.org/10.1175/JAMC-D-12-0280.1
https://doi.org/10.1126/science.1058113
https://doi.org/10.1021/es501204c
https://doi.org/10.1021/acs.est.5b00219
https://doi.org/10.1039/c2cs35140d
https://doi.org/10.15138/G35K54
https://www.agcensus.usda.gov/Publications/2012/Online_Resources/Ag_Atlas_Maps/Livestock_and_Animals/
https://www.agcensus.usda.gov/Publications/2012/Online_Resources/Ag_Atlas_Maps/Livestock_and_Animals/
https://www.agcensus.usda.gov/Publications/2012/Online_Resources/Ag_Atlas_Maps/Livestock_and_Animals/
https://doi.org/10.1126/science.959846
http://www.dep.wv.gov/oil-and-gas/databaseinfo/Pages/default.aspx
http://www.dep.wv.gov/oil-and-gas/databaseinfo/Pages/default.aspx
https://doi.org/10.1021/acs.est.5b00133
https://doi.org/10.1038/ncomms14012
https://doi.org/10.1021/acs.est.5b01669

	Abstract
	Introduction
	Methods
	Regional methane emission inventory
	Aircraft campaign
	Transport model
	Model optimization technique
	Model optimization methodology
	Model optimization uncertainty assessment

	Aircraft mass balance method and uncertainty assessment

	Results
	Methane inventory
	Model optimization results
	Case studies
	Emission rates and uncertainty assessment

	Aircraft mass balance results

	Discussion
	Upstream emission rate
	Advantages of combining observations with model output

	Conclusion
	Data availability
	Competing interests
	Acknowledgements
	References

