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Abstract. Policies to control air quality focus on mitigating

emissions of aerosols and their precursors, and other short-

lived climate pollutants (SLCPs). On a local scale, these poli-

cies will have beneficial impacts on health and crop yields,

by reducing particulate matter (PM) and surface ozone con-

centrations; however, the climate impacts of reducing emis-

sions of SLCPs are less straightforward to predict. In this pa-

per we consider a set of idealized, extreme mitigation strate-

gies, in which the total anthropogenic emissions of individual

SLCP emissions species are removed. This provides an up-

per bound on the potential climate impacts of such air quality

strategies.

We focus on evaluating the climate responses to changes

in anthropogenic emissions of aerosol precursor species:

black carbon (BC), organic carbon (OC) and sulphur dioxide

(SO2). We perform climate integrations with four fully cou-

pled atmosphere–ocean global climate models (AOGCMs),

and examine the effects on global and regional climate of re-

moving the total land-based anthropogenic emissions of each

of the three aerosol precursor species.

We find that the SO2 emissions reductions lead to the

strongest response, with all models showing an increase in

surface temperature focussed in the Northern Hemisphere

mid and (especially) high latitudes, and showing a corre-

sponding increase in global mean precipitation. Changes in

precipitation patterns are driven mostly by a northward shift

in the ITCZ (Intertropical Convergence Zone), consistent

with the hemispherically asymmetric warming pattern driven

by the emissions changes. The BC and OC emissions re-

ductions give a much weaker response, and there is some

disagreement between models in the sign of the climate re-

sponses to these perturbations. These differences between

models are due largely to natural variability in sea-ice ex-

tent, circulation patterns and cloud changes. This large natu-

ral variability component to the signal when the ocean circu-

lation and sea-ice are free-running means that the BC and OC

mitigation measures do not necessarily lead to a discernible

climate response.

1 Introduction

Anthropogenic emissions of short-lived climate pollutants

(SLCPs), such as aerosols and tropospheric ozone precur-

sors, contribute to poor air quality by increasing particu-

late matter (PM) and surface ozone concentrations. These

are damaging to both human health and agriculture (HTAP,

2010; Amann et al., 2013; Tai et al., 2014). Air quality poli-

cies therefore aim to reduce emissions of SLCPs. While these

policies will have a beneficial impact on air quality, the cli-

mate impacts of reducing emissions of SLCPs are less clear.

SLCPs have relatively short atmospheric lifetimes com-

pared with well-mixed greenhouse gases (WMGHGs) such

as CO2, with most remaining in the atmosphere for only days

to months. The exception is methane, which has a lifetime

of around a decade, but here we focus on the shorter-lived

species. The impacts of SLCP emissions on climate there-

fore occur on relatively short timescales of less than 30 years

(Collins et al., 2013). The short atmospheric lifetime of non-

methane SLCPs means that their distribution is not homoge-
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neous as in the case of WMGHGs, and concentrations tend

to be highest nearer to source regions. Therefore the result-

ing forcing patterns are also inhomogeneous, and diagnosing

the regional and global climate impacts is much more com-

plex than for WMGHGs (Shindell et al., 2009; Shindell and

Faluvegi, 2009). In particular the majority of anthropogenic

emissions of SLCPs are in the Northern Hemisphere, so the

forcing is much stronger in the Northern Hemisphere than

the Southern Hemisphere hemisphere (Shindell, 2014). The

aerosol–radiation interactions and aerosol–cloud interactions

bring further inhomogeneities, so the resulting impacts of

SLCPs on regional and global climate are quite different to

those for the WMGHGs.

In this paper we focus on aerosol and aerosol precursor

emissions, namely black carbon (BC), organic carbon (OC)

and sulphur dioxide (SO2), which is a precursor to sulphate

(SO4) aerosol formation.

The effects of anthropogenic aerosols on climate are com-

plex. Scattering aerosols (such as SO4 and OC) reflect down-

welling solar radiation back out of the atmosphere, result-

ing in a negative top-of-atmosphere (TOA) short-wave (SW)

forcing. This reduction in the solar radiation absorbed by

the climate system results in a decrease in global mean sur-

face temperature. Hydrophilic aerosols also provide cloud

condensation nuclei (CCN), allowing more smaller cloud

droplets to form, which increases the cloud albedo and the

cloud amount, and prolongs the cloud lifetime by inhibiting

precipitation. This further contributes to the negative forcing

(Boucher et al., 2013). In contrast, BC aerosol absorbs in-

coming solar radiation, which means it has a net warming ef-

fect on the atmosphere and gives a positive TOA SW forcing.

The local impact of BC on the surface temperature is depen-

dent on the altitude of the BC: low-level BC can warm the

surface by re-emitting radiation in the thermal wavelengths,

whereas higher-level BC can reduce the surface tempera-

ture by absorbing part of the downwelling solar radiation

before it reaches the surface (Ramanathan and Carmichael,

2008). Even in cases where the surface is cooled locally, the

additional solar radiation absorbed by the BC results in a

warming effect on the higher atmosphere. BC located near to

clouds can cause evaporation of clouds, known as the semi-

direct effects (Koch and Del Genio, 2010). However, depend-

ing on the exact location of the BC and type of cloud, BC

can either increase or decrease cloud cover via various dif-

ferent mechanisms (Ban-Weiss et al., 2012), so the net im-

pact on clouds of a given atmospheric distribution of BC is

highly complex. BC aloft causes stabilization of the atmo-

sphere, which can lead to increased stratocumulous clouds

(Koch and Del Genio, 2010). BC also has important impacts

at high latitudes when it is deposited on snow, as it decreases

the albedo of the snow surface (Ramanathan and Carmichael,

2008), and can enhance snowmelt by absorbing solar radia-

tion after it is deposited (Flanner et al., 2007). However, the

impacts of BC forcing in the Arctic on surface temperature

are complex, as the result is highly dependent on the altitude

and location of the forcing (Sand et al., 2013a, b; Flanner,

2013).

Aerosols also affect precipitation (e.g. Kristjánsson et al.,

2005; Ming et al., 2010; Boucher et al., 2013; Osborne and

Lambert, 2014). On a global scale, we might expect the pre-

cipitation to change in proportion to a given global temper-

ature change driven by aerosol forcing, due to the increased

amount of water vapour that the atmosphere can hold (Lam-

bert and Webb, 2008). However, since the direct, semi-direct

and indirect effects of aerosols will change precipitation pat-

terns, this does not necessarily hold locally. Hydrophilic

aerosol species can reduce precipitation locally, by enhanc-

ing cloud droplet nucleation, which allows more smaller

cloud droplets to form but inhibits the amount of droplets

that become large enough to form precipitation. Other ef-

fects such as convective invigoration that might also affect

precipitation (Rosenfeld et al., 2008) are not parameterized

in the models assessed here. BC has more complex effects

on precipitation patterns since it warms the atmosphere (An-

drews et al., 2010) but can either warm or cool the surface,

which will increase or reduce the amount of surface evapo-

ration and resulting precipitation (Ming et al., 2010). The net

effect on precipitation is therefore dependent on the region

and vertical profile of the BC aerosol (Andrews et al., 2010;

Ban-Weiss et al., 2012; Kvalevåg et al., 2013). Furthermore

the hemispherically asymmetric forcing from anthropogenic

aerosol emissions impacts the temperature in the Northern

Hemisphere more than in the Southern Hemisphere, lead-

ing to a meridional shift in the Intertropical Convergence

Zone (ITCZ) towards the warmer hemisphere (e.g. Kang

et al., 2008; Ceppi et al., 2013; Hwang et al., 2013), which

will impact local precipitation in the tropics and the mon-

soon regions (Ming and Ramaswamy, 2009). Several stud-

ies have shown that anthropogenic aerosol emissions in re-

cent decades have contributed to the weakening of the North-

ern Hemisphere monsoon (e.g. Bollasina et al., 2011; Polson

et al., 2014). Aerosols also impact the hydrological cycle by

reducing the amount of solar radiation reaching the surface, a

process known as solar dimming (Gedney et al., 2014). Solar

dimming acts to reduce evaporation, and results in increased

run-off and suppressed evapotranspiration.

Policies to reduce anthropogenic aerosol emissions are

generally designed to have positive impacts on air quality by

reducing PM concentrations; however they can have mixed

effects on climate. Reducing SO2 and OC emissions is ex-

pected to have a detrimental effect on climate in the sense

that such measures would be contributing to an increase in

global temperature; however the impacts on precipitation

patterns could be beneficial, for example by preventing fur-

ther reduction in monsoon precipitation. In contrast, mitigat-

ing BC emissions is expected to reduce global temperature,

while the resulting impacts on precipitation are less clear. It

is therefore important to evaluate the climate impacts of in-

dividual aerosol species in order to evaluate these effects.
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Here we assess the climate impacts of removing the to-

tal land-based anthropogenic emissions of each of SO2, OC

and BC in three coupled climate models (four models for

the BC experiments) with interactive chemistry and aerosols.

The multi-model nature of this work gives greater confidence

in the results since we are not drawing conclusions based on

results from just one model. The 100 % perturbations were

used in order to achieve a strong enough forcing signal. Re-

sults from atmosphere-only simulations (e.g. Bellouin et al.,

2015) suggest that the removal of anthropogenic SO2 and OC

emissions will lead to a positive forcing and a global temper-

ature increase, while removing anthropogenic BC emissions

will lead to a negative forcing and a global temperature de-

crease. Using coupled models allows the ocean circulation

and heat uptake, and sea-ice extent, to respond to the atmo-

spheric changes from the emissions perturbations. We assess

the resulting changes in temperature and precipitation both

globally and regionally.

In Sect. 2, the climate models, experimental setup and

emissions data sets are described. In Sect. 3 the climate im-

pacts of removing the emissions of individual anthropogenic

aerosol species are presented. These results are discussed fur-

ther in Sect. 4, and conclusions are given in Sect. 5.

2 Methodology

2.1 Description of models

The three main models used are HadGEM3, ECHAM6-

HAM2 and NorESM1-M. HadGEM3 and NorESM1-M have

interactive aerosols and chemistry; ECHAM6-HAM2 has in-

teractive aerosols but does not include interactive chemistry.

Therefore in HadGEM3 and NorESM1-M, changes in the

aerosols can affect the chemistry via changes in oxidation

of SO2 and changing the available surface for heterogeneous

chemistry; these processes will directly and indirectly affect

O3 and OH. Photolysis is not affected by the aerosols in these

models. The fact that ECHAM6-HAM2 does not include in-

teractive chemistry is expected to lead to only minor differ-

ences from the other two models with interactive chemistry

with regard to the radiative and climate effects of aerosol

and aerosol precursor emissions. For the BC perturbation

experiments some additional simulations were performed:

one extra ensemble member was run by each of HadGEM3

and NorESM1-M, and three ensemble members were run by

NCAR CESM 1.0.4/CAM4. The extra BC simulations were

included in order to explore the BC results further, as this

work was part of a larger project of which BC was a key

focus.

HadGEM3 is the Hadley Centre Global Environment

Model version 3 (Hewitt et al., 2011). The atmosphere com-

ponent has a horizontal resolution of 1.875◦× 1.25◦ and 85

vertical levels extending to 85 km in height (of which 50

are below 18 km). The atmosphere is coupled to the NEMO

ocean modelling framework with a horizontal resolution of

1.0◦ and 75 vertical levels, and to the CICE sea-ice model

(Hunke and Lipscomb, 2008). The UKCA TropIsop scheme

is used to model gas-phase chemistry in the troposphere. This

treats 55 chemical species (37 of which are transported) in-

cluding hydrocarbons up to propane, and isoprene and its

degradation products (O’Connor et al., 2014). Atmospheric

gas and aerosol tracers are advected using the same semi-

Lagrangian advection scheme as used for the physical cli-

mate variables. Parameterized transport such as boundary

layer mixing and convection is also as used for the physi-

cal climate variables. Aerosols are modelled by the UKCA

GLOMAP-mode aerosol scheme (Mann et al., 2010; Abdul-

Razzak and Ghan, 2000). This models the internal mixing of

SO4, OC, BC, dust and sea-salt using a two-moment modal

approach and dynamically evolving particle size distribu-

tions. There are seven modes: four soluble (nucleation to

coarse) and three insoluble (Aitken to coarse). Aerosol pro-

cesses are simulated in a size-resolved manner, including pri-

mary emissions, secondary particle formation by binary ho-

mogeneous nucleation of sulphuric acid and water, particle

growth by coagulation, condensation, and cloud-processing,

and removal by dry deposition, in-cloud and below-cloud

scavenging. The effects of aerosols on clouds are modelled

using an aerosol activation parameterization scheme (Abdul-

Razzak and Ghan, 2002). The radiative impact from aerosols

is calculated using the Edwards–Slingo radiation scheme

(Edwards and Slingo, 1996).

ECHAM6-HAM2 is the European Centre for Medium-

Range Weather Forecasts Hamburg model version 6 (Stevens

et al., 2013). The atmospheric simulations were made us-

ing the ECHAM6 GCM with a horizontal resolution of

T63 (about 1.8◦× 1.8◦) and a vertical resolution of 47 lev-

els (extending from the surface to 0.01 hPa). The atmo-

spheric model is coupled to the Max Planck Institute Global

Ocean/Sea-Ice Model (MPIOM) with a bipolar grid with 1.5◦

resolution (near the equator) and 40 vertical levels (Jungclaus

et al., 2013). The atmospheric model is extended with the

Hamburg aerosol model (HAM2) version 2 (Zhang et al.,

2012). The main components of HAM are the microphysi-

cal module M7, which predicts the evolution of an ensem-

ble of seven internally mixed lognormal aerosol modes (Vi-

gnati et al., 2004), an emission module, a sulfate chemistry

scheme (Feichter et al., 1996), a deposition module, and a

radiative transfer module (Stier et al., 2005) to account for

sources, transport, and sinks of aerosols as well as their ra-

diative impact. Five aerosol components, namely SO4, OC,

BC, sea-salt, and mineral dust, are considered in this model.

Aerosol effects on liquid-water and ice clouds are considered

following Lohmann et al. (2007). Oxidant fields for the sul-

phate aerosol production were a 2003–2010 average from the

MACC reanalysis (Inness et al., 2013).

NorESM1-M is the Norwegian Earth System Model ver-

sion 1 (Bentsen et al., 2013; Iversen et al., 2013), with hor-

izontal atmospheric resolution of 1.9◦× 2.5◦, and 26 lev-
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els in the vertical with a hybrid sigma pressure coordinate

and model top at 2.19 hPa. The ocean module is an up-

dated version of the isopycnic ocean model MICOM (with

a 1.1◦ resolution near the equator and 53 layers), while the

sea-ice (CICE4) and land (CLM4) models and the coupler

(CPL7) are basically the same as in CCSM4 (Gent et al.,

2011). The atmosphere module CAM4-Oslo (Kirkevåg et al.,

2013) is a version of CAM4 (Neale et al., 2011, 2013)

with advanced representation of aerosols, aerosol–radiation

and aerosol–cloud interactions. It uses the finite volume dy-

namical core for transport calculations. CAM4-Oslo calcu-

lates mass-concentrations of aerosol species that are tagged

according to production mechanisms in clear and cloudy

air and four size classes (nucleation, Aitken, accumulation,

and coarse modes). These processes are primary emission,

gaseous and aqueous chemistry (cloud processing), nucle-

ation, condensation, and coagulation. Loss terms are dry de-

position, in-cloud and below-cloud scavenging. The aerosol

components included are SO4, BC, organic matter (OM),

sea-salt, and mineral dust, and are described by 20 tracers.

In the model version used in this study, the aerosol mod-

ule of CAM4-Oslo is coupled with the tropospheric gas-

phase chemistry from MOZART (Emmons et al., 2010),

which treats around 80 gaseous species. This coupling al-

lows for a more explicit description of the formation of sec-

ondary aerosol (SO4 and secondary OM). The radiative forc-

ing from aerosols is calculated using the Collins (2001) ra-

diation scheme. In the fully coupled NorESM1-M, albedo-

effects of BC and mineral dust aerosols deposited on snow

and sea-ice are also taken into account; this process is not

represented in the other three models.

An additional model, NCAR CESM 1.0.4/CAM4, was

used for the BC analysis only. NCAR CESM 1.0.4/CAM4 is

the National Center for Atmospheric Research Community

Earth System Model (Gent et al., 2011) run with the Com-

munity Atmosphere Model version 4 (Neale et al., 2011).

The atmospheric component is set up here with a horizon-

tal resolution of 1.9◦× 2.5◦, and 26 vertical layers (extend-

ing from the surface to 2.19 hPa). CAM4 is coupled to a full

ocean model (Danabasoglu et al., 2012), which is based on

the Parallel Ocean Program version 2 (Smith et al., 2010),

to the CICE4 sea ice model (Hunke and Lipscomb, 2008),

and the CLM4 land model (Lawrence et al., 2011). Here,

the model has been run without interactive chemistry and

aerosols, and instead used prescribed 3-D monthly mean con-

centrations of ozone and aerosols (BC, OC and SO4) from

the Oslo Chemistry-Transport model version 2 (OsloCTM2)

(Søvde et al., 2008; Myhre et al., 2009). OsloCTM2 is driven

by meteorological data from the ECMWF-IFS model, and

has been run with T42 (approximately 2.8◦× 2.8) horizontal

resolution and 60 vertical layers (extending from the surface

to 0.1 hPa). In CAM4, the direct and semi-direct aerosol ef-

fects of BC are included, while indirect aerosol effects and

the effect of BC deposited on snow and ice are not included.

Hereafter we refer to the four models discussed above as

HadGEM, ECHAM-HAM, NorESM and CESM-CAM4, re-

spectively.

2.2 Experimental setup and emissions

Each of the three main models (HadGEM, ECHAM-HAM

and NorESM) ran a control simulation and a set of three per-

turbation experiments in which the total land-based anthro-

pogenic component of a single aerosol emission species was

removed globally. In addition, HadGEM and NorESM ran

a second control and perturbed BC experiment, and CESM-

CAM4 ran three control and three perturbed BC experiments.

The control simulations were first run for several decades

using an initial ocean state based on present-day CMIP5 con-

ditions for all models except for ECHAM-HAM, which used

a pre-industrial control state (see below). The control and

perturbed simulations were then run from the same point

in this spun-up state for 50 years, in order to separate a

robust signal from the interannual variability. The climate

is not necessarily expected to be stationary after the spin

up, but any underlying climate trends are expected to be

present in the control and perturbations. By taking the dif-

ference between the control and the perturbations we are

therefore removing any underlying trends not associated with

the changes in aerosol emission. The 50-year integration

length was deemed sufficient based on previous studies, e.g.

Kristjánsson et al. (2005) performed integrations of length

40 years after 10 years of spin-up, and Pausata et al. (2015)

performed integrations of length 30 years after 30 years of

spin-up. Furthermore, Olivié et al. (2012) showed that most

of the temperature response to a step CO2 perturbation in

AOGCMs is achieved within around the first 10 years or so

(the Cx2 case in their Fig. 1), after which the temperature re-

mains relatively constant, with only a very gradual continued

increase towards the equilibrium response temperature.

We focus on global mean and zonal mean values of the

surface temperature and precipitation. We also examine the

top-of-atmosphere (TOA) short-wave (SW) fluxes to aid un-

derstanding of these results. This is not the same as the TOA

SW forcing in prescribed-SST simulations, since in the cou-

pled simulations it includes the feedbacks from snow and ice

albedo changes and cloud responses to surface temperature,

so it is a combination of SW radiative forcing and these feed-

back changes on the SW flux. It is useful in understanding

the causes of changes in climate variables, particularly on re-

gional scales.

The control simulations have present-day anthropogenic

emissions of SLCP species from the ECLIPSE emission data

set V4.0a for the year 2008 (Klimont et al., 2013, 2015), for

all models except CESM-CAM4 which used ECLIPSE V5.0

emissions for the year 2000. Non-anthropogenic biomass

burning emissions are from the GFED3 emissions data

set (http://www.globalfiredata.org) for the year 2005 (in

ECHAM-HAM and NorESM) and 2008 (in HadGEM and

Atmos. Chem. Phys., 15, 8201–8216, 2015 www.atmos-chem-phys.net/15/8201/2015/
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Figure 1. Emissions of aerosol and aerosol precursor species. (a,

b) SO2; (c, d) BC; and (e, f) OC emissions. Left column: ECLIPSE

V4.0a anthropogenic emissions, which are perturbed in the re-

spective experiments. Right column: natural, non-anthropogenic

biomass burning (for the year 2008) and shipping emissions, which

are not perturbed in these experiments.

CESM-CAM4), and are not perturbed. Agricultural biomass

burning emissions are included in the anthropogenic com-

ponent of emissions which are perturbed. Sea-salt and dust

aerosol emissions are interactive in HadGEM and ECHAM-

HAM; in NorESM, dust emissions are prescribed from a

climatology but sea-salt emissions are interactive; and in

CESM-CAM4 both dust and sea-salt concentrations are pre-

scribed from a climatology. Other natural emissions, in-

cluding DMS and volcano emissions, are included and are

not perturbed. The concentrations of WMGHGs are also

kept fixed at present-day levels in HadGEM, NorESM and

CESM-CAM4, and in ECHAM-HAM are fixed at pre-

industrial (1850) levels. The surface methane concentration

is also prescribed at present-day levels in HadGEM, NorESM

and CESM-CAM4, and at pre-industrial levels in ECHAM-

HAM. For ECHAM-HAM, the pre-industrial greenhouse gas

concentrations were chosen since the model was spun up to

equilibrium for this case, and a new spin-up for increased

levels of greenhouse gas concentrations would have been

computationally too costly. Since only differences between

experiments and control simulations are considered here, no

large effect caused by the differences in greenhouse gas con-

centrations is expected.

Figure 1 shows the emissions of BC, OC and SO2, divided

into the anthropogenic emissions that are perturbed in the

Figure 2. Annual average zonal mean BC mass mixing ratio

(µg kg−1) in the control simulation for each model. (a) HadGEM,

(b) ECHAM-HAM, (c) NorESM and (d) CAM4.

experiments (left column) and other emissions that are input

to the model (natural, biomass burning and shipping; right

column). The strongest anthropogenic emissions of all three

species are mostly concentrated over China, India, Europe,

the eastern US and parts of Africa and South America.

2.3 Description of the control simulations

Despite all the models having the same emissions input, there

is a large discrepancy between models in the vertical distri-

bution of aerosols in the atmosphere, and in the total aerosol

burden, which is typical for current global aerosol models

(Textor et al., 2007). HadGEM and ECHAM-HAM have rel-

atively low total burdens of BC, and short atmospheric life-

times, compared with NorESM and CESM-CAM4 (Table 1).

Figure 2 shows vertical sections of the annual average, zonal

mean BC mass mixing ratio in the control simulation for each

of the models considered. HadGEM and ECHAM-HAM

(Fig. 2a and b) have low concentrations of BC at high alti-

tude, which means there is less BC above clouds. In contrast,

NorESM and CESM-CAM4 show high BC concentrations

extending to above 200 hPa throughout most of the North-

ern Hemisphere and Southern Hemisphere tropics (Fig. 2c

and d). This has implications for the impact that removing

anthropogenic BC emissions may have. BC at high altitude

can have very strong direct effects if it is located above high-

albedo cloud surfaces. In the models with higher concentra-

tions of BC at high levels in the control simulations, more

of this high-level BC can be removed in the BC perturba-

tion experiment, leading to a larger change in BC direct forc-

ing. The larger amount of high-level BC in NorESM and

CESM-CAM4 (which uses aerosol input from OsloCTM2) is

consistent with the AeroCom models discussed by Schwarz

et al. (2013) and Samset et al. (2014) who found that these

models have too much BC at high altitudes when compared

with observations over the Pacific in the HIPPO campaign

www.atmos-chem-phys.net/15/8201/2015/ Atmos. Chem. Phys., 15, 8201–8216, 2015
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Table 1. Summary of BC, OC and SO4 burdens (Tg) and lifetimes

(days) in the control simulation for each model.

HadGEM ECHAM-HAM NorESM CAM4

BC burden 0.080 0.102 0.163 0.144

OC burden 0.734 0.769 1.047 0.601

SO4 burden 3.355 5.345 1.813 1.918

BC lifetime 3.40 5.17 7.82 6.28

OC lifetime 3.02 4.95 7.44 4.83

SO4 lifetime 5.23 4.02 4.12 3.51

(Wofsy, 2011), and overestimate the BC lifetime. At lower

levels, the models underestimate BC concentrations due to

the emissions being too low: Hodnebrog et al. (2014) found

that increasing emissions of BC and decreasing the BC life-

time in models gave a better agreement with observations.

In HadGEM, the lower concentrations of BC at high alti-

tudes and shorter BC lifetimes are likely due to recent mod-

ifications to the convective scavenging scheme, which were

implemented in order to improve the correspondence with

these observations. However, the BC lifetime of 3.4 days is

shorter than the AeroCom average. The true BC distribution

may therefore lie somewhere in between that of HadGEM

and NorESM/CESM-CAM4. The OC burden in NorESM is

considerably higher than in the other three models, and its

lifetime is correspondingly longer. The range of OC burdens

between models is expected due to differences in OA bur-

dens and OA /OC ratios between models (Tsigaridis et al.,

2014). NorESM and CESM-CAM4 have relatively low bur-

dens of SO4, and short lifetimes, compared with HadGEM

and ECHAM-HAM. There are also differences in the verti-

cal distribution of OC and SO4 between models (not shown)

but as these are scattering, rather than absorbing, aerosols the

impact of the vertical distribution of the aerosol will have less

of an impact on the results. More detailed evaluations of the

models used here against observations are given in Eckhardt

et al. (2015), Quennehen et al. (2015) and Stohl et al. (2015).

Figure 3 shows the annual average global mean surface

temperature in the control simulations for each of the models.

ECHAM-HAM has a lower mean temperature than the other

models due to its pre-industrial WMGHG and methane con-

centrations. CESM-CAM4 has a higher mean temperature

than the others. ECHAM-HAM has a slight negative drift in

surface temperature over the integration period, while both

NorESM ensemble members have a slight positive drift; the

other two models remain relatively stable, although the sec-

ond HadGEM member has a decrease in temperature over the

first 10 years or so. These drifts in the global mean surface

temperature are also present in the perturbation experiments

since these start from the control simulations at the beginning

of the 50-year period analysed. Therefore we do not expect

any drift in the signal, i.e. in the difference between the per-

turbed and control simulations.

Figure 3. Time evolution of global mean annual average surface

temperature in the control simulations. Solid lines show the mem-

ber 1 control simulation for each model and, where present, dashed

lines show member 2 and dotted lines show member 3.

There are some differences between models in the precipi-

tation patterns, particularly in the tropics (Fig. S1 in the Sup-

plement). All models suffer from the “double ITCZ” prob-

lem (i.e. there is an overly strong band of precipitation to the

south of the equator) which is a known problem in CMIP5

AOGCMs (Li and Xie, 2014). This is most pronounced in

ECHAM-HAM (Fig. S1d). ECHAM-HAM and HadGEM

also have regions of very low precipitation around the equa-

tor in the Pacific (Fig. S1c and d). There is some variation in

the north-eastward extent of the North Atlantic storm track:

in NorESM it extends too far north-east, while in CAM4 it

does not extend far enough (Fig. S1e and f); in HadGEM and

ECHAM-HAM it matches the observations well. All mod-

els have too much precipitation over the Himalayas and the

Andes, which is probably due to inaccuracies in their repre-

sentation of precipitation over high orography.

3 Results

In this section we examine the climate responses to perturb-

ing each of the emissions species. The results shown are an-

nual means averaged over the 50-year integration period for

each model. Note that since we are interested in the impacts

that removing anthropogenic emissions would have, the plots

show the perturbation run (i.e. the run with emissions re-

moved) minus the control run. This is different from most

other studies, which in general tend to show, for example,

the forcing of the present-day aerosol compared with a pre-

industrial background state.

3.1 Response to perturbing SO2 emissions

All three models show an increase in global mean surface

temperature as a result of removing anthropogenic SO2 emis-

sions: HadGEM and ECHAM-HAM show almost equal tem-

perature increases while NorESM warms by approximately

half this value (Fig. 4a and Table 2). The multi-model mean
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Table 2. Summary of global mean annual average climate responses.

Emission Model 1T 1SW 1P 1P 1T /1SW 1P /1SW

pert. (K) (W m−2) (mm day−1) (%) (K (mm day−1

(W m−2)−1) (W m−2)−1)

SO2 HadGEM 0.838 2.531 0.057 1.916 0.331 0.022

SO2 ECHAM-HAM 0.831 2.244 0.062 2.141 0.370 0.028

SO2 NorESM 0.396 1.001 0.029 1.047 0.396 0.029

SO2 Mean 0.688 1.925 0.049 1.701 0.366 0.026

BC HadGEM 1 0.085 0.108 0.013 0.431 0.781 0.118

BC HadGEM 2 −0.008 −0.057 0.004 0.123 0.145 −0.065

BC HadGEM mean 0.038 0.026 0.008 0.277 0.463 0.027

BC ECHAM-HAM −0.034 −0.164 0.003 0.097 0.209 −0.017

BC NorESM 1 −0.129 −0.555 0.005 0.171 0.232 −0.009

BC NorESM 2 −0.152 −0.548 0.004 0.135 0.277 −0.007

BC NorESM mean −0.141 −0.552 0.004 0.153 0.255 −0.008

BC CESM-CAM4 1 −0.084 −0.354 0.005 0.157 0.236 −0.013

BC CESM-CAM4 2 −0.008 −0.220 0.008 0.290 0.034 −0.039

BC CESM-CAM4 3 −0.031 −0.192 0.007 0.237 0.163 −0.036

BC CESM-CAM4 mean −0.041 −0.255 0.007 0.228 0.145 −0.029

BC Mean −0.044 −0.236 0.005 0.189 0.268 −0.007

OC HadGEM 0.250 0.572 0.019 0.653 0.438 0.034

OC ECHAM-HAM −0.025 −0.136 −0.004 −0.151 0.185 0.032

OC NorESM 0.172 0.456 0.012 0.442 0.377 0.027

OC Mean 0.132 0.297 0.009 0.315 0.333 0.031

global mean surface temperature increases by 0.69 K. The

zonal mean temperature change is positive at all latitudes and

increases with increasing latitude, with a multi-model mean

increase of around 2.5 K at the North Pole (Fig. 5b). Fig-

ure 5a shows warming over almost all areas of the globe,

including all land areas. As shown by the stippling, these

temperature responses are significant throughout almost all

the Northern Hemisphere, and much of the Southern Hemi-

sphere. Most of the Northern Hemisphere land shows warm-

ing of at least 1 K, with some northern regions exceeding 2 K.

These temperature responses can be understood further by

comparison with the TOA SW flux changes. The global mean

TOA SW flux change is positive for all three model sim-

ulations (Fig. 4c). HadGEM, which has the strongest tem-

perature response, also has the largest change in TOA SW

flux, while NorESM, which has the weakest temperature re-

sponse, has the smallest change in TOA SW flux. The ratio

of temperature change to SW flux change is similar between

the models (0.33–0.40 K (W m−2)−1, Table 2). The strongest

increase in TOA SW flux change occurs in the Northern

Hemisphere mid-latitudes, where the anthropogenic emis-

sions are largest (Fig. 6b). There is good agreement be-

tween the three models in the zonal distribution of TOA SW

flux change, although NorESM shows smaller values in the

Northern Hemisphere, which may explain the weaker tem-

perature increase in this model compared to the others. The

multi-model mean changes are significant throughout most

of the Northern Hemisphere (Fig. 6a). There are regions of

strong TOA SW flux change over Europe, the eastern USA

and China, which correspond to locations with the largest

anthropogenic emissions. Over Europe and the eastern USA,

this explains the relatively strong warming in these regions

(Fig. 5a). The positive TOA SW flux change over China also

extends in a band over the North Pacific. This is consistent

with the decreased aerosol concentrations in this region due

to the reduced emissions in China. As well as the direct radia-

tive effects, the reduced aerosols would also cause changes in

cloud cover. It was shown by Wang et al. (2014) that Chinese

aerosol emissions increased cloud cover over the North Pa-

cific, so removing these aerosols would reduce cloud cover.

A similar region of positive TOA SW flux change also oc-

curs over the North Atlantic, which is similarly due to weaker

aerosol–radiation and aerosol–cloud effects over this region

resulting from the aerosol emissions reductions over the east-

ern USA. The regions of negative TOA SW flux change in the

Pacific and Atlantic just north of the equator relate to a north-

ward shift in the ITCZ, which increases the cloud cover north

of the equator and decreases it to the south. This northward

ITCZ shift is expected due to the hemispherically asymmet-

ric warming (Rotstayn et al., 2000; Broccoli et al., 2006).

At high Northern Hemisphere latitudes there are regions

of enhanced warming and corresponding increased TOA SW
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Figure 4. Summary of global mean annual average changes in (a,

b) surface temperature, (c, d) all-sky TOA SW flux and (e, f) pre-

cipitation. In the left panels the values shown for the BC simulations

are the means for each model (where more than one simulation was

run). The values for the individual BC simulations are shown in the

right panels. The error bars indicate the 95 % confidence interval

on the error in the mean (2σ/
√
n, where n is the number of years

of data included in the mean; i.e. n is 50× the number of ensemble

members).

flux (Figs. 5a and 6a), the most pronounced being over the

ocean north of Europe. These correspond to regions with

large reductions in sea-ice (not shown). All three models

agree on a large loss of Arctic sea-ice, due to the strong

Northern Hemisphere warming. In the Southern Hemisphere,

all three models actually show a region of increased sea-ice

east of the Antarctic Peninsula, which explains the reduced

temperatures and decreased TOA SW flux there.

The removal of anthropogenic SO2 emissions results in

an increase in global mean precipitation (Fig. 4e). This in-

crease is expected due to the increased surface temperature.

The multi-model mean percentage precipitation change per

unit warming can be calculated from Table 2 as 2.50 % K−1,

which is consistent with the value for SO4 found by Andrews

et al. (2010) (2.46± 0.11 % K−1). While there is a global

increase in precipitation, the Southern Hemisphere actually

shows an overall decrease in precipitation (Fig. 7b). This is

Figure 5. Annual average change in surface temperature for (a,

b) SO2, (c, d) BC and (e, f) OC perturbations. Left column: multi-

model mean maps. Right column: zonal mean. In (a, c, e), stippling

shows points where the response is significant at the 95% level (de-

termined by a student’s t test using all years of all models).

mostly due to the northward shift in the ITCZ (discussed

above), which can be seen as a clear dipole in precipitation

change about the equator (Fig. 7b). All three models agree on

the northward shift in tropical precipitation over the ITCZ re-

gions and the corresponding pattern of precipitation change

is significant in much of the tropics (Fig. 7a). There is a rel-

atively strong increase in precipitation over India and China,

collocated with regions of high anthropogenic emissions of

SO2. There is a clear increase in precipitation in the Indian

monsoon region, which is consistent with the findings that

anthropogenic aerosol has caused a weakening of the sum-

mer monsoon (Bollasina et al., 2011; Polson et al., 2014).

There is a large increase in precipitation over the Sahel.

This is consistent with the results of Rotstayn and Lohmann

(2002) who found that present-day anthropogenic sulphate

aerosol had contributed to reduced precipitation in the Sa-

hel. There are broad regions over Russia and Canada with

increased precipitation collocated with regions of increased

surface temperature. The increased temperature will provide

more available moisture through evaporation. The reduced

aerosols in these regions may also cause an increase in pre-

cipitation. Over much of Europe and the USA there is a de-

crease in precipitation. While these changes are mostly not

statistically significant, we hypothesize that this is linked to
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Figure 6. Annual average change in all-sky TOA SW flux for (a,

b) SO2, (c, d) BC and (e, f) OC perturbations. Left column: multi-

model mean maps. Right column: zonal mean. In (a, c, e), stippling

shows points where the response is significant at the 95 % level.

the northward ITCZ shift and corresponding changes in cir-

culation.

Overall the models agree qualitatively on the climate re-

sponse to removing anthropogenic SO2 emissions, showing

Northern Hemisphere warming and a northward shift in the

ITCZ. HadGEM and ECHAM-HAM show very good quan-

titative agreement in the response.

3.2 Response to perturbing black carbon emissions

For the BC perturbation experiments, we consider, in addi-

tion to the original simulations from HadGEM, ECHAM-

HAM and NorESM, one extra ensemble member from each

of HadGEM and NorESM, and three ensemble members

from CESM-CAM4. For the calculations of multi-model

means, we take the mean of the mean values for each model.

The temperature response to removing anthropogenic BC

emissions is much smaller overall than the response to per-

turbing SO2 emissions (Fig. 4 and Table 2). All the models

except HadGEM show a net decrease in global mean sur-

face temperature (Fig. 4a). This results in a small negative

multi-model mean value for the global surface temperature

response. However, we note the results of Myhre and Sam-

set (2015) which indicate that climate models may underes-

timate the forcing from BC by around 10 %. Figure 4b shows

the temperature response in the individual model members.

Figure 7. Annual average change in precipitation for (a, b) SO2, (c,

d) BC and (e, f) OC perturbations. Left column: multi-model mean

maps. Right column: zonal mean. In (a, c, e), stippling shows points

where the response is significant at the 95 % level.

This shows that HadGEM member 1 has a significant in-

crease in global mean surface temperature, while the other

simulations all show a decrease, although the sign of this re-

sponse is uncertain in the cases of HadGEM member 2 and

CESM-CAM4 member 2.

A similar pattern is seen for the change in TOA SW

flux (Fig. 4c). For the majority of the simulations the ratio

of temperature change to SW flux change is between 0.21

and 0.28 K (W m−2)−1 (Table 2) which is smaller than for

SO2; however the HadGEM member 1 and CESM-CAM4

member 2 simulations are outliers with ratios of 0.78 and

0.03 K (W m−2)−1 respectively.

The multi-model mean temperature response is within

±0.5 K everywhere (Fig. 5c). These temperature changes are

significant in large parts of the Southern Hemisphere ocean

and the tropical Pacific but less so in the Northern Hemi-

sphere. The TOA SW flux change is also relatively small

everywhere,with the strongest TOA SW flux decrease over

northern India (Fig. 6c). However, the changes in TOA SW

flux are significant over large areas of land in the Northern

Hemisphere, in general over areas with high anthropogenic

BC emissions.

The small multi-model mean temperature and TOA SW

flux responses are the result of conflicting regional re-

sponses in the different models, rather than weak responses
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in each model. This can be seen in Fig. 5d, which shows the

range of zonal mean temperature responses between models.

NorESM shows relatively strong cooling, which is stronger

towards high latitudes, reaching around −0.4 K at the North

Pole. In contrast, HadGEM shows warming in the North-

ern Hemisphere, but to different degrees in the two ensem-

ble members: in member 1 the temperature increases towards

the North Pole, reaching 0.4 K; in contrast member 2 shows

only slight warming, and a decrease in temperature at the

pole. ECHAM-HAM shows a weak response in general but

a small increase towards the North Pole. The three CESM-

CAM4 members show different behaviour: all three show

weak cooling at most latitudes, but north of around 60◦ N

member 2 shows warming, which increases towards the pole

and reaches 0.6 K. The zonal mean TOA SW flux change

also shows large differences between models (Fig. 6d), which

helps to explain the range of temperature responses in each

model in the Northern Hemisphere.

The spatial responses in each of the model simulations can

be seen in Figs. S2–S6, and can explain some of the differ-

ences between models discussed above. HadGEM member 1

shows warming in the Arctic and over most of the Northern

Hemisphere mid-latitudes, including Europe, which is unex-

pected since anthropogenic BC emissions are relatively large

there (Fig. S2a). This is due to increased TOA SW flux over

Europe (Fig. S2c). Inspection of cloud and snow cover fields

(not shown) shows that this is in fact a result of a combination

of reduced cloud cover and reduced snow cover over northern

Europe; these changes are likely due to circulation changes,

and their combined effect is enough to more than balance

the negative forcing from local removal of BC. The warming

in the Arctic is linked to decreases in sea-ice (Fig. S2e) and

collocated increases in TOA SW flux (Fig. S2c). HadGEM

member 2 shows warming over much of Russia but cooling

over North America (Fig. S2b). There is also strong warming

along the south-eastern edge of Greenland and in the Barents

Sea, which is linked to increased TOA SW flux (Fig. S2d)

and large decreases in sea-ice (Fig. S2f). Both HadGEM

members show strong decreases in TOA SW flux over India

due to the emissions reductions, but these do not translate

to strong temperature decreases. ECHAM-HAM also shows

some localized warming in the Arctic, but cooling in much

of the rest of the Northern Hemisphere (Fig. S3a), although

most of this is not significant. As in HadGEM, the regions

of Arctic warming are collocated with increased TOA SW

flux (Fig. S3b) and decreased sea-ice (Fig. S3c). There are

regions with decreased TOA SW flux over India, China and

the eastern USA, which correspond to large reductions in

BC emissions (Fig. S3b). In contrast, both NorESM mem-

bers show cooling in the Arctic and significant cooling over

much of the globe (Fig. S4a and b). In both members this cor-

responds to decreased TOA SW flux over much of the Arctic

and most of the northern hemispere land area (Fig. S4c and

d). There are regions with increases in sea-ice, such as in the

Barents Sea in Fig. S4f, but also small regions where the sea-

ice decreases, although these decreases are generally not sig-

nificant (Fig. S4e and f). The three CESM-CAM4 members

show different temperature responses in the Arctic: mem-

ber 1 shows very little temperature response in the Arctic

(Fig. S5a), while member 2 shows significant warming over

much of the Arctic (Fig. S5b); member 3 shows cooling of

a similar magnitude over the Arctic (Fig. S6a). Correspond-

ing to the warmer Arctic temperatures in member 2, there are

also widespread decreases in Arctic sea-ice (Fig. S5f), while

member 1 shows more mixed sea-ice changes (Fig. S5e)

and member 3 shows some regions with increase sea-ice

(Fig. S6c). Member 1 shows significant cooling in much

of the Southern Hemisphere ocean, while members 2 and 3

show only weak temperature responses. Both members show

significant cooling in the North Pacific, linked to the reduc-

tion in aerosol emissions from China. Compared to mem-

bers 2 and 3, member 1 shows stronger decreases in TOA

SW flux over China and Europe in response to the emissions

reductions, which could explain the stronger overall temper-

ature reduction in member 1 (Figs. S5c, d and 6b).

The global mean precipitation response to removing an-

thropogenic BC emissions is relatively small (Fig. 4e and

f). Despite the different signs of temperature response, the

global precipitation increases in all the model simulations.

This is not surprising since the removal of BC from the at-

mosphere will lead to a negative atmospheric forcing, which

in turn is expected to lead to increased precipitation (An-

drews et al., 2010). NorESM shows a pronounced southward

shift in the position of the ITCZ, which is consistent with

the cooling in the Northern Hemisphere in these simulations

(Fig. 7d). HadGEM member 1 shows a weak northward shift

in the ITCZ, while the other model simulations do not show

a coherent shift in its position. The opposing direction of

the ITCZ shift in HadGEM member 1 and NorESM partly

explains why the model-mean responses are generally rel-

atively weak everywhere (Fig. 7c). It is interesting to note

that over India, where the anthropogenic BC emissions are

large, the removal of the BC emissions results in a decrease,

rather than an increase, in precipitation. These precipitation

changes are driven by circulation changes (e.g. the southward

shift in the ITCZ) which dominate over the local effects on

precipitation due to BC removal causing destabilization of

the atmosphere.

Overall, the climate response to removing anthropogenic

BC emissions is weaker than the response to removing SO2

emissions. Although there is a mean global temperature de-

crease, there is a large variation between models in the tem-

perature response, particularly in the Northern Hemisphere

high latitudes. All models agree on an increase in precipita-

tion globally, although there is some variation between mod-

els in the patterns of precipitation response.
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3.3 Response to perturbing organic carbon emissions

The multi-model mean response to removing anthropogenic

OC emissions is an increase in global mean surface temper-

ature (Fig. 4a and Table 2). HadGEM and NorESM show

a clear increase in surface temperature, with the largest re-

sponse in HadGEM; ECHAM-HAM shows a weak reduc-

tion in global mean surface temperature, although the error

bars indicate some uncertainty in the sign of this response.

HadGEM and NorESM show an increase in the zonal mean

surface temperature throughout the Northern Hemisphere,

increasing towards the pole; ECHAM-HAM shows almost

no change in the zonal mean surface temperature (Fig. 5f).

Despite the different behaviour in ECHAM-HAM compared

with the other models, there are broad areas in the Northern

Hemisphere where the temperature changes are significant,

including over much of Europe (Fig. 5e).

The TOA SW flux change is weakly positive over most

of the Northern Hemisphere, and is mostly not significant

(Fig. 6e). HadGEM and NorESM show an increase in zonal

mean TOA SW flux over the Northern Hemisphere (Fig. 6f),

and in particular show increased TOA SW flux over the mid-

latitudes, which have the largest anthropogenic OC emis-

sions (Fig. 1e). In contrast, ECHAM-HAM shows a decrease

in TOA SW flux over the Northern Hemisphere mid-latitudes

(Fig. 6f). Inspection of spatial maps (not shown) indicate that

this is due to decreased SW flux over Europe and the east-

ern USA, despite the reduced OC emissions in these regions.

This may be due to natural variability in cloud cover over

these regions driven by changes in atmospheric circulation

patterns. The TOA SW flux change from the OC emissions

perturbation seems to be much weaker in ECHAM-HAM

than in the other models, so natural variability may domi-

nate.

The global mean precipitation changes in each model

are consistent with their respective temperature responses:

HadGEM and NorESM show an increase in global precipi-

tation, while ECHAM-HAM shows a decrease (Fig. 4e). De-

spite the variation in temperature responses, all three models

show a northward shift in the ITCZ (Fig. 7f). The changes

in precipitation patterns are similar to those for the SO2 ex-

periments but with weaker magnitude (compare Figs. 7c and

e).

Overall the response to removal of anthropogenic OC

emissions is an increase in surface temperature and precip-

itation, primarily in the Northern Hemisphere. The spatial

patterns of changes in these quantities are broadly similar to

those for the SO2 emissions perturbation, but with smaller

magnitude.

4 Discussion

The three models are in good agreement about the impacts

of removing anthropogenic SO2 emissions, all showing a

warming concentrated in the Northern Hemisphere and a

northward shift in the ITCZ, bringing more precipitation to

the Northern Hemisphere. Further precipitation increases are

seen in the Northern Hemisphere due to the increased tem-

perature. NorESM gives a weaker overall response than the

other two models. This is not surprising since NorESM has

a lower SO4 burden than the other models, so the SO2 emis-

sions changes will have less impact. Furthermore, NorESM

is known to have a relatively low climate sensitivity (An-

drews et al., 2012), which Iversen et al. (2013) attribute

to a strong Atlantic Meridional Overturning Circulation in

NorESM. This may explain the smaller changes in Arctic

sea-ice extent in NorESM than in the other two models in

the SO2 experiment, reducing the impact of the additional

positive feedback on temperature of the melting ice.

The response to removing anthropogenic OC emissions

is similar to that for removing SO2 in terms of tempera-

ture change per unit SW flux change (Table 2). The abso-

lute magnitude of the response is about 5 times smaller for

OC. ECHAM-HAM appears to have a weaker response to

the removal of OC than the other models, and this is within

the range of natural variability between individual years. The

other models show similar patterns of response to those in

the SO2 experiment, but with weaker magnitude.

In contrast, there are differences between models in

their response to removing anthropogenic BC emissions:

NorESM shows a clear cooling, particularly in the Northern

Hemisphere; the other models show weaker responses, and

HadGEM member 1 actually shows a global mean warm-

ing, with the largest temperature increases in the Northern

Hemisphere high latitudes. The stronger effects of BC re-

moval in NorESM compared with the other models may be

due in part to the fact that this model includes representation

of the albedo effect of BC deposition on snow. As shown by

Sand et al. (2013b), this has a relatively large impact on sur-

face temperature in the Arctic. This provides a mechanism

to explain the stronger cooling over the Arctic in the BC ex-

periments in this model than in the other models. When the

BC emissions are reduced, less BC would be deposited on

snow at high latitudes, leading to higher-albedo snow. This

hypothesis is supported by the decrease in TOA SW flux

over the Arctic in both NorESM members, which is consis-

tent with an increased surface albedo, while the other models

show mostly positive TOA SW flux change here. However,

we note that the variability is large at high northern latitudes

as shown by the variation between models and between the

two HadGEM members and the three CESM-CAM4 mem-

bers. Furthermore, NorESM has a high BC abundance at mid

and high latitudes as shown in Fig. 2. The different climate

responses to the BC perturbations in the two HadGEM mem-

bers, and the weaker responses in ECHAM-HAM, may be

due to the fact that these models have smaller amounts of

BC at high altitudes in the control run than NorESM and

CESM-CAM4. The lack of high-level BC is important since

the strongest direct effects of BC are from BC above clouds
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or other high albedo surfaces, so these effects will be much

weaker in the control simulation in HadGEM and ECHAM

than in the other models. Removal of anthropogenic BC

emissions will therefore have a smaller impact in the mod-

els with less high-level BC since the BC forcing in the con-

trol simulation is weak to begin with. The climate responses

in HadGEM may therefore be driven by changes in circula-

tion, leading to, for example, the change in cloud and snow

cover over Europe in HadGEM member 1. These circulation

changes overwhelm the relatively weak forcing from the BC

emissions perturbation. Apart from the HadGEM simulation

the models suggest a lower ratio of temperature change to

SW flux change for BC than for OC and SO2.

The results from this study show that there is large uncer-

tainty as to the climate response to removing anthropogenic

BC emissions. The different behaviour between models is

due partly to the different atmospheric BC distributions in the

models, as shown in Fig. 1. Accurately representing the cor-

rect BC distribution in GCMs is very difficult (Samset et al.,

2014). Recent studies (e.g. Schwarz et al., 2013; Hodnebrog

et al., 2014; Samset et al., 2014) have compared BC distribu-

tions in GCMs and CTMs with data from observational stud-

ies such as the HIPPO campaign (Wofsy, 2011), which pro-

vided observations from a large spatial area over the Pacific.

They found that the models had too much BC at high alti-

tudes in these regions, and that the BC lifetime was generally

too long. Recent modifications to the convective scavenging

scheme in HadGEM (which are included in the model set-up

used here) were designed to reduce the amount of high-level

BC to give better agreement with the HIPPO observations.

The result of these changes is that HadGEM has less BC at

high levels globally than the other models (except ECHAM-

HAM), and a much shorter BC and OC lifetime (Table 1).

ECHAM-HAM also has less BC at high levels, and a short

BC lifetime. In contrast, NorESM and CESM-CAM4 have

much more high-level BC and longer BC lifetimes, which

may overestimate the direct forcing from anthropogenic BC

(consistent with Samset et al., 2014) and may therefore exag-

gerate the impact of removing anthropogenic BC emissions.

The true BC distribution at high levels is most likely some-

where in between these model estimates, while at lower lev-

els the emissions are likely underestimated (Hodnebrog et al.,

2014).

A further feature influencing the results in this study is the

contribution of changes in sea-ice extent. Particularly for the

OC and BC emissions perturbations, which give a weaker

forcing than the SO2 emissions perturbations, these sea-ice

changes appear to be due to natural variability, rather than

a forced response. However, they do contribute to the to-

tal SW flux changes and surface temperature changes. This

adds an extra element of natural variability that is not an issue

in atmosphere-only simulations, which have fixed SSTs and

prescribed sea-ice. This motivated our decision to perform

three additional simulations, in order to increase our sample

size. It can be seen from these simulations that the sea-ice

responds quite differently to the BC perturbation in different

simulations, even in two simulations from the same model.

It is interesting to note the range of climate responses be-

tween models, and even between different simulations run by

the same model. This highlights the importance of using an

ensemble of simulations in studies such as this, where natural

variability is a relatively large contributor, and differences in

the formulation of individual models can have a large impact

on the results. It is also interesting to note the very similar be-

haviour of the two NorESM members compared to the quite

different responses between the individual members in the

other models. In all cases the different members were gen-

erated by initializing with a different atmospheric state but

keeping everything else the same. This further emphasizes

the importance of using more than one model, since different

models have different sensitivity to small perturbations in the

initial conditions.

5 Conclusions

Air quality policies now and in the future will lead to reduced

emissions of aerosols and other SLCPs. This study aims to

evaluate the possible climate impacts of these emissions re-

ductions, by considering a set of extreme idealized scenarios

in which 100 % of the land-based anthropogenic emissions

of individual aerosol precursor species (BC, OC and SO2)

are removed. The experiments were performed mainly using

three AOGCMs with interactive aerosols and chemistry, in

order to capture the fast and slow responses to these emis-

sions perturbations as well as the uncertainties in these re-

sponses. We also included additional simulations from an-

other AOGCM (without interactive aerosols) for the BC ex-

periments.

The results show strong impacts on climate of removing

SO2 emissions, with an increase in global mean surface tem-

perature, focussed mainly in the Northern Hemisphere, and

a northward shift in the ITCZ, driving changes in precipi-

tation patterns particularly in tropical regions. We note that

the models used in this study do not represent nitrate chem-

istry. This means that they may be overestimating the cli-

mate responses to removal of SO2 emissions, since reducing

SO4 would increase the potential amount of ammonium ni-

trate aerosol formation, counteracting some of the effects of

the reduced SO4 aerosol (West et al., 1999; Bellouin et al.,

2011).

The OC and BC emissions perturbations produced much

weaker climate responses. In both cases the models were

not all in agreement on the sign of the global mean TOA

SW flux change or surface temperature response. These re-

sults are different from those obtained in other studies us-

ing prescribed-SST, atmosphere-only simulations (e.g. Bel-

louin et al., 2015), where the forcing response to such emis-

sions perturbations is more likely to have the same sign

in all models. This is because the design of such experi-
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ments removes much of the variability that we see in fully-

coupled AOGCMs due to responses in temperature and in

ocean circulation, sea-ice, atmospheric circulation and cloud

responses that are realized on long timescales. Overall the re-

moval of OC emissions leads to similar patterns of response

to the SO2 experiments, but with much weaker magnitude.

There is a weak northward shift in the ITCZ, and corre-

sponding changes in precipitation. The BC response is more

complex, and due to the large disagreement in response be-

tween two of the models, we included five additional ensem-

ble members. Even between two ensemble members from the

same model there are large differences in the surface temper-

ature and precipitation responses. From this study we con-

clude that, while BC mitigation is unlikely to be detrimental

to climate (like in the case of SO2 and OC mitigation), the

climate benefits are likely to be very small, and may not be

discernable above natural variability in the climate.

The Supplement related to this article is available online

at doi:10.5194/acp-15-8201-2015-supplement.
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