
Atmos. Chem. Phys., 15, 1707–1724, 2015

www.atmos-chem-phys.net/15/1707/2015/

doi:10.5194/acp-15-1707-2015

© Author(s) 2015. CC Attribution 3.0 License.

An attempt at estimating Paris area CO2 emissions from

atmospheric concentration measurements

F. M. Bréon1, G. Broquet1, V. Puygrenier1, F. Chevallier1, I. Xueref-Remy1, M. Ramonet1, E. Dieudonné1, M. Lopez1,

M. Schmidt1, O. Perrussel2, and P. Ciais1

1Laboratoire des Sciences du Climat et de l’Environnement, UMR CEA-CNRS-UVSQ, Gif sur Yvette, France
2AirParif, 7 rue Crillon, Paris, France

Correspondence to: F. M. Bréon (breon@lsce.ipsl.fr)

Received: 22 January 2014 – Published in Atmos. Chem. Phys. Discuss.: 10 April 2014

Revised: 20 January 2015 – Accepted: 27 January 2015 – Published: 18 February 2015

Abstract. Atmospheric concentration measurements are

used to adjust the daily to monthly budget of fossil fuel CO2

emissions of the Paris urban area from the prior estimates

established by the Airparif local air quality agency. Five at-

mospheric monitoring sites are available, including one at the

top of the Eiffel Tower. The atmospheric inversion is based

on a Bayesian approach, and relies on an atmospheric trans-

port model with a spatial resolution of 2 km with boundary

conditions from a global coarse grid transport model. The

inversion adjusts prior knowledge about the anthropogenic

and biogenic CO2 fluxes from the Airparif inventory and an

ecosystem model, respectively, with corrections at a tempo-

ral resolution of 6 h, while keeping the spatial distribution

from the emission inventory. These corrections are based on

assumptions regarding the temporal autocorrelation of prior

emissions uncertainties within the daily cycle, and from day

to day.

The comparison of the measurements against the atmo-

spheric transport simulation driven by the a priori CO2 sur-

face fluxes shows significant differences upwind of the Paris

urban area, which suggests a large and uncertain contribution

from distant sources and sinks to the CO2 concentration vari-

ability. This contribution advocates that the inversion should

aim at minimising model–data misfits in upwind–downwind

gradients rather than misfits in mole fractions at individual

sites. Another conclusion of the direct model–measurement

comparison is that the CO2 variability at the top of the Eiffel

Tower is large and poorly represented by the model for most

wind speeds and directions. The model’s inability to repro-

duce the CO2 variability at the heart of the city makes such

measurements ill-suited for the inversion. This and the need

to constrain the budgets for the whole city suggests the as-

similation of upwind–downwind mole fraction gradients be-

tween sites at the edge of the urban area only.

The inversion significantly improves the agreement be-

tween measured and modelled concentration gradients. Re-

alistic emissions are retrieved for two 30-day periods and

suggest a significant overestimate by the AirParif inventory.

Similar inversions over longer periods are necessary for a

proper evaluation of the optimised CO2 emissions against in-

dependent data.

1 Introduction

Although the total CO2 emissions of developed countries

may be well constrained from the total consumption of fos-

sil fuel, their spatial and temporal distribution are not known

with the same level of accuracy. In so-called bottom-up emis-

sion estimates, CO2 emission is calculated as a combination

of geo-referenced activity proxies (e.g. road traffic data, or

number and type of buildings that relate to residential emis-

sions; Gurney et al., 2012) multiplied by emission factors,

accounting for the disaggregation of national annual budgets

when dealing with regional or city inventories. The accuracy

of the bottom-up inventories is seldom assessed and mostly

relies on the difference between various estimates and on ex-

pert knowledge.

Due to the high population density associated with ground

transportation, residence and industry, anthropogenic CO2

emissions are large within cities (Pataki et al., 2006). The

emitted CO2 is transported in the atmosphere and results in
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elevated CO2 concentration above and downwind of cities.

There is therefore a potential to estimate the net CO2 flux of

a city from a few atmospheric concentration measurements

located within or in the vicinity of the city (McKain et al.,

2012). Over a very dense urban area, the net CO2 flux is

dominated by fossil fuel emissions, but over less dense ur-

ban structures, the net ecosystem exchange (NEE) becomes

significant and can partly offset fossil CO2 emissions during

the growing season (Nordbo et al., 2012). Top-down net CO2

flux estimates, constrained by independent atmospheric mea-

surements, could come in complement to, or for the assess-

ment of, current estimates that rely on bottom-up inventories.

The technique of estimating surface CO2 fluxes from at-

mospheric composition measurements – and potentially from

prior information – is relatively mature. It has been used for

many years to estimate the biogenic fluxes on the global

(Gurney et al., 2002; Chevallier et al., 2010), continental

(Broquet et al., 2013; Peylin et al., 2005) and regional (Lau-

vaux et al., 2009, 2012) scales. However, because of uncer-

tainties in the atmospheric transport, insufficient measure-

ment sampling, and inconsistencies between the mathemati-

cal framework hypothesis of most inversions (e.g. no biases,

Gaussian distribution of errors, uncorrelated observation er-

rors) and the reality, the results are not always consistent,

in particular on the regional scale, as shown for instance

through the recent comparison of global- and continental-

scale biogenic flux estimates by several global inversions

(Peylin et al., 2013).

Estimating the net CO2 flux of a city using similar math-

ematical and modelling tools amplifies the difficulties inher-

ent to the atmospheric inversion. The spatial heterogeneity of

the source and the possibility of having very high emissions

locally (e.g. a power plant) make the structure of the prior

error statistics complex and the concentration plume highly

variable. Relating mole fractions to city sources furthermore

requires accurate atmospheric transport modelling on a fine

scale. Atmospheric transport in urban areas is influenced by

specific meteorological processes such as higher roughness

of urban canopies (Zhao et al., 2014) and urban heat island

effects (Nehrkorn et al., 2013). For instance, Pal et al. (2012)

reported significantly thicker boundary layer over the city of

Paris than in the surrounding rural area during a 4-day cam-

paign that took place in March 2011, which was interpreted

as a consequence of the urban heat island effect. Another dif-

ficulty, shared with the inversion of biogenic fluxes, lay in the

temporal variability of the fossil fuel emissions, which have

a strong daily cycle but also day-to-day variability resulting

from, for instance, temperature changes (through heating) or

activity (e.g. traffic) variability. Last, measurements in and

around a target city collect CO2 molecules of various origins

that must be separated into city sources and remote sources

and sinks through the inversion.

This challenge has been addressed recently by several

research projects, e.g. INFLUX (sites.psu.edu/influx; Turn-

bull et al., 2014) over Indianapolis or Megacities (http://

megacities.jpl.nasa.gov; Duren and Miller, 2012) over Los

Angeles, which have set up a network of surface, tower and

airborne measurements of the atmospheric CO2 mole frac-

tions. Satellite data may also provide valuable information

as shown by Kort et al. (2012). The results from the ongoing

urban CO2 measurement project at Salt Lake City indicated

that monthly emission relative changes of 15 % could be de-

tected at the 95 % confidence level with the current moni-

toring system (McKain et al., 2012) even though this study

concluded on the inability to derive absolute estimates for a

given month.

The CO2-Megaparis project has a similar objective for the

Paris area. This is a potentially favourable case as the city

is very dense and the emissions intense over a limited sur-

face, with a fairly flat topography in the surroundings, which

makes the atmospheric transport modelling easier. A pilot

campaign in early 2010 was conducted in the framework

of the MEGAPOLI project. Measurements of the mole frac-

tion of CO2 and its isotopes have been used to estimate the

relative contribution of fossil and biogenic emissions in the

concentration gradients (Lopez et al., 2013). The main cam-

paign started in August 2010 with the installation of three

CO2 and CO monitoring stations within the city and its sur-

roundings that provided near-continuous measurements un-

til July 2011. These three stations complement two stations

of the ICOS France network located in the Paris region out-

side the city that have been operational for several years.

Lac et al. (2013) made a first analysis of the measurements

and a comparison against atmospheric modelling using the

Meso-NH mesoscale transport model, combined with a sur-

face scheme that accounts for the urban environment, for a

period of 5 days in March 2011. They demonstrated the abil-

ity of the modelling framework to reproduce several features

of the mixing layer height, as reported in Pal et al. (2012),

and of the mole fraction daily cycle.

Large efforts have been made by AirParif, the air quality

agency for the Paris area, to generate an inventory of the Paris

area emissions, for various pollutants and for CO2 as well.

The AirParif emission inventory, detailed in Sect. 2.2, pro-

vides an hourly description of the CO2 emissions at ≈1 km

resolution for representative weekdays and months. We use

this inventory as an input to the atmospheric transport sim-

ulations and compare the results to the atmospheric concen-

tration measurements from the five sites. We then attempt a

correction of the inventory based on the differences between

the observed and modelled mole fractions. With only five sta-

tions in the vicinity of the city, there is likely not enough

information to constrain the spatial distribution of the emis-

sions. We therefore only rescale the emissions, relying on

the spatial distribution provided by the Airparif inventory.

For the inversion, NEE and fossil fuel emissions are opti-

mised separately. We focus on two 30-day periods in the au-

tumn of 2010. This choice is driven by the expectation of

rather small biogenic fluxes during this time period, which

makes easier the interpretation of the measurements in terms
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Table 1. Information about the CO2 measuring stations that are used in this paper.

Location Acronym Latitude Longitude Height Distance

(◦) (◦) a.g.l. from Paris

(m) centre (km)

Eiffel Tower EIF 48.8582 2.2946 300 4 (W)

Montgé-en-Goële MON 49.0284 2.7489 9 35 (NE)

Gonesse GON 48.9908 2.4446 4 16 (N)

Gif-sur-Yvette GIF 48.7100 2.1475 7 23 (SW)

Trainou forest TRN 47.9647 2.1125 180 101 (S)
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Figure 1 : Map of the study area showing the location of the continuous CO2 measurement 3 

stations that are used in this paper (red dots).  The black lines show the model grid with a 2 4 
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Figure 2 : Typical day-total CO2 emissions of Île-de-France, according to AirParif year 2008 10 

inventory, for a weekday in October.  The point sources are not included in this map.  The 11 

emissions are provided for the area outlined in red in Figure 1.  The resolution is 1 km.  The 12 

grid is 0.2° in latitude and 0.4° in longitude. 13 

Figure 1. Map of the study area showing the location of the con-

tinuous CO2 measurement stations that are used in this paper (red

dots). The black lines show the model grid with a 2 km resolution at

the centre, and 10 km on the sides. The red line shows the limits of

the Île-de-France region.

of anthropogenic fluxes. Our objective is to assess whether a

reliable estimate of the emissions on the daily to monthly

timescales can be derived from the combination of atmo-

spheric measurements, available inventories and information

on the atmospheric transport. A forthcoming paper will apply

the methodology to a full year of observations and analyse

the result for the spring and summer periods, when CO2 up-

take by NEE can partially offset fossil fuel emissions (Pataki

et al., 2007). In the following, Sect. 2 analyses the time se-

ries of measured and modelled CO2 mole fractions; Sect. 3

describes the methodology to correct the inventory based on

the measurement–model mismatches. The results are shown

in Sect. 4, while Sect. 5 discusses the results and provides

conclusions.

2 Measurements and direct simulations

2.1 CO2 concentration measurements

In this paper, we use CO2 mole fraction measurements that

have been acquired continuously in the framework of the

CO2-Megaparis and ICOS-France projects. Three stations

have been equipped with high-precision CO2/CO analysers

(Picarro G1302) specifically for the project objectives. One

is located in the heart of Paris, at the summit of the Eif-

fel Tower, 300 m above the surface. Two are located to the

north and north-east of the Paris area in a mixed urban–rural

environment. They are complemented by two ICOS-France

stations that were operational before the start of the project.

One is located in the south-west, about 20 km from the cen-

tre of Paris, while the other is a tall tower located further

south by about 100 km. Both use gas chromatograph analy-

sers (Agilent HP6890). The locations of the stations are given

in Table 1 and are shown in Fig. 1. They are very roughly

located along a NE–SW direction, which defines the domi-

nant wind directions, thus favourable for the monitoring of

the CO2 increase due to the emissions of the Paris area, with

a station at the edge of the urban area in both directions. The

measurements are quality controlled and binned at a tem-

poral resolution of 1 h. They have been regularly calibrated

against the WMO mole fraction scale (Zhao and Tans, 2006)

so that measurement accuracy to the WMO-X2007 scale is

estimated to be better than 0.38 ppm. The instrumental repro-

ducibility is better than 0.17 ppm on the 5 min average mea-

surements available from the CO2-Megaparis stations, and

the temporal averaging to the hourly mean values used in this

paper leads to precision much better than the accuracy (Zhao

and Tans, 2006).

2.2 Atmospheric transport modelling

Atmospheric transport modelling provides the link between

the surface fluxes and the atmospheric mole fractions. Here,

we use the Chimere transport model (Menut et al., 2013)

with a resolution of 2 km around the city of Paris, and 10 km

for the surroundings of the modelling domain (see Fig. 1).

There are 118× 118 pixels in the modelling grid that covers

an area of approximately 500× 500 km2. There are 19 layers

www.atmos-chem-phys.net/15/1707/2015/ Atmos. Chem. Phys., 15, 1707–1724, 2015
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Figure 2. Typical day-total CO2 emissions of Île-de-France, ac-

cording to the AirParif year 2008 inventory, for a weekday in Octo-

ber. The point sources are not included in this map. The emissions

are provided for the area outlined in red in Fig. 1. The resolution is

1 km. The grid is 0.2◦ in latitude and 0.4◦ in longitude.

on the vertical, from the surface to 500 hPa. The Chimere

transport model is driven by ECMWF-analysed meteorol-

ogy at 15 km resolution. There is no urban scheme in the

atmospheric modelling that is used here, which may be seen

as a significant limitation to our inversion set-up. However,

we conducted forward simulation comparisons between our

modelling and that used in Lac et al. (2013), which includes

specific surface parameterisation to account for the urban

area, and we did not find significant differences in the simu-

lated CO2 mole fractions.

The model simulates the mole fractions that are driven by

the surface fluxes and the boundary conditions. The surface

fluxes that are accounted for in the simulations are the sum

of the following.

– Anthropogenic fossil fuel CO2 emissions within the Île-

de-France region, from the AirParif inventory, as de-

scribed in Sect. 2.3 and shown in Fig. 2. Île-de-France

is the administrative region spreading typically within

60 km around the city of Paris, the boundaries of which

are shown in Fig. 1.

– Anthropogenic fossil fuel CO2 emissions outside the

Île-de-France region, according to the Edgar database

(Janssens-Maenhout, 2012) available at 10 km resolu-

tion. These are only annual mean fluxes, and there is

no description of the diurnal or seasonal cycle in this

inventory.

– Biogenic fluxes from the C-TESSEL land surface model

as described in Sect. 2.4

The CO2 boundary conditions prescribed at the lateral and

top edges of the simulation domain, and transported inside

the domain by Chimere, are obtained from the Monitor-

ing Atmospheric Composition and Climate (MACC) global

inversion, v10.2 (http://www.copernicus-atmosphere.eu/). In

this simulation, the global distribution of surface CO2 fluxes

has been optimised to fit the mole fractions measured at a

number of stations distributed over the world, given their

assigned uncertainty and prior information of the surface

fluxes. Given the relatively coarse spatial resolution of the

transport model used in the MACC inversion, CO2 boundary

conditions here are temporally and spatially very smooth and

have little impact on the spatial gradients simulated within

the domain area.

2.3 AirParif inventory

The AirParif air quality agency (http://www.airparif.asso.fr/

en/index/index) has developed an inventory of emissions (for

greenhouse gases such as CO2 but also for air pollutants) at

1 km spatial resolution and an hourly time step for the Île-de-

France region. The emissions are quantified by activity sec-

tors. The improvement in methodologies and emission fac-

tors leads to frequent updates of the emission estimates.

Nearly 80 different source types are included in the inven-

tory with three main classes: point, linear and diffuse sources.

Point sources correspond to large industries, power plants,

and waste burning; linear sources are related to transporta-

tion, while diffuse sources are mostly associated with the res-

idential and commercial sectors. The road traffic emission es-

timates use a traffic model and vehicle-counting devices that

report the number of vehicles and their average speed over

almost 40 000 km portions of roadways. Large industries are

requested to report their CO2 emissions and these are used

in the inventory. For smaller industrial sources that are not

required to report their emissions, a disaggregation of the

regional fuel consumption is made based on the number of

employees, leading to larger uncertainties. We have used the

latest available version of the inventory, corresponding to the

year 2008, which has been developed for five typical months

(January, April, July, August, and October) and three typical

days (a weekday, Saturday and Sunday) to account for the

seasonal and weekly cycles of the emissions. Therefore, this

inventory estimates typical emissions but does not attempt to

reproduce the daily variations resulting from specific mete-

orological conditions, or specific events such as public holi-

days.

Figure 2 shows an example of the spatial distribution of

the total emissions for a weekday in October. Typical val-

ues are a few hundred gCO2 m−2 day−1 within the city and a

few tens of gCO2 m−2 day−1 in the suburbs. The main roads

are clearly shown with flux enhancements of a few tens of

gCO2 m−2 day−1 at the 1 km2 resolution of the inventory.

Further processing of this map shows that one-third of the
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Figure 4: Mean diurnal cycle of the biogenic flux (Net Ecosystem exchange) for the 12 11 

calendar months and for the same area as in Figures 2 and 3 which is outlined in red in Figure 12 

1.  The values were derived from an average of the C-Tessel simulations. 13 
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Figure 3. Temporal variation of the main CO2 emission sectors ac-

cording to the AirParif inventory for the whole Île-de-France region.

The figure shows, for 5 typical months and 3 typical days (weekday,

Saturday, Sunday), the hourly CO2 emissions. The black line is the

total emission (left scale), while the four coloured lines are for dif-

ferent sectors (right scale).

Île-de-France emissions are within 10 km of the Paris centre,

and that 61 % are within 20 km.

There is a large temporal variation in emissions, as shown

in Fig. 3, mostly on the daily scale, but also on the weekly

and seasonal scales. Most components show a large daily cy-

cle with minimum emissions at night. During the day, the

traffic-related emissions show several maxima in the morn-

ing, midday, and late afternoon. The daily cycles of the other

activities are less pronounced but nevertheless significant.

Point sources have the smallest daily cycle amplitude due to

the industrial temporal profile that is relatively flat. The Paris

area has few point sources, and they contribute typically 20 %

of the total emissions. The seasonal cycle is most pronounced

for the residential emissions related to heating and cooking.

One notes that residential CO2 emissions do not go to zero

during the summer months, because energy is still consumed

for cooking and for heating water in summer.

In the following, the AirParif inventory for the year 2008

is used as a prior estimate of the fossil fuel emissions within

the Île-de-France region, both for the direct transport simu-

lations (Sect. 2.5) and for the flux inversion (Sect. 3). Note

that the inventory of point source emissions provides injec-

tion heights that have been used in the source term of the

simulations. The AirParif inventory is provided as a func-

tion of legal time, and we have accounted for the time shift

between legal time and UTC time, including the impact of

daylight saving. Note that, due to the longitude of Paris, UT

time and solar times are very similar.

2.4 Biogenic fluxes

The NEE fluxes used here are provided by the land sur-

face component of the ECMWF forecasting system, C-

TESSEL (Boussetta et al., 2013). They are extracted from

the ECMWF operational archives at the highest available res-

olutions, 15 km and 3 h. These data are interpolated in space

(2 to 10 km) and time (1 h) to be consistent with our atmo-

spheric transport model grid and temporal resolution.
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Figure 4. Mean diurnal cycle of the biogenic flux (net ecosystem

exchange) for the 12 calendar months and for the same area as in

Figs. 2 and 3 which is outlined in red in Fig. 1. The values were

derived from an average of the C-Tessel simulations.

Figure 4 shows the mean daily cycle of NEE for the Île-de-

France area and for the 12 calendar months. There are large

diurnal and seasonal NEE cycles. The flux is positive (emis-

sion) during the night and negative (uptake) during the day,

even during the winter months, given the rather mild winter

temperature prevailing over the Paris area. Nevertheless, the

amplitude of the daily cycle of NEE is much larger in sum-

mer than it is in winter. The NEE values are of similar mag-

nitude than the anthropogenic emissions with a strong anti-

correlation in the daily cycle (negative NEE vs. large anthro-

pogenic emissions during daytime; positive NEE and smaller

anthropogenic emissions during the night). During the win-

ter, NEE is relatively small and the anthropogenic emissions

clearly dominate, but daytime NEE still offsets on average

∼ 20 % of the emissions, according to the C-TESSEL model

simulations. During spring and summer, however, the day-

time NEE uptake is larger in absolute value than the an-

thropogenic emissions, as shown through a comparison of

Figs. 3 and 4.

As our main interest is in the anthropogenic emissions, we

chose to analyse a period when the biogenic flux is small, i.e.

during autumn and winter. The present paper focuses on two

30-day periods that start on 21 October and 27 November

2010. During these periods, the monthly mean hourly NEE

fluxes are less than 3 ktCO2 h−1 over the Île-de-France area.

NEE is then small, but not negligible, compared to anthro-

pogenic emissions during the chosen inversion periods.

2.5 Direct CO2 transport simulations

Figure 5, together with Fig. S1 in the Supplement, shows the

time series of the CO2 mole fractions together with an in-

dication of the modelled wind speed and direction to help

the interpretation of the results. These time series are derived

from observations and direct atmospheric modelling as de-

scribed in Sect. 2.2.

The Trainou (TRN) station (bottom row) is far from the

Paris agglomeration. In addition, the measurement inlet is

180 m from the surface. It shows a diurnal cycle amplitude

that is much smaller than at the other sites. In addition, the

modelled contribution from both anthropogenic and biogenic

www.atmos-chem-phys.net/15/1707/2015/ Atmos. Chem. Phys., 15, 1707–1724, 2015
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fluxes within the simulation domains is limited to a few ppm,

as shown by the difference between the black and green

curves. There are a few exceptions however, essentially when

the wind blows from the north, i.e. from the direction of the

city of Paris, and transports fossil CO2 from the urban area

to the TRN rural site. The best examples are around 8 and

23 December. For these particular cases, the measurements

at TRN are significantly larger than the model results. The

underestimate by the model is not limited to these dates and

there are significant discrepancies between the model and the

measurements at this remote background site, in particular at

the end of November and at the beginning of December.

The other sites are much closer to Paris and are then

more affected by the fossil CO2 emissions. At Gif-sur-

Yvette (GIF), the largest mole fractions are observed when

the wind is from the north-east, which is expected as the city

of Paris is in that direction. There is also an impact of the

wind, as the largest mole fractions are measured under low

wind speed conditions. During the October–November pe-

riod (Fig. S1), the wind is mostly from the south and south-

west, thus not from the city, and there is a relatively good

agreement between the modelled and measured mole frac-

tions. In December, the wind direction is more variable, the

fossil CO2 signal appears much larger, and there are very

significant differences between the measurements and the

model estimates.

Gonesse (GON) is located to the north of the city, while

Montgé-en-Goële (MON) is further away, to the north-east.

The shorter distance to the main source may explain the

larger signal at the former station. The only cases when the

modelled anthropogenic contribution is small at GON (small

difference between the black and green curves) is when the

wind is from the north. For other wind directions, the mod-

elled signal is strong – more than 10 ppm – and there are large

differences between the measurements and the modelling re-

sults. During December, the measurements are most often

larger than the model estimates. A similar observation can

be made at MON. Surprisingly, the measurements are signif-

icantly larger than the modelling results, even when the wind

blows from the north or north-east, i.e. when the Paris ag-

glomeration contribution is negligible (3 December, 6–9 De-

cember, 22–23 December). For these cases, the most likely

explanation is an underestimate of modelled CO2 from the

boundary conditions or from emissions within the modelling

domain outside of Île-de-France. Hereafter, we shall denote

this contribution as that from “remote fluxes”. Note that this

impact from remote fluxes shows a large increase in the mole

fraction for the periods discussed above. We may then hy-

pothesise that this increase is underestimated. The interpre-

tation is that anthropogenic emissions from the Benelux area

generate high concentrations that are underestimated in the

boundary condition field that is used in our simulations.

The EIF site is at the top of the Eiffel Tower, 300 m above

the city of Paris. The wind speed for this station is larger

than for the other one, simply because it is higher in alti-

tude. One expects atmospheric mixing between the surface

emissions and the inlet, so that the measurements are repre-

sentative of a larger area than e.g. MON and GON. Neverthe-

less, there are some very significant differences between the

modelled and observed mole fractions at EIF. The differences

may be huge, larger than 30 ppm, even during the afternoon,

e.g on 24 October, 7 November, 3 December, and 12 Decem-

ber. Clearly, our atmospheric modelling framework cannot

properly represent the mole fraction time series at the EIF

station, either because of strong local (sub-grid-cell) emis-

sions, or because of atmospheric transport processes that are

not properly represented, in particular concerning the verti-

cal transport above the city. Further analysis of the model–

measurement mismatch is shown in Fig. S3. The largest mis-

matches are preferentially observed during the morning and

for low wind speeds, but are observed at all hours of the day

and for all wind speeds and directions, which prevents us

from attributing these mismatches to a specific bias in the

transport model or to a bias in the estimate of the emissions

for a specific area.

The curves in Figs. 5 and S1 show very large temporal

variations of CO2 within a day at all stations. Further analysis

confirms that the largest variations are observed during the

night, when the mixing layer is shallow. During the night and

morning, the atmosphere is often very stable, so that surface

emissions accumulate within the lowest atmospheric layers,

the thickness of which ranges from a few metres to tens of

metres. The atmospheric mole fraction is then mostly sensi-

tive to local fluxes and vertical mixing – an atmospheric pro-

cess that is difficult to model – so that there is a large uncer-

tainty about the modelled link between the emissions and the

atmospheric mole fraction. The nighttime and morning mea-

surements are thus not appropriate for our flux inversion, as

inverting them would be too sensitive to atmospheric trans-

port biases. As a consequence, we focus on the concentration

measurements acquired during the afternoon only, from noon

to 4 p.m., when the mixing layer is usually well developed.

The daily averages of these afternoon measured and mod-

elled values are shown in Fig. 5 as diamond symbols.

Figure 6 shows a scatter plot of the measured and modelled

mole fractions at the five sites together with the statistics of

their comparison. The scatter plots confirm the visual impres-

sion of Fig. 5: there is a significant correlation between the

measured and modelled mole fractions, which demonstrates

the model skill. There are also significant discrepancies and

a large bias, in particular at the EIF station. The smallest er-

rors (both biases and standard deviations) are found at TRN,

which is the site furthest from Paris.

2.6 Analyses and insight for the inverse modelling

configuration

Both the measurements and the modelling results show some

impact of the Paris area anthropogenic emissions on the CO2

mole fractions at the five sites analysed here. The mole frac-
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 1 

Figure 5: Time series of the measured (red) and modelled (green) CO2 mole fraction [ppm] 2 

for the five sites used in this paper (See Table 1). The black line is the modelled mole fraction 3 

that is transported from the domain boundaries, with additional contribution from 4 

anthropogenic emissions outside the Île-de-France region (Edgar fluxes).  The green line 5 

shows the modelled mole fraction that includes the same contributions, plus the biogenic 6 

fluxes within the modelling domain and the anthropogenic emissions within the Île-de-France 7 

region.  Red are the observations.  Note that there are some time periods when no 8 

measurements are available due to either calibration processes or, more rarely, failure of the 9 

monitoring instrumentation.  For such periods, modelling results are not shown. The symbols 10 

show the mean of the afternoon measurement/model values that are used for the inversion.  11 

The blue arrows indicate the wind speed and direction at noon.  A length equivalent to 1 day 12 

on the X-axis is for a wind speed of 10 m/s.  Grey shaded areas indicate Sundays.  This figure 13 

Figure 5. Time series of the measured (red) and modelled (green) CO2 mole fractions (ppm) for the five sites used in this paper (see

Table 1). The black line is the modelled mole fraction that is transported from the domain boundaries, with an additional contribution from

anthropogenic emissions outside the Île-de-France region (Edgar fluxes). The green line shows the modelled mole fraction that includes the

same contributions, plus the biogenic fluxes within the modelling domain and the anthropogenic emissions within the Île-de-France region.

Red are the observations. Note that there are some time periods when no measurements are available due to either calibration processes or,

more rarely, failure of the monitoring instrumentation. For such periods, modelling results are not shown. The symbols show the mean of

the afternoon measurement–model values that are used for the inversion. The blue arrows indicate the wind speed and direction at noon. A

length equivalent to 1 day on the x axis is for a wind speed of 10 m s−1. Grey shaded areas indicate Sundays. This figure is for the 30-day

period starting on 27 November 2010. Figure S1 in the Supplement shows the same figure for the other period.

tion increases over the modelled large-scale value depend on

the wind speed and direction, and a typical order of magni-

tude is 10 ppm. As expected, the signal is smaller for the rural

station of TRN, which is further away from the city than the

other sites. Many of the features in the measured time se-

ries are well reproduced by the modelling framework, which

gives some confidence in its usefulness to improve the emis-

sion estimates.

There are also some significant differences between the

measured and modelled mole fractions that cannot be justi-

fied by inaccurate emission inventories in the Paris area. The

most obvious such feature is the mole fraction underestimate

at MON and GON under northerly wind conditions when

these sites have low sensitivity to the Île-de-France emis-

sions. This feature strongly suggests that remote fluxes lead

to mole fraction increases that have biases with typical mag-

nitudes that are similar to the impacts of the Paris area emis-

sions. On the other hand, as the impact from remote fluxes

is large scale, one may expect that this impact will be sim-

ilar for monitoring stations upwind and downwind from the
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is for the 30 days period starting on 2010/11/27.  Figure S1 in the supplementary shows the 1 

same figure for the other period. 2 
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Figure 6 : Scatter plot of the measured and modelled CO2 mole fractions at the 5 monitoring 6 

stations within and in the vicinity of the Paris city.  The model vs measurement bias, standard 7 

deviation and correlations are provided within each subplot.  This figure is for the 30 days 8 

period starting on 2010/11/27.  Figure S2 in the supplementary shows the same figure for the 9 

other period. 10 
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Figure 6. Scatter plot of the measured and modelled CO2 mole fractions at the five monitoring stations within and in the vicinity of the city

of Paris. The model vs. measurement bias, standard deviation and correlations are provided within each subplot. This figure is for the 30-day

period starting on 27 November 2010. Figure S2 in the Supplement shows the same figure for the other period.

Paris urban area. The model–measurement error may then

be strongly reduced when analysing the difference in mole

fractions between two stations that are located upwind and

downwind from the Paris urban area, respectively. On the

other hand, the mole fraction difference between such sta-

tions that are close to the Paris area should contain a clear

signature of the emissions from this area, and a relatively

weak signature from other fluxes. It then suggests the use

of downwind–upwind gradients in the CO2 mole fractions

rather than the absolute value of CO2 measurements in the

inversion procedure.

The other significant feature in the comparison of the mod-

elled and measured CO2 mole fractions is much larger er-

rors at the EIF site than at the other stations. These re-

sults illustrate the difficulty in modelling the CO2 mole frac-

tion within cities, even with a measurement inlet in altitude,

well above the sources. Note that McKain et al. (2012) also

find very large (> 30 ppm) model–measurement mismatches

within the urban area of Salt Lake City, even when using a

high-resolution model. Similarly, Lac et al. (2013) find large

model–measurement differences at EIF despite the use of

an urban parameterisation in the modelling. The inability to

model the CO2 signal at EIF properly may have a detrimental

impact on the emission estimates derived from atmospheric

inversion. Conversely, the forward simulations show that the

TRN site has low sensitivity to the Paris area emissions due

to its location further away from the city than the other sites.

Consequently, it cannot be used as a “downwind” site; in ad-

dition, GIF is better suited as an “upwind site” for southerly

conditions, as it is closer to the urban area and therefore pro-

vides better information on the air composition as it enters

the city. These features suggest not to use EIF and TRN and

rather to focus on MON, GON and GIF to estimate the Paris

area emission from their measured mole fractions.

The main objective of the “gradient” inversion method is

thus to focus on the monitoring stations that are at the edge

of the urban area and to estimate the city-scale emissions

by removing most of the upwind signal from the measured

and modelled concentrations. The upwind signal is driven

by remote fluxes both from the boundary conditions and by

fluxes within the model domain but outside the city whose es-

timates bear very large uncertainties. The inversion method

also attempts to select the downwind measurements that are

affected by the emissions from a large part of the city, in an

attempt to minimise the impact of aggregation errors. Ideally,

we would select only the wind direction when one station lies

directly downwind from another, with the city of Paris in be-

tween. However, given the very limited network of stations

surrounding Paris, we have to broaden significantly the range

of acceptable wind directions.

Based on this analysis, the emission estimate procedure

only uses the measurements from GON, MON and GIF, and

is based on the CO2 mole fraction gradients between the up-

wind and downwind stations, a method which requires the

selection of favourable wind conditions. The mathematical

framework is described in the next section, while the inver-

sion results are presented in Sect. 4.

3 Flux inversion

3.1 Principles

We follow a linear Bayesian inversion approach with Gaus-

sian error statistics to determine the optimal surface fluxes

(anthropogenic emissions and biogenic fluxes) and their un-

certainties from a prior estimate of the fluxes and their uncer-

tainties and from the mole fraction measurements.

We call x the state vector that gathers the scaling factors

for the 6-hourly flux maps, xB its prior estimate, H the ma-

trix operator that relates state parameters and mole fraction

gradients according to the atmospheric transport model, y the

observed mole fraction gradients, yF the simulated impact on

these mole fraction gradients of the lateral boundary condi-

tions and of the fluxes that are not accounted for in the state

vector, B the uncertainty covariance matrix of xB, and R the

error covariance matrix of y. These components are detailed

in the next section.
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The optimal solution is given by Tarantola (2005):

xA = xB+

(
B−1
+HT R−1 H

)−1

HT R−1
(
y− yF−HxB

)
(1)

and its posterior error covariance matrix is

A=
(

B−1
+HT R−1 H

)−1

. (2)

Note that A does not depend on the actual measurement val-

ues, but varies, among other factors, with their temporal and

spatial sampling.

3.2 State vector: x

Both the anthropogenic and biogenic prior fluxes described

in Sect. 2 show a large diurnal cycle that impacts the model

simulations of CO2, and that is uncertain. It then appears use-

ful to invert this cycle together with the flux daily mean val-

ues. However, as discussed earlier, only CO2 measurements

during the early afternoon can reliably be used to estimate the

fluxes, and their information about the daily cycle is rather

poor. We limit the number of independent periods to four,

corresponding to the local times between 0 and 6, 6 and 12,

12 and 18, and 18 and 24 h, respectively.

For the fossil fluxes, we use a scaling factor for each in-

dividual day in the state vector, which makes the number of

corresponding variables amount to 30× 4= 120 for the 30-

day period of the inversion. These scaling factors apply to the

prior flux estimates derived from the AirParif inventory and

are denoted λi0−6, λ
i
6−12, λ

i
12−18, λ

i
18−24, with i between 1

and 30.

Similarly, we optimise scaling factors of the prior NEE

flux from C-TESSEL. The simulation domain shown in

Fig. 1 is split into 3× 3 large boxes, and we choose the same

6 h periods as for the anthropogenic fluxes to optimise scal-

ing factors of NEE. However, we do not attempt a daily re-

trieval of NEE, and considered a single scaling factor for op-

timising monthly NEE for each 6 h window over a 30-day

inversion period. The number of variables to optimise NEE

is therefore 3× 3× 4= 36. In the following, these NEE scal-

ing factors are shown as αX0−6, α
X
6−12, α

X
12−18, α

X
18−24, where

X is one of the nine large boxes. One of the nine boxes cov-

ers the Île-de-France region, while the other ones are in the

surrounding area. In the Inversion results sections, we anal-

yse the inversion of NEE for the centre box (X=C) together

with those for the anthropogenic emissions. The surrounding

boxes provide some ability to the inversion system to control

part of the errors from remote NEE, but one cannot expect

to get a reliable estimate of the NEE in these areas given the

weak observational constraint on this remote NEE.

The state vector x for the linear inversion has therefore

120+36= 156 variables that represent the scaling factors to

the modelled fluxes. The prior value of each of these scaling

factors in xB is 1.

3.3 Measurements gradients: y

y contains the measurement gradients that are used to con-

strain the flux inversion. As explained above, we only use

hourly measurements that have been acquired during the af-

ternoon from noon to 4 p.m. local time. In addition, the cor-

responding measurements need to have a sensitivity to lo-

cal, unresolved, fluxes that is insignificant in comparison to

that of larger-scale fluxes. This condition is not met when the

wind speed is low. We therefore use for the inversion only

the measurements filtered for wind speeds larger than a given

threshold at both sites used to compute the gradient. The re-

sults presented in this study are obtained with a threshold of

2 m s−1. The wind speed estimate used for such a selection is

the one analysed by the ECMWF at the location, height, and

time of the observation. This criterion retains about 70 % of

the potential measurements.

In Eq. (1), the downwind–upwind differences in mole frac-

tion measurements y are corrected for the contributions that

are not accounted for in the state vector (yF). yF are the mod-

elled mole fractions accounting for the boundary conditions

and anthropogenic fluxes outside Île-de-France (prescribed

from the Edgar database). This contribution is shown as a

blue line in Fig. 5 and Fig. S1 (in the Supplement).

When the wind is from the south-west (upwind direction

between 160◦ and 260◦), GIF is considered upwind from the

urban area, and the corresponding y elements are the differ-

ences between the mole fractions measured at either MON or

GON and that measured at GIF. Similarly, when the wind is

from the north-east (upwind direction between 0◦ and 135◦),

MON is used as an upwind reference to the GIF or GON

mole fraction measurements. For other wind directions, the

measurements are not assimilated.

3.4 Prior flux uncertainties and error correlations: B

Although we invert the scaling factors of fossil CO2 emis-

sions for each day and each 6 h period, the uncertainties in

these factors are correlated. We therefore attempt to assign

correlations for the prior uncertainties based on several con-

siderations: (i) the monthly budget for the AirParif inventory

is generally stated to have an uncertainty of 20 %, which is

used here; (ii) we assume small positive correlations between

the different 6 h windows; (iii) we assume stronger correla-

tions from day to day for a given 6 h window; and (iv) the a

priori uncertainty of individual 6 h emissions should have a

typical order of 50 %.

Based on these considerations, we set, rather arbitrarily,

prior error correlations to 0.4 for two adjacent time periods

(e.g. 12–18 and 18–24) and to 0.2 for non-adjacent time pe-

riods (e.g. 6–12 and 18–24). For successive days, we use an

exponential decorrelation with a characteristic time Tcor. The

correlation between the prior uncertainties of the fossil CO2

emission scaling factors is then the product of this exponen-
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tial and the time periods’ correlation. For instance, the corre-

lation between λ5
0−6 and λ9

6−12 is 0.4 exp (−4/Tcor).

The results shown in this paper have mostly been obtained

with a temporal correlation Tcor of 7 days, but other values,

from 1 to 30 days, have also been tested. We have verified

that such a B matrix is positive-definite. The desegregation

of the assumed 20 % uncertainty for the monthly emission

totals, based on these temporal correlations, results in stan-

dard deviations of uncertainties for individual 6 h periods of

33 % (Tcor = 30 days) to 50 % (Tcor = 7 days).

For the biogenic flux scaling factors, we set a relative prior

uncertainty (standard deviation) close to 0.70 with some vari-

ations according to the box size (the variance varies inversely

to the surface of the box), based on the numbers derived at

0.5◦ resolution in Broquet et al. (2011). We do not assign

any spatio-temporal correlation between the various biogenic

scaling factors, i.e. between the nine boxes or the four time

periods. Similarly, there is no correlation in B between the

prior uncertainties in the biogenic and anthropogenic fluxes.

3.5 Operator matrix: H

The operator matrix H provides the link between the sur-

face fluxes and the mole fraction measurements. It combines

the spatio-temporal distributions of the fluxes, both for the

AirParif inventory and the C-Tessel biogenic fluxes, that are

assumed and not modified through the inversion, the atmo-

spheric transport by the Chimere model, the sampling of the

atmosphere at the instrument locations, and the selection of

gradients according to the criteria developed in Sect. 3.3.

Note that the AirParif inventory has a 1 h temporal resolu-

tion. The direct simulation (Hx) uses the description of the

emissions at this temporal resolution. Each element of the

state vector corresponds to a natural or anthropogenic sur-

face flux for a longer time period. We use the atmospheric

transport model to compute the impact on the mole fraction

of each surface flux (156 in total) corresponding to an ele-

ment of the control vector. The 4-D mole fraction fields from

each of these simulations are then sampled at the place and

time of the atmospheric observations used to compute the

downwind–upwind gradients corresponding to the observa-

tion vector. These simulated mole fraction gradients provide

the elements of each column of the H matrix.

3.6 Observation error: R

The measurements provided by the instrument are precise,

certainly better than 0.3 ppm. However, the observation error

in R also includes any source of misfit between the model

and the data that is not accounted for in the state vector, such

as the representation error, the impact of the error on the spa-

tial distribution of the fluxes, and the atmospheric transport

modelling error. These are difficult to assess (Broquet et al.,

2013), although one expects significant values given the very

heterogeneous urban environment that is discussed here.

Due to the complexity and misunderstanding of the pro-

cesses underlying the observation error, which may lead to

positive or negative correlations, we ignore observation error

correlations in the construction of R, which is thus diagonal.

We use two statistical diagnostics of the misfits in the ob-

servation space described by Desroziers et al. (2005) to in-

fer typical observation error variances: (i) the agreement be-

tween the sum of the uncertainty from the prior estimate of

the control parameters and of the observation error with the

RMS Root Mean Square of the prior misfits to the assim-

ilated data; and (ii) the agreement between the observation

error with the mean of the product of prior and posterior mis-

fits to the assimilated data. Based on this analysis, we set a

3 ppm observation error for the mole fraction gradients that

are used for the inversion.

We can note that this value is significantly smaller than

the model–measurement differences as shown in Fig. 5. This

is due to the fact that the observation errors related to un-

certainties in the large-scale impact of the remote fluxes are

strongly correlated between the measurement sites at a given

time. Therefore, they vanish when considering gradients in

the model fractions rather than values at individual sites such

as in Fig. 5. This is further discussed in Sect. 4.2.

4 Inversion results

In the following, we present the result of the inversion de-

scribed in the previous section. We first analyse the mod-

elled mole fractions, prior and posterior, against the mea-

surements. We then analyse the retrieved fluxes, both NEE

and fossil fuel.

4.1 Mole fraction gradients

Figures 7 and S4 show the time series of the afternoon-

mean mole fraction gradients. Some days are missing, ei-

ther because either station is unavailable or because the wind

direction does not fulfil the selection criteria developed in

Sect. 3.3. The prior value is almost always positive, be-

cause the reference is chosen upwind of the Paris agglom-

eration. There are a few exceptions, like on 22 December

at GON, MON being used at the upwind reference accord-

ing to the wind direction. As GON is in the northern part of

the Paris agglomeration, one expects a smaller signal than

for southerly wind conditions. Further investigation demon-

strated that this unexpected behaviour is linked to a large

spatial gradient of the CO2 concentration generated by an-

thropogenic emissions over the Benelux accounted for in the

Edgar inventory and transported by the Chimere model (yF

in Eq. 1). Interestingly, the observations confirm the sign and

the order of magnitude of the gradient that is modelled with

our set-up that uses crude anthropogenic emissions outside

Île-de-France.
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Figure 7 : Time series of the mole fraction differences between a station (Y-axis label) and 3 

another one used as a reference (either GIF or GON) and selected based on the wind direction 4 

(see section 3.3).  The symbols show the mean afternoon concentrations (12AM-4PM) for the 5 

measurements (red), the prior (green) and the posterior (blue) estimates.  As in Figure 5, the 6 

arrows indicate the wind speed and direction.  A similar figure for the other time period is 7 

shown in the supplementary material. 8 
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Figure 7. Time series of the mole fraction differences between a station (y axis label) and another one used as a reference (either GIF or

GON) and selected based on the wind direction (see Sect. 3.3). The symbols show the mean afternoon concentrations (12 a.m.–4 p.m.) for

the measurements (red), and the prior (green) and posterior (blue) estimates. As in Fig. 5, the arrows indicate the wind speed and direction.

A similar figure for the other time period is shown in the Supplement.

Another negative gradient is observed at GIF-MON for

northerly wind conditions on 3 December. This is very un-

expected, and we could not find a valid explanation for this

particular case.

In general, the observations are smaller than the prior, and

the posterior is in between. Indeed, the inversion result leads

to concentration gradients that are closer to the observations.

As a result, some of the posterior gradients are negative (see

the end of the period at GIF in Fig. 7).

Figures 8 and S4 show scatter plots of measured vs. mod-

elled mole fraction gradients. The first row of the plots in

each of these figures shows the modelled mole fractions from

the domain boundaries and the fossil CO2 emission outside

Île-de-France (black lines in Fig. 5, yF in Eq. 1) against the

measurement. This constitutes the modelled contribution to

the mole fraction that is not optimised by the inversion. The

values on the y axis show the modelled impact of the remote

fluxes on the upwind–downwind mole fraction gradient. As

expected, this impact is small compared to the measured gra-

dient shown on the x axis.

The second row shows simulated CO2 induced by prior

NEE and fossil CO2 fluxes (i.e. those that are optimised

through the inversion) against measured mole fractions cor-

rected for the large-scale values (i.e. yF, shown on the y axis

of the first row). Although there is a large spread, the cor-

relation is significant, which shows that the transport model

and the prior flux set-up have altogether some ability to re-

produce the observed CO2 mole fraction variability. For the

October–November period (in the Supplement), the biases

are large for all site gradients (2.1 to 4.8 ppm), whereas, for

the November–December period, they are even larger at GIF-

MON (7.1 ppm) but rather small in comparison at both other

sites. The standard deviation of the measurement–model dif-

ference varies with the sites and period, between 2.0 and

5.8 ppm. This is significantly smaller than the standard devia-

tion for the mole fractions (Figs. 6 and S2) that vary between

3.6 and 6.6 ppm. These smaller values confirm the choice

made of attempting an inversion based on the mole fraction

gradient rather than the individual observations.

After the inversion, the agreement is significantly im-

proved, as shown in the third row. Note however that the stan-

dard deviation for the MON site (when GIF is used as a ref-

erence) is slightly degraded from the prior value of 2.0 ppm.

After the inversion, the correlation between optimised and

observed CO2 gradients for all three stations is larger than

0.90. For the other time period shown in the Supplement

(Fig. S5), the correlation statistics are not as good. However,

this is due to a lower variability of the gradients, and the pos-

terior standard deviations are 2.3, 2.7 and 2.3 ppm for the

three sites, and are then similar to the values shown in Fig. 7.

Overall, the statistics improve significantly between the

prior and the posterior, and there is a good agreement be-

tween the measured and modelled mole fraction gradients.

This raises confidence in our ability to model the impact of
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Figure 8 : Scatter plot of the measured and modelled concentration gradients for 3 downwind 2 

stations; either GIF or MON are used as an upwind reference  The first row shows the mole 3 

fraction simulated using the boundary conditions and the anthropogenic emissions outside Île-4 

de-France (yF in equation 1) against the measurements. The second row shows the 5 

concentration estimates derived from the prior values for the biogenic fluxes and 6 

anthropogenic fluxes against the corrected measurements (i.e. y - yF in equation 1).  The last 7 

row is the same but using the posterior estimates.  This figure is for the Nov-Dec period.  A 8 

similar figure for the other time period is shown in the supplementary material. 9 
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Figure 8. Scatter plot of the measured and modelled concentration gradients for three downwind stations; either GIF or MON is used as an

upwind reference. The first row shows the mole fraction simulated using the boundary conditions and the anthropogenic emissions outside

Île-de-France (yF in Eq. 1) against the measurements. The second row shows the concentration estimates derived from the prior values for

the biogenic fluxes and anthropogenic fluxes against the corrected measurements (i.e. y–yF in Eq. 1). The last row is the same but uses the

posterior estimates. This figure is for the November–December period. A similar figure for the other time period is shown in the Supplement.

the Paris CO2 emissions on the atmospheric concentrations

for various wind conditions.

4.2 Daily flux estimates

Figure 9 shows the daily anthropogenic fluxes inferred by

the inversion procedure. Here, we have aggregated the four

6 h periods as well as their uncertainty, accounting for the er-

ror correlations between the periods. Although the inversion

controls scaling factors, we show here the resulting fluxes

expressed in MtCO2 per day. There is a clear weekly cycle

in the prior emissions that are smaller during the weekends.

One may also note a shift in prior emission between 29 Oc-

tober and 1 November that corresponds to a change in month

and therefore the switch to a different data set in the AirParif

inventory. The Airparif inventory includes a profile for Octo-

ber. For November and December, Airparif recommends the

use of the January emission profile.

The uncertainty reduction is significant for all the days of

the two time periods and a typical order of magnitude is a fac-

tor of 2. The emission uncertainty is reduced even for days

with no usable measurements, when the wind direction is not

within any of the two ranges defined in Sect. 3.3, due to the

temporal correlation of the uncertainties and thus of the cor-

rections applied to the prior (Sect. 3.4). The deviations of the

flux estimate from the prior follow the gradient observation

deviation from the model (see Fig. 7). These deviations are

mostly negative, although they are positive for a few days

during both time periods. For the November–December pe-

riod, the posterior emission estimates are within the bounds

of the prior uncertainty range. On the other hand, the pos-

terior estimate is much lower than the prior flux during the

second half of the October–November period (Fig. 9, top).

Interestingly, this period (1 to 20 November 2010) was very

mild (MeteoFrance, 2010), which suggests that the heating

sector emissions were well below the AirParif inventory val-

ues for that period. During this season, according to the Air-

Parif inventory, the heating sector, commercial and residen-

tial, amounts to more than 50 % of the emission, so that the

total emission is highly sensitive to temperature. Note that
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estimates with their uncertainty range. Both 30-day periods are shown. 10 
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Figure 9. Daily flux estimates of the anthropogenic emission for the 30 days of the period. The blue line and shading show the prior flux

according to the AirParif inventory together with its assumed uncertainty. Yellow shading indicates Sundays; note the weekly cycle with

lower values during Saturdays and Sundays. The red symbols and bars show the posterior estimates with their uncertainty range. Both

30-day periods are shown.

AirParif recommends the use of the January inventory for

both November and December. As the temperatures are gen-

erally milder during October than January, one may expect

that the inventory will be larger than the true fluxes during

October, which is then consistent with the negative correc-

tion to the fluxes during that period.

Figure 9 was generated using a 7-day correlation time for

the emission uncertainties. We also tested similar inversions

using different error correlation times (Tcor) in the range of

the synoptic to seasonal timescales that drives the emission

variability to assess the result sensitivity to this parameter.

With a 1-day error correlation time, rather than the 7 days

used in our standard configuration, there are days with little

or no flux constraint by the observations, while there is no

smoothing of the day-to-day variability correction, resulting

in an even larger spread of the retrieved fluxes (not shown).

At the other extreme, a 30-day correlation time leads to much

smoother results. Most of the daily optimised flux estimates

remain within the prior uncertainty range.

4.3 Monthly budgets

Figure 10 shows the monthly mean flux estimates for the Île-

de-France region for the various 6 h periods. It shows the re-

sults of the inversion for the anthropogenic emissions, the

NEE of the central box that covers Île-de-France, as well as

the total. Note that the total estimate is necessarily the sum

of the biogenic and anthropogenic fluxes. Conversely, the un-

certainty range of the total is not a simple sum, as it accounts

for the correlations between NEE and fossil CO2 emission

errors in the A matrix linked to the difficulty in distinguish-

ing NEE and fossil fluxes from the measurements.

The inversion has little impact on the fluxes for the 0–6 h

and 18–24 h periods. On the other hand, the impact is strong

for the 6–12 h and 12–18 h periods. This is because we only

use afternoon observations that are sensitive to the emissions

from the morning and afternoon periods only. The assigned

correlations in the set-up of the B matrix transport some con-

straint to the other time windows. Although the inversion

based on the mole fraction gradients uses few independent

observations, because of the additional data selection based

on the wind direction, the impact on the flux estimates is sig-

nificant.

Figure 10 shows that the uncertainty reduction is much

larger for the fossil fuel than for the NEE. This is the result

of the inversion based on the gradients downwind–upwind

from the city which are mostly sensitive to the fluxes in be-

tween. The contribution from the NEE to the measurement

is then small. Nevertheless, the correlations in the anthro-

pogenic and NEE uncertainties are small (±0.15 or less).

These numbers indicate that the observation sampling pro-

vides significant information to distinguish NEE from fossil

CO2 fluxes in the inversion. Although a given measurement

cannot trace the origin of the mole fraction excess, the as-

signed biogenic and anthropogenic flux errors have different

spatial and temporal patterns which are exploited by the in-

version system to attribute the mole fraction signal to specific

sectors. However, this attribution relies on the a priori spatial

and temporal distribution of the fluxes that are affected by

uncertainties. Thus, the theoretical ability of the system to
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Figure 10. Total flux estimates over the full 30-day period, for the four 6 h periods. Red is for the anthropogenic emissions, green is for the

biogenic fluxes, while blue is for the total. The prior estimates are shown as open rectangles, while the posterior is shown as filled rectangles.

Both 30-day periods are shown independently.

disentangle natural and anthropogenic fluxes may not be re-

alised in practice.

5 Discussion and conclusions

This paper is a first attempt at estimating the Paris area emis-

sions from measurements of atmospheric CO2 mole fractions

and prior flux knowledge. There is obviously room for im-

provement in several aspects of the inversion system: the

number and spatial distribution of the monitoring stations,

the atmospheric transport model including the use of an ur-

ban scheme, the modelling of concentrations at the simula-

tion domain boundaries, the definition of the emissions out-

side Île-de-France, the definition of the control vector, etc.

However, first conclusions of broad implications beyond this

first attempt can be drawn that should guide further inverse

modelling developments for Paris and other cities.

The analysis of the CO2 time series shows significant dif-

ferences between the measured and modelled mole fractions

upwind of the city of Paris. These differences indicate that

the simulated mole fractions at the domain boundaries may

be off by several ppm. The errors in this simulation are of

similar magnitudes as the signals from the Paris area emis-

sions. Although the number of cases is limited, it seems that

the boundary concentrations are significantly underestimated

when the wind is from the north or north-east (Benelux).

These uncertainties on the domain boundaries generate large-

scale errors in the modelled mole fraction and suggest apply-

ing the inversion not to the measurements themselves, but

rather to upwind–downwind gradients, as was done in this

paper. Indeed, the measurement–model agreement is much

better for the gradients than it is for the direct values. It

confirms that the large-scale pattern of the CO2 mole frac-

tion, which is not related to the Île-de-France fluxes, is not

properly modelled. The information provided by our five-site

network does not allow optimisation of the structure of the

CO2 boundary conditions, which is directly prescribed by a

coarse-scale global inversion. Exploiting the distant sites cur-

rently operational in Europe would be unlikely to improve

this situation. In this context, the inversion based upon gra-

dients as presented in Sect. 4 appears necessary. It relies on

the assumption that, due to atmospheric diffusion, the signa-

ture of remote fluxes upwind of the city is sufficiently homo-

geneous in space, horizontally and vertically, and time over

the path through the city from upwind to downwind sites

both located within the afternoon PBL. As a consequence,

the main part of such a large-scale signal is removed through

the differences between two sites. The validity of this hy-

pothesis is confirmed by the much better agreement between

measured and modelled mole fractions as shown through the

comparison of Figs. 6 and 8. Both measurements and atmo-

spheric transport simulations indicate, however, that the CO2

mole fraction signal generated by distant sources outside the

Chimere model domain has some spatial structures (see e.g.

the variability of modelled values in Fig. 8, top) which need

to be accounted for.

The drawback of using the gradient-based inversion

method is a reduction in the number of observations, in par-

ticular with the current monitoring network that only samples

a fraction of possible wind directions. Nevertheless, although

the number of observations is very much reduced, our inver-

sion system based on the gradient reports significant uncer-

tainty reductions. It must also be noted that we assumed a
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7-day error correlation time for the anthropogenic emissions,

so that our system shows flux uncertainty reductions, even on

days with no valid observation, as the flux is constrained by

observation of the previous or following days.

The setting of temporal error correlation in prior fluxes is

therefore essential for the inversion. Although the results in

this paper are mostly derived with a 7-day correlation length,

this is a somewhat arbitrary choice, and the results are sig-

nificantly affected when using different values. In particular,

a much shorter value (1 day) leads to very large variations

in the posterior daily emissions. Further work should be de-

voted to the assignment of objective correlation lengths based

on the processes that lead to emission uncertainties. Climatic

conditions in general, and more specifically temperature dur-

ing the cold season, influence the emission with a timescale

that is consistent with synoptic events, i.e. close to a week;

the impacts of specific events such as holidays, commemora-

tions or strikes have a much shorter timescale, while inven-

tory biases linked to e.g. the emission factors have an impact

on the fluxes on timescales of months or even longer.

Our analysis also indicates model–measurement discrep-

ancies at the EIF site that are much larger than at other sites.

On the one hand, this is somewhat surprising, as a measure-

ment inlet at altitude should ensure a larger spatial represen-

tativeness than at the surface sites and less sensitivity to lo-

cal, poorly represented, emissions. Usually, tall tower-based

measurements are preferred to those at the surface for the es-

timate of biogenic fluxes. On the other hand, EIF is located

close to the centre of the city of Paris, and is therefore af-

fected by stronger local emissions than the other sites used

in this paper. City fluxes are highly heterogeneous, while

the model used in this paper has a 2 km spatial resolution,

does not include information on the 3-D structure of the ur-

ban canopy, and uses limited information on the CO2 source

injection heights. Such a model may then be insufficient to

account properly for atmospheric processes that link the lo-

cal surface fluxes to the concentrations at the top of the Eiffel

Tower. Previous results obtained at MeteoFrance by Lac et al.

(2013) using a high-resolution (2 km) meteorological model

that includes urban parameterisations, and validated against

local meteorological measurements, also show high model–

data misfits at EIF similar to those found in the present pa-

per. McKain et al. (2012) also show poor skill in represent-

ing the mole fraction at urban sites, so that the information

content of the measurements is not applied for an estimate

of the absolute emissions, but rather for a long-term relative

change. These findings can be related to our difficulties in

modelling urban CO2 at EIF using a 2 km resolution trans-

port model that are typical of the current generation of mod-

els. The use of urban sites such as EIF for atmospheric inver-

sion will likely necessitate long-term research by the inverse

modelling and transport modelling communities.

At present, our mesoscale atmospheric transport model

cannot reconcile the measurements at the top of the tower

with those at the surface in the vicinity of the city, given our

set of surface fluxes and inversion settings. This cast doubts

on the quality of the modelling at the other sites. Indeed, if

the atmospheric transport model does not properly simulate

the atmospheric vertical transport between the surface and

an inlet at 300 m in altitude, it likely misrepresents the link

between surface fluxes and atmospheric mole fractions. Con-

versely, the large modelling errors at EIF may be related to

its urban location (and to the strong influence of local urban

sources), and this would raise concerns regarding the ability

to exploit urban measurements, and therefore to solve for the

spatial distribution of the fluxes within the urban area.

The largest differences between the measured and mod-

elled concentrations occur for low wind speeds. For this rea-

son, we have chosen a 2 m s−1 wind speed threshold below

which the measurements are not used in the inversion. A

larger threshold rejects further observations, and reduces the

range of flux corrections through the inversion. The choice

of the threshold is somewhat arbitrary and we have refrained

from using a large one to clearly demonstrate the impact of

a few situations with low wind speed. There are several hy-

potheses for the poor modelling at low wind speed, including

larger representativity errors of subgrid patterns, or larger er-

rors in vertical mixing modelling. However, such issues are

continuous and there is no indication that the modelling er-

rors disappear between e.g. 2 and 3 m s−1. Thus, further re-

jection of low wind speed observations may hide the defi-

ciencies in the atmospheric transport without improving the

flux inversion.

We also stress that our analysis is based on measurements

during the late autumn period. This is a favourable case for

the inversion of fossil fuel CO2 emissions, as there is less

interference with the biogenic fluxes (Pataki et al., 2007).

During spring and summer, the NEE is much larger (in abso-

lute value) and also more uncertain. In fact, during May, the

biogenic sink is likely larger than the anthropogenic emis-

sions within Île-de-France, as shown by Figs. 3 and S4. The

gradient inversion method is designed also to minimise this

interference of biogenic flux with the constraint on anthro-

pogenic fluxes. Indeed, the theoretical posterior uncertainties

indicate few correlations between the retrieved NEE and an-

thropogenic emissions. There is however vegetation within

the urban area that may generate a significant sink during

the growing season. A successful anthropogenic emission in-

version would benefit from additional efforts to describe the

biogenic fluxes and the use of additional tracers such as 14C

to separate the signature of fossil fluxes and biogenic emis-

sions. One future direction is thus to use a more realistic NEE

model over the Paris area that could be calibrated upon local

eddy covariance observations (e.g. the method used in Gerbig

et al., 2003) and satellite land cover and vegetation activity.

The prior estimate of the Île-de-France CO2 emissions

does not account for human respiration. Yet, within dense

urban areas, human respiration can be a significant fraction

of the fossil fuel emissions (Ciais et al., 2007; Widory and

Javoy, 2003). Respiration by human beings is a source of
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CO2 of typically 1 kgCO2 day−1 (Prairie and Duarte, 2007),

which, assuming a total population of 11.7 million for the

Île-de-France, leads to 4.2 MtCO2 per year, or 8 % of the

AirParif fossil fuel inventory. Although small, this flux is far

from negligible compared to fossil fuel emissions. While the

CO2 mole fraction measurements are sensitive to the human

respiration flux, our control vector only accounts for the fos-

sil fuel emissions and NEE fluxes. Although it does not have

point sources, the spatial distribution of the human respira-

tion is broadly similar to that of the fossil fuel emissions, so

that the inversion will attribute the human respiration mole

fraction signal to the fossil fuel rather than to the NEE fluxes.

We therefore expect an overestimate of the fossil fuel emis-

sion by typically 8 % in our inversion that neglects human

respiration. A larger percentage may be expected in summer

and a smaller one in winter due to the seasonal cycle of the

fossil fuel emissions that has a larger relative amplitude than

that of the human respiration. Improvement in our inversion

system should explicitly account for the human respiration,

based on the spatial distribution of the population.

One often stated objective of the top-down inversion of

fossil fuel CO2 emissions is to provide an independent verifi-

cation of the bottom-up estimates, i.e. the inventories (Levin

et al., 2011; McKain et al., 2012; Duren and Miller, 2012).

However, information about the spatial and temporal distri-

bution of the emissions has to be used for inverse modelling

to limit aggregation errors in the overall budget. In our case,

the number of monitoring stations is far too small to in-

vert the spatial distribution of the emissions independently.

We have been able to rely on the comprehensive distribution

from AirParif. With a larger number of monitoring stations,

it may be possible to estimate some information about the

flux spatial distribution, but atmospheric transport is not a

reversible process, and some accurate information about the

spatial distribution will likely be needed, so that the atmo-

spheric inversion cannot be seen as independent of the in-

ventories, but rather as a means of verifying or refining them.

In addition, as long as the accuracy in the atmospheric trans-

port does not allow the use of nighttime or morning measure-

ments, it will not be possible to monitor the daily cycle of the

emissions. Thus, the computation of daily or monthly fluxes

requires some robust information about the daily cycle that

should rely on inventories. Thus, again, our top-down emis-

sion estimate is far from being independent of the bottom-up

inventory.

Although the inversion procedure provides a posterior un-

certainty estimate, one should interpret this uncertainty with

caution. Indeed, the mathematical framework used here re-

lies on a number of hypotheses, some of which are crude

approximations of the reality, such as the spatial and tempo-

ral correlations in the flux uncertainties or the unbiased at-

mospheric transport modelling. The impact of these assump-

tions has not been quantified. Although we have no “truth”

with which to benchmark the inversion results, and there are

not even enough measurement sites to perform “leave-one-

out” tests, one can perform some sanity checks on the re-

sults. One sanity check is the comparison of the measured

and modelled mole fractions (Figs. 8 and S4). The analysis

of these figures confirms the ability of our inversion to im-

prove the measurement–model agreement. Nevertheless, we

note that the posterior misfit (≈ 2.5 ppm) is still a significant

fraction of the signal that is analysed (10–20 ppm). The cru-

cial question is whether the atmospheric modelling error is

random or a bias, and we have no element to answer that

question. The other sanity check consists in analysing the va-

lidity of the retrieved daily fluxes (Fig. 9). In this respect, the

daily fluxes show day-to-day variations that are suspicious

although not refutable at this stage. A result that points in

favour of the flux inversions shown here is the significant

reduction from the prior during a period with temperatures

above the seasonal normal, and the negative correction of

the emissions during November from the prior value that is

based on an inventory simulating January emissions. A sin-

gle such event is certainly not sufficient to validate the in-

version system, however. We shall apply the same inversion

set-up to more than a year of measurements and analyse the

results with respect to the temperature anomaly or another

short-term event that may have a significant influence on the

Île-de-France CO2 emissions. More measurement sites are

needed to evaluate the skill of the inversion better. The de-

ployment of a network of five sites around Paris within the

framework of the CarboCount-City project will help in this

direction. In addition, inlets at different altitudes will be in-

stalled at the Eiffel Tower station for a better assessment of

the CO2 vertical distribution and transport within the urban

area. These will be most useful for the longer-term objective

of improving the atmospheric transport modelling within the

city, which may allow the EIF measurements to be used by

the inversion system.

The Supplement related to this article is available online

at doi:10.5194/acp-15-1707-2015-supplement.
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