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Abstract. The response of the stratosphere to the combined
interaction of the quasi-biennial oscillation (QBO) and the
solar cycle in ultraviolet (UV) radiation, and the influence
of the solar cycle on the QBO, are investigated using the
Whole Atmosphere Community Climate Model (WACCM).
Transient simulations were performed beginning in 1850 that
included fully interactive ocean and chemistry model com-
ponents, observed greenhouse gas concentrations, volcanic
eruptions, and an internally generated QBO. Over the full
length of the simulations we do not find a solar cycle mod-
ulation of either the QBO period or amplitude. We also do
not find a persistent wintertime UV response in polar strato-
spheric geopotential heights when stratifying by the QBO
phase. Over individual∼ 40 year periods of the simulation,
a statistically significant correlation is sometimes found be-
tween the northern polar geopotential heights in February
and UV irradiance during the QBO’s westerly phase. How-
ever, the sign of the correlation varies over the simulation,
and is never significant during the QBO’s easterly phase.
Complementing this is the analysis of four simulations us-
ing a QBO prescribed to match observations over the pe-
riod 1953–2005. Again, no consistent correlation is evident.
In contrast, over the same period, meteorological reanalysis
shows a strong positive correlation during the QBO westerly
phase, although it weakens as the period is extended. The re-
sults raise the possibility that the observed polar solar–QBO
correlation may have occurred because of the relatively short
data record and the presence of additional external forcings
rather than a direct solar–QBO interaction.

1 Introduction

Beginning in the 1980s, Labitzke (1987) stratified the mean
winter temperatures at 30 hPa over the North Pole by the
phase of the QBO (quasi-biennial oscillation) and the Jan-
uary sunspot numbers, a measure of solar cycle variabil-
ity. Results showed a statistically significant stratospheric
difference in the polar stratosphere, such that during QBO
west, defined as equatorial westerly winds at 50 hPa, a pos-
itive correlation with the solar cycle existed, with warmer
polar temperatures and a weaker polar vortex during solar
maximum. During the QBO east phase, winter temperatures
showed a negative, but insignificant, correlation with the so-
lar cycle. This pointed to a possible influence of the solar cy-
cle on the Holton–Tan relationship (Holton and Tan, 1980),
in which the phase of the QBO affects the strength of the
stratospheric polar winter vortex. Although the mechanism
responsible for QBO influences on the polar vortex is not
fully understood (e.g., Garfinkel et al., 2012; Watson et al.,
2014), one theory is via the Holton–Tan mechanism. This
mechanism states that the waveguide shifts into the Northern
Hemisphere (NH) during QBO east, conducive for greater
wave dissipation over the northern pole and favoring a polar
vortex that is anomalously warm and weak (Holton and Tan,
1980; Thompson et al., 2002; Anstey and Shepherd, 2014).
The apparent modulation in the atmospheric response to the
QBO over the solar cycle was confirmed by Labitzke and
van Loon (1988) over the stratosphere and parts of the tro-
posphere using both temperatures and geopotential heights.
The observed relationship was updated in a number of pub-
lications during the following decades (e.g., Kodera, 1991;
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Labitzke and van Loon, 2000; Gray et al., 2004; Labitzke,
2005; Gray et al., 2006; Camp and Tung, 2007; Lu et al.,
2009). Recently, the solar–QBO relationship in the NH po-
lar vortex through 68 years of stratospheric data (1942–2009)
was analyzed (Labitzke and Kunze, 2009). Though a rela-
tionship is found in the stratosphere at other latitudes and
seasons, the strongest correlations are present over the north-
ern polar region in the late-winter (February) period.

There is currently no well-accepted physical mechanism
that can explain the apparent stratospheric response due to
the 11 year solar cycle and the QBO. If the circulation differ-
ence is truly present, it would provide an additional pathway
outside of direct surface heating (see for example, Gray et
al., 2010) by which solar irradiance variability may influence
climate. A number of studies have investigated the relation-
ship using model simulations that incorporated a prescribed,
parameterized, or internally generated QBO (e.g., Rind and
Balachandran, 1995; Gray et al., 2004; Matthes et al., 2004;
McCormack et al., 2007; Schmidt et al., 2010). Although
these models have not been able to reproduce all aspects, the
studies indicate that there is a circulation response in the po-
lar vortex that depends on both QBO phase and the 11 year
solar cycle.

In addition, Salby and Callaghan (2000, 2004, 2006) and
Pascoe et al. (2005) have provided some evidence from ob-
servations that there exists a decadal variation of both the
QBO period and in the duration of the QBO west phase, sug-
gesting that a solar modulation of the QBO may be present.
These observations, however, extend over only four solar cy-
cles. A 150 year model simulation study by McCormack et
al. (2007) using a parameterized QBO and UV (ultraviolet)
variations showed a shortened QBO west period by about
3 months at solar maximum compared to solar minimum.
This change in the period was shorter than the observed 3–
6 month variation found in Salby and Callaghan (2000), but
larger than the∼ 1 month variation found in an earlier model
study by McCormack (2003). Fischer and Tung (2008), how-
ever, provide results from an equatorial zonal wind data set
(1953–2007) showing that the QBO period was anticorre-
lated with the solar cycle during the first three solar cycles
during this period and positively correlated in the latter three
cycles. The modulation of the QBO by the solar cycle re-
mains an open question. If there is a response in the QBO
to the solar cycle, it is thought to be caused by varying UV
radiation, which causes increased heating in the upper strato-
sphere at solar maximum to produce anomalous easterly mo-
mentum to shorten the QBO west period (McCormack, 2003;
Pascoe et al., 2005; McCormack et al., 2007). UV radiation
exhibits maximum variability of∼ 3% at 255 nm, the center
of the Hartley band (Lean et al., 2005; Gray et al., 2010).

In this study, we analyze the response to both solar and
QBO forcing over the whole stratosphere in historical sim-
ulations beginning in 1850 in the fully coupled Whole At-
mosphere Community Climate Model (WACCM) (Marsh et
al., 2013). Section 2 describes the WACCM simulations and

methodology. Section 3 discusses the mean solar response in
the tropics of WACCM and the influence that the solar cycle
may have on the QBO. Section 4 examines the high-latitude
response to both solar and QBO forcing and compares it to
both the observed record and an ensemble of simulations
with a prescribed QBO and observed sea surface tempera-
tures (SSTs). Section 5 summarizes the major conclusions
from this study.

2 Methodology

2.1 WACCM

We use WACCM as the atmospheric component of the
National Center for Atmospheric Research (NCAR) Com-
munity Earth System Model (CESM), denoted CESM1
(WACCM) (Marsh et al., 2013). It extends from the surface
to the lower thermosphere (approximately 140 km) with 66
vertical levels of variable vertical resolution of∼ 1.1 km in
the troposphere above the boundary layer, 1.1–1.4 km in the
lower stratosphere, 1.75 km at the stratopause, and 3.5 km
above 65 km; horizontal resolution is 1.9◦ latitude by 2.5◦

longitude. Marsh et al. (2013) describe a transient simula-
tion conducted with CESM1 (WACCM) as part of phase 5 of
the Coupled Model Intercomparison Project (CMIP5) (Tay-
lor et al., 2012). In these coupled-ocean simulations, CESM1
(WACCM) reproduces many features seen in observations,
such as the increase in the observed surface temperature
record since 1850, the development of the ozone hole, the
frequency and distribution of stratospheric sudden warm-
ings, and the periodicity of the El Niño–Southern Oscilla-
tion (ENSO) (Marsh et al., 2013). Some differences are seen
compared to observations, for example, a reduced frequency
of Atlantic blocking during boreal winter and the minimum
in Antarctic sea ice extent. CESM1 (WACCM) represents the
4th major version of the WACCM model and for brevity we
refer to it as WACCM4 for the remainder of this paper.

Two WACCM4 historical simulations are analyzed in this
paper: the first from the preindustrial period (1850) to the
present (2005), denoted as WACCM4a, and the second from
1850 to 1943 (WACCM4b). The experimental setup is de-
scribed in detail in Marsh et al. (2013), except that these cou-
pled simulations include, for the first time, a QBO internally
generated by a parameterization of inertial gravity waves, as
described by Xue et al. (2012). Figure 1 shows monthly mean
equatorial zonal mean zonal winds in the stratosphere from
observations (top) over Singapore (1◦ N, 104◦ E) (updated
from Naujokat, 1986) and the internally generated QBO (bot-
tom) in WACCM4a. For better visual comparison, we only
show the last 10 years of the simulation (1996–2006). As
shown by Xue et al. (2012), the internally generated QBO
has a latitudinal span of 20◦ (results not shown), which is in
agreement with observations. We note that the timing does
not match as would be expected since the QBO is internally
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generated; the period, however, is close to observed (dis-
cussed in Sect. 3) at around 28 months. The peak amplitude
of the QBO is strongest during the east phase at∼ 30 m s−1,
while westerlies are weaker, between∼ 15 and 20 m s−1,
also consistent with the observed QBO. Two potential short-
comings are noted of the internally generated QBO in both
WACCM4 simulations, and are evident in Fig. 1: QBO west-
erlies are longer lasting than easterlies in the mid- to upper
stratosphere, a result contrary to that in observations (Bald-
win et al., 2001); the QBO does not descend to 100 hPa and,
in particular, the west phase does not reach 50 hPa.

The WACCM4 simulations produce differences in the high
latitudes as a function of the QBO (not shown) that are simi-
lar in magnitude and timing to the observed Holton–Tan vari-
ations (e.g., Pascoe et al., 2005; Lu et al., 2008; Naoe and
Shibata, 2010; Anstey and Shepherd, 2014). A statistically
significant (95 % using two-sidedt test) response is seen in
the high latitudes in November between 1 and 70 hPa with a
magnitude change of∼ 4 K in WACCM4a. Differences are
also seen from December to March, which appear to descend
with time, but are not statistically significant. Corresponding
zonal mean zonal wind changes are also present on the or-
der of∼ 6 m s−1 in November. In WACCM4b, the signal is
statistically significant at 95 % throughout the winter season
and descends into the lower stratosphere from November to
February (between 1 and 100 hPa) with zonal winds changes
of 8–12 m s−1. Thus, WACCM4 reasonably shows a weaker
polar vortex in the QBO east phase, with magnitude changes
comparable to reanalysis data of 7–10 m s−1 and 3–4 K (e.g.,
Lu et al., 2008; Naoe and Shibata, 2010).

As in the WACCM4 CMIP5 simulations, the simulations
presented here include changing greenhouse gases, specified
volcanic activity, interactive ocean, chemistry, and sea ice.
Solar spectral irradiance (SSI) input to the model is based on
observations and is taken from the Navy Research Labora-
tory Solar Spectral Irradiance (NRLSSI) model (Lean et al.,
1997, 2005; Lean, 2000). The NRLSSI values are scaled by
0.9965 to agree with the new estimates of total solar irradi-
ance (TSI) from the total irradiance monitor on the NASA
Earth Observing System Solar Radiation and Climate Ex-
periment satellite (Rottman, 2005). This newest TSI mea-
surement shows an irradiance of 1360.8± 0.5 Wm−2 over
the recent solar minimum in 2008, lower than previous es-
timates of TSI (Kopp and Lean, 2011). SSI is constructed
using a combination of satellite measurements from the SO-
Lar STellar Irradiance Comparison Experiment (SOLSTICE)
and SOLar SPECtrum instruments (SOLSPEC; Rottman et
al., 2004; Thuillier et al., 2009), multiple regression, and pa-
rameterizations of sunspots and faculae influences (sunspot
darkening and facular brightening) based on their location
and size across the solar disk (Lean, 2000; Lean et al., 2005).
Although uncertainty exists in reconstructing SSI before the
space age, several proxies are used, including the geomag-
netic aa index (Lockwood and Stamper, 1999), cosmogenic
isotopes in both tree rings and ice cores (Bard et al., 2000),

observed variations in Sun-like stars (Baliunas and Jastrow,
1990), and flux-transport models to understand the mag-
netic flux across the disk since 1713 (Lean et al., 2005).
The NRLSSI model agrees well with observations when in-
tegrated over all wavelengths. When compared to other SSI
models and observations, differences of up to a factor of 3 are
present at UV wavelengths (Ermolli et al., 2013). Although
the NRLSSI model represents the lower limit of SSI vari-
ability, uncertainty in both observations and models make it
difficult to assess the solar cycle variations.

Also included in the WACCM4 simulations are auroral
variations driven by the planetary geomagnetic index (Kp),
as discussed in Marsh et al. (2007). Higher energy particle
precipitation that penetrates into the middle to lower atmo-
sphere is not simulated. The absence of these higher energy
particles possibly underestimates the energetic particle im-
pacts over the solar cycle. If these particles play a role in
the dynamical response of the stratosphere to the solar cycle,
their impact will not be seen in the WACCM4 simulations.

We complement our WACCM4 simulations with an en-
semble of four WACCM3.5 simulations performed for the
Chemistry-Climate Model Validation (CCMVal-2) project
(SPARC CCMVal, 2010). These transient simulations were
forced with the same time-varying SSI as in the WACCM4
runs and also include volcanic eruptions (Tilmes et al., 2009),
greenhouse gases, and evolving ozone-depleting substances.
Two differences in the CCMVal-2 runs compared with our
two WACCM4 runs are that SSTs are specified from ob-
servations and the QBO was included by relaxing equa-
torial stratospheric winds to observations (Matthes et al.,
2010). WACCM3.5 climatological global mean temperature
and trends in the stratosphere are in good agreement with
the observational record (SPARC CCMVal, 2010). Chiodo
et al. (2012) found that the ensemble mean showed a real-
istic representation of the solar signal in the tropical strato-
sphere. In ozone and temperature, a double peak structure
was present over the lower and upper stratosphere. At the
high latitudes, the ensemble mean showed a strengthening
of the polar vortex in NH winter during solar maximum,
along with the downward propagation of zonal wind anoma-
lies through changes in planetary wave propagation and the
Brewer–Dobson circulation, consistent with the model from
Kodera and Kuroda (2002). One exception is that the ensem-
ble members differed in regards to both the magnitude and
timing of the zonal wind response.

2.2 Observational data sets

Both our WACCM4 simulations and the CCMVal-2 ensem-
ble run are compared to the observational record (1953–
2012). We use geopotential height data from NCEP-NCAR
reanalysis from 1953 to 2012 (Kalnay et al., 1996). In ad-
dition, we use the observed monthly mean equatorial zonal
wind data set at 50 hPa, comprised of radiosonde data from
Canton Island (3◦ S, 172◦ W) from January 1953 to August
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Fig. 1.Contour plot of the monthly mean equatorial zonal winds between 10 and 100 hPa from both observations (top) over Singapore (1◦ N,
104◦ E) and the internally generated QBO in WACCM4a (bottom). Time period is from 1996 to 2006. Amplitude is in meters per second
with contour interval of 5 m s−1. Blue shading indicates QBO easterlies and red/orange denotes QBO westerlies. Singapore observations are
available athttp://www.geo.fu-berlin.de/en/met/ag/strat/produkte/qbo/index.html.

1967, Gan Island, Maldives, (1◦ S, 73◦E) from September
1967 to December 1975, and Singapore (1◦ N, 104◦ E) since
January 1976 (updated from Naujokat, 1986). This data set
is available athttp://www.geo.fu-berlin.de/en/met/ag/strat/
produkte/qbo/. We use the observed radiosonde winds as re-
analysis data show a much lower QBO magnitude compared
to radiosonde observations. This reduced magnitude is likely
due to the lack of rawinsonde observations, as pointed out by
Kistler et al. (2001).

2.3 Analysis methods

The majority of this paper uses composite analysis based on
phases of the solar cycle and QBO. In this section, we present
definitions of solar maximum and minimum and the QBO
east and west phases. We also discuss our composite analysis
and Monte Carlo sampling using the two WACCM4 simula-
tions.

For examining the solar cycle response in WACCM4, we
group years into solar maximum and minimum using the
NRLSSI 255 nm spectral irradiance because it is at the center
of the Hartley band (Marsh et al., 2007), where absorption
of UV radiation by ozone is maximum (Gray et al., 2010),
and therefore is appropriate for detecting a stratospheric so-
lar cycle temperature response from ozone heating. In addi-
tion, the 255 nm spectral irradiance is highly correlated (0.96
over the full simulation of WACCM4a) to the solar 10.7 cm
solar radio flux, a frequently used proxy for solar activity. In
stratifying solar maximum and minimum years, we focus on
the peaks and troughs in the solar cycle. We first calculate a

3 year running mean of the annually averaged 225 nm spec-
tral irradiance. From this time series, we select the 3 years
that make up a local maximum and minimum for each cycle
in the running mean. Figure 2 shows the annually averaged
255 nm spectral irradiance (in mW m−2 nm−1) from 1850 to
2005 and the years identified occurring at solar maximum
and minimum. There are a total of 45 solar maximum years
and 42 solar minimum years.

Next, we define the QBO east and west phases in both
our model simulations and observations. As discussed in
Sect. 2.1, the internally generated QBO in WACCM4 does
not penetrate to 50 hPa, most evident during the west phase.
As a result, similar to several studies that include a simulated
QBO with insufficient descent (e.g., Giorgetta et al., 2002;
Palmer and Gray, 2005; Giorgetta et al., 2006; Schmidt et
al., 2010), we define the period and phase of the QBO in our
WACCM4 simulations from the model winds at 30 hPa. Due
to the asymmetry of the QBO, we follow Chiodo et al. (2012)
and define westerlies when the monthly mean equatorial
wind at 30 hPa is greater than 5 m s−1 and easterlies when
below−10 m s−1. In both our CCMVal-2 and radiosonde ob-
servations, we define the period and phase of the QBO at
50 hPa. QBO east and west are defined as in our WACCM4
runs. Because the CCMVal-2 equatorial zonal mean zonal
winds were relaxed to match the radiosonde observations de-
fined in Sect. 2.2, we use the radiosonde wind data set de-
scribed in Sect. 2.2 to define the QBO in the CCMVal-2 sim-
ulations.

When performing composite analysis to examine the solar
cycle and QBO response of the stratosphere, we stratify the
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Fig. 2. The annually averaged 255 nm spectral irradiance (mW m−2 nm−1) from Lean et al. (2005) for the periods 1850-1900 (top), 1900–
1950 (middle), and 1950–2005 (bottom). Filled circles represent solar maximum years and open circles represent solar minimum years,
determined using a 3 year running mean of the annual 255 nm spectral irradiance and choosing the 3 years that make up a local maximum
and minimum for each cycle. Blue colored circles (open and filled) denote years in WACCM4a when the QBO in February (during solar
maximum or minimum) was east and red circles when the QBO in February was west. Black open and filled circles denote years when the
QBO was neither east nor west using the criteria defined in Sect. 2.3.

data according to the phase of the solar cycle and QBO as
described above. The analysis fields include monthly mean
wind and geopotential height data from both our model sim-
ulations, reanalysis data, and observations. The statistical
significance in the solar–QBO response is determined us-
ing a two-sided significance test. Because the WACCM4 and
CCMVal-2 simulations include increasing greenhouse gases
into the 21st century, the geopotential height data is de-
trended to remove any linear increase due to anthropogenic
forcing.

We also investigate the mean response of the polar solar–
QBO response. To do this, we perform Monte Carlo sampling
using both WACCM4 simulations. To perform the random
sampling, we focus on the winter season (December, Jan-
uary, February, and March) and combine the two WACCM4
runs to create a total of 249 years of winter data. For each
winter month, we group the years into east and west. Then
for each east and west group, we randomly select 16 east and
33 west winters to match with the number of east and west
years in the 1953–2012 observational record. We then com-
pute the correlation between the 30 hPa geopotential heights
at the North Pole and the 255 nm spectral irradiance. This
is performed a million times and repeated for each winter
month. The result is a normalized histogram of the correla-
tion (R) for east and west phases for each month.

3 Solar cycle response in the tropics

We first examine the solar cycle response in WACCM4a by
computing the difference in annual average detrended tem-
peratures (in K) between solar cycle maximum and minimum
(as identified in Fig. 2) in the stratosphere. The response
is averaged over the equatorial region from 25◦ S to 25◦ N.
The result is shown in Fig. 3. The response in stratospheric
temperature shows the double-peak structure seen in obser-
vations and past model simulations. In the tropical lower
stratosphere, there is a temperature change of∼ 0.3 K be-
tween solar minimum and maximum near 50 hPa. This lower
stratospheric change below 50 hPa, however, is not signifi-
cant, as evidenced by the large uncertainty of 1.5–2 K. An-
other change of∼ 0.5 K is present in the upper stratosphere
just below 1 hPa. These results are in agreement with results
from a suite of several coupled chemistry climate models
by Austin et al. (2008), showing that the model mean tem-
perature change is∼ 0.5 K in the upper stratosphere. The
temperature changes are consistent with observations in the
lower and upper stratosphere from ERA-40 (European Cen-
tre for Medium-Range Weather Forecasts (ECMWF) 40 year
Re-Analysis) data (Chiodo et al., 2012), but the solar cy-
cle response in WACCM4 (∼ 0.5 K) is lower than the∼ 1 K
change in observations. The combined solar cycle and QBO
response in the atmosphere is examined in Sect. 4.

We next examine if the amplitude or phase of the QBO in
WACCM4a is modulated by the solar cycle by segregating

www.atmos-chem-phys.net/14/4843/2014/ Atmos. Chem. Phys., 14, 4843–4856, 2014



4848 A. C. Kren et al.: Examining the stratospheric response to the solar cycle

-1.0 -0.5 0.0 0.5 1.0 1.5 2.0
Temperature Change (K)

100.0

10.0

1.0

0.1

Pr
es

su
re

 (h
Pa

)

Fig. 3.Annual average temperature change (K) over the solar cycle
(solar maximum minus solar minimum) between 100 and 0.1 hPa
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Table 1. The mean and standard deviation of the QBO amplitude
and duration for both east and west phases in WACCM4a as a func-
tion of solar maximum (Max) and solar minimum (Min) years.

Amplitude (m s−1) Duration (months.)

Max Min Max Min

East 27.1± 2.8 26.9± 4.9 10.5± 3.0 10.5± 2.9
West 17.5± 2.0 16.4± 2.2 14.7± 2.2 14.6± 2.9

the solar maximum and minimum years identified in Fig. 2
by the phase of the QBO. First, we detrend the zonal mean
zonal wind. We determine the length (in months) of each
QBO east and west period by the zero wind crossing. Pe-
riods where the length of QBO east and west is shorter than
3 months are excluded. The peak amplitude (m s−1) is de-
fined as the maximum zonal mean zonal wind in each QBO
east and west period. We then segregate the data into years
of solar maximum and minimum and compute the mean and
standard deviation of the length (duration) and amplitude for
east and west QBO. Table 1 lists the mean and standard devi-
ation of the peak QBO amplitudes and the duration of QBO
phases grouped by years of solar maximum and minimum.
The average peak QBO winds are∼ 27 m s−1 in the east
phase and∼ 17 m s−1 in the west phase. The peak winds and
duration of east and west phases exhibit no statistically sig-
nificant difference between minima and maxima in the solar
cycle.

In addition, to further examine the possible modulation
of the QBO period by the solar cycle, we compute a Mor-
let wavelet power spectrum (Torrence and Compo, 1998) of
the equatorial monthly zonal mean zonal winds at 30 hPa in
WACCM4a (shown in Fig. 4a). Figure 4a clearly shows that

40 
 

 1 

Figure 4 2 Fig. 4. (a) Wavelet power spectrum of the QBO at 30 hPa, show-
ing the dominant period of the QBO and its variability with time
through the entire WACCM4a simulation. Color shading denotes
the power. Bottomx axis denotes the time (years) and lefty axis
corresponds to the period (in months) of the QBO. Yellow solid
contours enclose regions greater than 95 % confidence. Wavelet
software provided by C. Torrence and G. Compo, is available at
http://paos.colorado.edu/research/wavelets/. More information on
wavelet analysis is provided in Torrence and Compo (1998).(b)
The annually averaged 255 nm spectral irradiance (red solid line)
from Lean et al. (2005), along with the variation in the QBO dura-
tion in months (blue dashed line) in WACCM4a. The variation in
the QBO period is determined from the wavelet power spectrum, as
described in Sect. 3. Yellow line denotes the average QBO period
over the entire model simulation (27.2 months).

the variation in the spectral power of the QBO is present at
timescales between 23 and 38 months. For each month, we
can determine the QBO period as the period for which the
power spectrum shown in Fig. 4a reaches its maximum. Av-
eraging those monthly periods over a year gives the average
QBO period for the year. Figure 4b shows the time series of
the QBO period in WACCM4a along with the yearly 255 nm
spectral irradiance. Averaged over the entire model simula-
tion, the average QBO period is 27.2 months, again consis-
tent with the observed period (Baldwin et al., 2001). The cor-
relation between the yearly 255 nm spectral irradiance time
series and QBO period is−0.24. When dividing the period
up into three segments, the correlation is positive (0.12) from
1850 to 1899, switches sign (−0.41) from 1900 to 1949, and
is −0.03 from 1950 to 2005. The varying sign of the correla-
tions indicate that the QBO period is not modulated directly
by the solar cycle. There may be other external forcings or
internal variability at play impacting the QBO period.
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4 High latitude stratospheric response to solar and
QBO forcing

4.1 High latitude response in February

In Sect. 2.1, we described the high latitude response to the
QBO winds that was similar in magnitude and timing to the
observed Holton–Tan variations. In this section, we present
the high latitude stratospheric response to both the solar cy-
cle and QBO and compare to past observational and model-
ing studies. We investigate the high latitude response in late
winter. The largest change in the polar vortex in the observed
record to the combined solar–QBO interaction was found in
February (Labitzke and Kunze, 2009). For comparison to the
results of Labitzke and Kunze (2009), we plot the monthly
mean geopotential heights at 30 hPa at 90◦ N in February as a
function of the solar cycle and separated by the QBO phase.
Figure 5 shows the geopotential heights for both QBO east
and west versus the 255 nm spectral irradiance, along with
linear regression fits. Figure 5 shows that there is no strong
correlation between the solar cycle and geopotential heights
at the northern pole over either QBO phase, as evidenced by
the weak correlations.

Table 2 shows the correlations for∼ 40 year periods start-
ing in 1850 between the 30 hPa geopotential heights at 90◦ N
in February and the 255 nm spectral irradiance for QBO east
and west in both WACCM4 simulations. Using the 90 % level
as a threshold for significance, the polar solar–QBO corre-
lation is seen only in WACCM4a during the west phase in
the period 1891–1931 with a correlation of 0.43. The east
phase periods in WACCM4a and both east and west phases in
WACCM4b do not show a statistically significant response.
This response during the west phase seen in WACCM4a has
a different sign when evaluated over the period 1973–2005,
with a negative correlation of−0.47 (91 % level). These re-
sults show that WACCM4a can reproduce the solar–QBO
correlation over short 40 year periods and, at times, agrees
with past observational and modeling studies (e.g., Rind
and Balachandran, 1995; Matthes et al., 2004; Labitzke and
Kunze, 2009). But the response is not consistent among the
two WACCM4 simulations and does not persist over the full
simulation periods.

To complement these WACCM4 results we show results
from the ensemble of four WACCM3.5 CCMVal-2 simula-
tions that were run from 1953 to 2005 and are also listed in
Table 2. Again, using the 90 % level as a threshold for sig-
nificance, none of the CCMVal-2 simulations show a statis-
tically significant polar solar–QBO correlation for both east
and west QBO phases. All of the CCMVal-2 runs show a
negative correlation in the east phase of the QBO, but the
correlations are not significant. In the west phase, three of the
CCMVal-2 runs show positive correlations, but again are not
statistically significant. This conclusion was also found by
Chiodo et al. (2012), who analyzed the zonal wind response
in the same CCMVal-2 ensemble; they found that the appar-
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Fig. 5. Scatter diagram of the monthly mean 30 hPa geopotential
heights (km) at 90◦ N in February plotted against the 255 nm spec-
tral irradiance during QBO east (left) and QBO west (right). Tri-
angles represent the individual years over the model simulation
(1850–2005) in WACCM4a; n denotes the number of years in QBO
east and west, andR is correlation coefficient between the 255 nm
spectral irradiance (m Wm−2 nm−1) and geopotential heights.

ent polar vortex response was not reproduced in all ensemble
members.

To compare our results from both WACCM4 and
CCMVal-2 to the observed record, we also include in Ta-
ble 2 the correlations using both NCEP-NCAR reanalysis
data of monthly mean geopotential height and the observed
equatorial stratospheric winds (as discussed in Sect. 2.2).
Two periods are analyzed: 1953–2005 and 1953–2012. Over
both periods, observations show no statistically significant
response during the east phase of the QBO, consistent with
our WACCM4 and CCMVal-2 runs. During the west phase of
the QBO, a statistically significant (99 %) response is found
with a correlation of 0.61 from 1953 to 2005, consistent
with Labitzke and Kunze (2009). A significant correlation
was also found in WACCM4a from 1891 to1931 but not in
WACCM4b. The correlation in the observed record for QBO
west decreases to 0.36 (96 % significant) in the longer period
from 1953 to 2012, and suggests than an extended period
may lead to a weaker response, consistent with the results in
WACCM4a and in Fig. 5. Although not shown, we also com-
pute the correlation between the 30 hPa geopotential heights
at 90◦ N in February and the 255 nm spectral irradiance for
QBO east and west when the observed QBO is defined at
30 hPa, as in our WACCM4 simulations. The response in the
west phase shows the same sign as that when the QBO is
defined at 50 hPa with a correlation of 0.32 (1953–2012), al-
though the significance lowers to 86 %. These observational
results indicate that the 30 hPa level used to define the QBO
in WACCM4 will not significantly alter the results.
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Table 2. Variation in the Spearman rank correlation between the 30 hPa geopotential heights in February at 90◦ N and the 255 nm spec-
tral irradiance for the QBO east and west phases. Results are for this study (WACCM4a, WACCM4b), four CCMVal-2 simulations, and
NCEP-NCAR Reanalysis with stratospheric wind observations (1953–2005 and 1953–2013) from Canton Island (3◦ S, 172◦ W), Gan Is-
land/Maldives (1◦ S, 73◦ E), and Singapore (1◦ N, 104◦ E); n denotes the number of years in each respective phase. Values in brackets
indicate the two-sided significance level of the correlations. Bold denotes the correlations with significance values above 90 %.

Model/ Period QBO QBO n n
Obs. East West (East) (West)

WACCM4a 1850–1890 −0.04 [0.89] 0.22 [0.36] 11 18
WACCM4b 1850–1890 −0.17 [0.58] −0.13 [0.57] 11 18
WACCM4a 1891–1931 0.06 [0.83] 0.43 [0.08] 16 18
WACCM4b 1891–1931 −0.24 [0.34] 0.04 [0.87] 16 18
WACCM4a 1932–1972 −0.07 [0.77] −0.04 [0.87] 16 17
WACCM4a 1973–2005 0.00 [0.98] −0.47 [0.09] 13 14
CCMVal-2a 1953–2005 −0.08 [0.77] 0.11 [0.59] 14 28
CCMVal-2b 1953–2005 −0.03 [0.89] −0.29 [0.12] 14 28
CCMVal-2c 1953–2005 −0.02 [0.93] 0.08 [0.67] 14 28
CCMVal-2d 1953–2005 −0.06 [0.82] 0.04 [0.84] 14 28
Reanalysis 1953–2005 −0.09 [0.73] 0.61 [0.001] 14 28
Reanalysis 1953–2012 −0.18 [0.47] 0.36 [0.04] 16 33

4.2 Monte Carlo sampling

The previous section has shown that the correlations between
polar geopotential heights and the solar cycle for each phase
of the QBO varies considerably depending on the period an-
alyzed. To examine the time-mean response we randomly
sample winters from both WACCM4 simulations (a total of
249 years). We focus on the winter season (December, Jan-
uary, February, and March), and, for each winter month,
group the years into QBO east and QBO west. From each east
and west group, we randomly select 16 east and 33 west win-
ters to match with the number of east and west years in the
1953–2012 observational record. We then compute the cor-
relation between the 30 hPa geopotential heights at the North
Pole and the 255 nm spectral irradiance. This is performed a
million times and repeated for each winter month. Figure 6
shows the normalized histogram ofR between the 255 nm ir-
radiance and the geopotential heights at the northern pole for
east and west phases in each month. During the east phase,
the curve is centered near zero in January and March, im-
plying an equal chance of getting either a positive or nega-
tive correlation; the mean correlation is negative in Decem-
ber and February, with the highest magnitude in February at
−0.08. For the QBO west phase, a positive mean correla-
tion is found only in December with a meanR of ∼ 0.13; the
correlation is negative from January to March. This would
imply agreement with the sign of the correlation found by
Labitzke and Kunze (2009) in early winter, followed by a re-
versal starting in January that exhibits the same correlation
as during QBO east. However, the correlations in early win-
ter are much smaller than those found in Labitzke and Kunze
(2009). The statistics shown in Fig. 6 can be used to deter-
mine the probability of getting the result found in the obser-
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Fig. 6. Monte Carlo sampling plots showing the normalized proba-
bility of R between the 30 hPa geopotential heights at the North Pole
and the 255 nm spectral irradiance for December, January, February,
and March as a function of QBO east (blue) and west (red) from the
combined WACCM4 simulations. Dotted line represents zero corre-
lation and is shown to emphasize the mean change inR. The mean
and standard deviation ofR for each QBO phase is listed at the top
right of each month. A bin width of 0.02 was used to create the
histogram.

vational record from 1953 to 2012, that is, a correlation in
the east phase that is less than−0.18 and a correlation in the
west phase that is greater than 0.36. The highest probability
in QBO east was found in February with 34 %; the highest
probability in QBO west was in December with 6 %. These
results state that the solar–QBO correlation is not reproduced
in the long-term time mean.
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4.3 Seasonal QBO signal over the whole stratosphere

In the previous section, we examined the correlation be-
tween the geopotential heights at 30 hPa and at 90◦ N and
the 255 nm spectral irradiance as a function of the QBO east
and west phases for only February. In this section, we investi-
gate the correlation in the geopotential heights (at all pressure
levels) at 90◦ N with the 255 nm spectral irradiance for QBO
phases for each month of the year to see if a response was
present at other times of the year. Figure 7 shows the cor-
relation as a function of pressure level and month between
1000 and 0.01 hPa for QBO east and west in the 1850–2005
WACCM4a simulation. While there are statistically signif-
icant positive and negative correlations during both phases,
because these correlations are of the same sign it points to
an interaction regardless of QBO phase. Furthermore, these
significant correlations occur primarily in late summer and
autumn; there is no significant response in late winter over
the depth of the stratosphere.

We also examine the circulation response by computing
the difference in the zonal mean geopotential heights, tem-
perature, and zonal mean zonal wind between solar maxi-
mum and minimum years for the QBO east and west phases
over the whole stratosphere (results not shown) for both
WACCM4 simulations. On the annual average, we see sta-
tistically significant differences in the heights and tempera-
ture over the thermosphere independent of QBO phase that
are likely due to extreme UV variations impacting the den-
sity. When stratifying to both the QBO phase and solar cy-
cle, we find the greatest signal in the monthly average po-
lar vortex differences from December to February. During
QBO east, both WACCM4 cases show comparable magni-
tude changes of∼ 8–12 m s−1 over the northern polar region
between solar maximum and minimum. However, the two
cases differ in regards to the actual atmospheric response.
In WACCM4a, the response is opposite of what was found
by Labitzke and Kunze (2009). That is, the circulation re-
sponse shows a weaker polar vortex during solar maximum.
In WACCM4b, the response shows a stronger polar vortex
during solar maximum only in February. The circulation re-
sponses in both WACCM4 cases are not statistically signif-
icant. In the QBO west phase, a statistically significant cir-
culation response (90 %) in agreement with Labitzke and
Kunze (2009) is found in February in WACCM4b with zonal
wind changes on the order of∼ 12 m s−1. The signal de-
scends into the lower stratosphere in March but is not statisti-
cally significant. The response is the opposite in WACCM4a,
showing a stronger polar vortex in solar maximum in Decem-
ber and January of 8–10 m s−1 (90 % significance in Decem-
ber). To summarize, while both WACCM4 cases show some
indication of a polar vortex change with respect to compos-
ites of solar and QBO phase, the two cases fail to show both
a consistent pattern and a seasonal progression through the
winter season, contrary to past modeling studies using a pre-
scribed or internally generated QBO (e.g., Balachandran and
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Fig. 7. Contour plot of the Spearman rank correlation between the
monthly averaged geopotential heights at 90◦ N, as a function of
pressure level and month, and the 255 nm spectral irradiance for
both the QBO east (left) and west (right) phases in WACCM4a.
Light and dark shading indicates the significance of the correlations
(90 % and 95 %) using a two-sided significance test. Contour inter-
val 0.05. Negative values are dashed.

Rind, 1995; Rind and Balachandran, 1995; Matthes et al.,
2004, 2010, 2013; Palmer and Gray, 2005; Schmidt et al.,
2010); this may indicate that the apparent circulation changes
discussed above may be related more to internal variability in
the polar winter vortex in WACCM than any solar–QBO in-
teraction.

5 Summary and discussion

Results were presented from two WACCM4 simulations in-
cluding fully interactive ocean, sea ice, and chemistry com-
ponents, varying solar spectral irradiance, volcanic forcing,
and an internally generated QBO. In an expansion beyond the
capabilities of past modeling studies investigating the solar–
QBO interaction at high latitudes, these model simulations
include a time-varying solar cycle, interactive ocean, and du-
rations of 156 and 93 years, longer than what was examined
in prior studies. This facilitated a comprehensive analysis on
the solar cycle response. Over the tropical stratosphere, a so-
lar cycle change in temperature is evident in WACCM4a,
with an increase of∼ 0.5 K in the upper stratosphere and
∼ 0.3 K in the lower stratosphere during solar maximum con-
ditions; however, the lower stratospheric change is not sig-
nificant. While the temperature changes are at the lower end
compared with ERA-40 data (Chiodo et al., 2012), the pat-
tern is consistent with observations and past modeling stud-
ies.
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We also examined the interaction of the solar cycle on the
QBO period and amplitude in WACCM4a. Segregated into
solar maximum and minimum years, the lengths and ampli-
tudes of QBO east and west phases do not show a statistically
significant difference, consistent with the findings of Schmidt
et al. (2010), who used an internally generated QBO in the
HAMMONIA (Hamburg Model of the Neutral and Ionized
Atmosphere) model. Using a Morlet wavelet power spec-
trum to calculate the variation in the QBO period as a func-
tion of year, the correlation with the solar cycle was−0.24
over 156 years in WACCM4a. This correlation changes sign
over∼ 40 year periods, indicating the change in the QBO pe-
riod is not directly forced by the solar cycle. This result is in
agreement with Fischer and Tung (2008), who analyzed an
equatorial zonal wind data set (1953–2007) and found that
while the QBO period was anticorrelated with the solar cycle
during the first three solar cycles, it became positively corre-
lated in the latter three cycles. There is one caveat regarding
our internally generated QBO: since the internally generated
QBO in the WACCM4 simulations is forced primarily by a
parameterization of inertial gravity waves (Xue et al., 2012),
the source of the waves is largely deterministic. However,
once the waves propagate into the stratosphere, any potential
modulation of these waves (such as from changes in strato-
spheric ozone and heating), and thereby the QBO, are well
represented in WACCM. Given this caveat, our study does
not find a modulation of the QBO by the solar cycle.

A specific goal of the analysis was to investigate the well-
documented observed correlation of NH winter polar fields
in the stratosphere with the solar cycle when the months
are stratified by the phase of the QBO (Labitzke and Kunze,
2009). If the model simulated the observed pattern, we could
use the model to probe the dynamical or radiative mecha-
nisms that lead to the observed correlations. The examina-
tion of the high latitude response over selected∼ 40 year pe-
riods in WACCM4a shows that during the QBO west phase,
WACCM4a can successfully reproduce the observed polar
solar–QBO correlation over short periods, similar to the ob-
servational record. This correlation, however, changes sign
through the simulation and is not found in either 40 year
period of WACCM4b. When examining the time-mean re-
sponse over 249 simulation years, results of the stratospheric
response to the solar cycle and QBO phase do not show a
statistically significant correlation at the northern pole in ei-
ther WACCM4 simulations, in late winter over the depth of
the stratosphere. A significant correlation between the so-
lar cycle and geopotential heights was found in late summer
and autumn in WACCM4a, but it exhibited the same sign
for both QBO phases, suggesting little in the way of a QBO
interaction. During short 40 year periods, other external forc-
ings such as volcanic aerosols, ENSO, and internal variabil-
ity may dominate over the solar cycle signal and interact with
or reinforce each other to produce an apparent solar–QBO re-
sponse. If the forcing processes are not correlated, then the
atmospheric responses to each will become easier to sepa-

rate when the time series is longer. Over the full simulation
of 156 years in WACCM4a, a potential QBO-solar cycle sig-
nal should therefore be more apparent, which is not found in
our results.

To further examine the time-mean response of both
solar cycle and QBO influences on the high latitudes,
we performed Monte Carlo sampling by combining both
WACCM4a and WACCM4b simulations. Results showed a
low probability of achieving the response seen by Labitzke
and Kunze (2009). The implication of the reversal in the
solar–QBO correlation seen in the QBO west phase in Fig. 6
is unclear. The reversal could be attributable to internal vari-
ability of the polar vortex in WACCM4 through the winter
season, irrespective of a combined solar–QBO interaction.

Data from several additional WACCM simulations were
used to check the results. Analysis of an ensemble of four
WACCM3.5 CCMVal-2 simulations using a prescribed QBO
also failed to reveal a statistically significant correlation of
the NH polar stratosphere to the combined effects of solar
cycle and QBO. These runs have a QBO specified from ob-
servations, thereby alleviating concerns that the structure of
the internally generated QBO in WACCM was not capable
of capturing the observed relationship. One of the shortcom-
ings of the WACCM4 simulations with self-generated QBO
are the lack of descent of the QBO to 100 hPa, in particu-
lar during the QBO west phase, which stops above 50 hPa.
It is possible that this lack of descent may impact the high
latitude response through a possible lack of interaction of
the QBO with planetary-scale waves, leading to a damped
response over the polar winter stratosphere. We note, how-
ever, that the ensemble of WACCM3.5 simulations using a
prescribed QBO also did not show a robust high latitude re-
sponse from solar and QBO forcing. Thus the shortcoming of
the vertical extent of the modeled QBO is not the reason that
the model was unable to reproduce the observed correlation.

In both the model and in the atmosphere, the QBO pe-
riod varies from cycle to cycle but is in the range of 24–
30 months. However, when looking at a particular calendar
month, the effective period has additional components, as
pointed out by Salby and Shea (1991). The longest timescale
that emerges from the beating between a 12 month annual
cycle and a regular 28 month QBO is 7 years. For a 27 month
QBO the timescale is 9 years. This timescale will contribute
to time series analysis of single seasons or calendar months,
including analysis stratified by the phase of the QBO. It will
not affect the Monte Carlo analysis performed in this study.
This factor may contribute to the lower probabilities found
from the Monte Carlo analysis.

Another issue for the analysis of observations is the pres-
ence of additional external forcings. The primary candidate is
the irregular occurrence of volcanic eruptions that are strong
enough to perturb the radiative balance of the stratosphere.
The 1982 eruption of El Chichón and the 1991 eruption of Mt
Pinatubo both caused substantial perturbations to the global
stratosphere that persisted for several years. Both occurred
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during periods of high solar activity and have been suspected
of contaminating the analysis of the response to solar vari-
ability (e.g., Lee and Smith, 2003; Chiodo et al., 2013). The
WACCM4 simulations presented here include a much longer
span of years, so the percentage of periods that have high
solar activity and also have aerosol distributions characteris-
tic of major volcanic eruptions is much smaller. This likely
reduces the impact of this potential complication.

An analysis including additional years indicates that the
impact of the length of the analysis period is evident from the
observational record. The solar–QBO correlation in the west
phase decreased when the period of record was extended to
2012 compared with 1953–2005, suggesting that an extended
period of record may lead to a weaker response. This is con-
sistent with our model results that reproduce the observed
solar–QBO correlation over short periods but not in the long-
term time mean. Our use of the 30 hPa winds to define the
phase of the QBO did not alter the solar–QBO correlations
in WACCM4. This has some support since correlations with
high latitude observations also have a similar response when
30 hPa, instead of 50 hPa, is used to define the QBO phase in
observations.

Recent observations (i.e., Lu et al., 2009) and model sim-
ulations (Schmidt et al., 2010; Matthes et al., 2013) continue
to show a circulation response over the high latitudes that de-
pends on both QBO phase and solar cycle forcing. Schmidt
et al. (2010) performed two perpetual solar maximum and
minimum simulations using an internally generated QBO,
each with 42 years in length; they found a significant change
in March with a more disturbed polar vortex during QBO
west in solar maximum. Matthes et al. (2013) performed an
improved simulation over Matthes et al. (2010) by chang-
ing from strictly perpetual solar maximum/solar minimum
runs to adding a varying solar cycle with 110 years simu-
lated using a prescribed QBO. The result was a statistically
significant circulation difference when stratified according
to QBO phase and solar cycle. From the results using our
WACCM4a simulation, we find agreement with these cur-
rent and past modeling studies (i.e., Rind and Balachandran,
1995) in that the observed polar solar–QBO correlation in
late winter is sometimes present, as shown in Table 2. Over
a short record of∼ 40 years, our results are consistent with
those of Schmidt et al. (2010), who used a model that also in-
cluded an internally generated QBO. The caveat is that when
the period is extended beyond the length of the observational
record, the correlation switches sign in WACCM4a and thus
the solar–QBO dependency is not robust throughout the full
simulation.

Our results are the first to incorporate simulations of
249 years using a global model with fully interactive ocean,
chemistry, varying solar, and an internally generated QBO.
This model provides all the forcings necessary to show any
potential solar–QBO interaction. We therefore can look for
the mean response of the atmosphere to the combined effects
of solar cycle and QBO and investigate the physics leading

to the response. We do not, however, find a significant cor-
relation matching that seen in observations. Several possible
reasons for the lack of a robust signal are discussed in this
paper. One is that the observational record is relatively short
and may be insufficient to separate out impacts of other forc-
ing or atmospheric variability. Analyses over subsets of the
model period strongly support the conclusion that this is a
leading cause of the difference between the simulated and
observed results.

There is also a possibility that WACCM4 is missing one or
more key components of the physics. The discussion above
mentions the reasons for concluding that the possible impact
of a discrepancy in the simulated QBO is small. There may
also be an underestimation of the response of the tropical
stratosphere to solar UV changes although this should only
affect the magnitude, not the sign, of the response; it there-
fore is also not a likely explanation for the model difference
with the observational record. Another possibility, not dis-
cussed above, is that the atmospheric response is caused by
some aspect of the solar variability that is not included in
WACCM4. Gray et al. (2010) list the many solar forcing in-
fluences on the atmosphere, such as variability in energetic
particle precipitation, which may impact ozone in the strato-
sphere and thereby alter the temperature gradient, strato-
spheric winds, and planetary waves (Randall et al., 2005).
WACCM4 includes solar variability of particle impacts in the
thermosphere but does not simulate the higher energy parti-
cles that sometimes penetrate into the middle or lower atmo-
sphere. If these play a role in the dynamical response of the
stratosphere to the solar cycle, their impact will not be seen
in these simulations. There may also be a combination of fac-
tors acting together, as proposed by Meehl et al. (2009).
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