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Abstract. The global source of lightning-produced NO than over land, suggesting that the cloud height dependence
(LNOy) is estimated by assimilating observations of NO is too weak over the ocean in the Price and Rind (1992) ap-
O3, HNOgs, and CO measured by multiple satellite measure-proach. The significantly improved agreement between the
ments into a chemical transport model. Included are ob-analyzed ozone fields and independent observations gives
servations from the Ozone Monitoring Instrument (OMI), confidence in the performance of the LN®ource estima-
Microwave Limb Sounder (MLS), Tropospheric Emission tion.

Spectrometer (TES), and Measurements of Pollution in the
Troposphere (MOPITT) instruments. The assimilation of
multiple chemical data sets with different vertical sensi-
tivity profiles provides comprehensive constraints on thel Introduction

global LNOG, source while improving the representations

of the entire chemical system affecting atmospheric,NO Lightning-produced N¢ (LNOx) plays an important role in
including surface emissions and inflows from the strato-tropospheric chemistry through influences on ozone forma-
sphere. The annual global LNGsource amount and NO tion and oxidation capacity (e.g., Schumann and Huntrieser,
production efficiency are estimated at 6.3 TgNyrand 2007, and references therein). LN&ccounts for only about
310 moINOflash?, respectively. Sensitivity studies with 10—-20 % ofthe global N@sources, but is the most dominant
perturbed satellite data sets, model and data assimilation se$ource in the upper troposphere (e.g., Galloway et al., 2004).
tings lead to an error estimate of about 1.4 TgNlyon this A small fraction of LNQ, can lead to significant ozone pro-
global LNOy source. These estimates are significantly differ- duction in the upper troposphere (Thompson et al., 1994) be-
ent from those estimated from a parameter inversion that opcause the @ production efficiency per NOmolecule typi-
timizes only the LNQ source from NG observations alone, cally increases with height, owing to the longer lifetime of
which may lead to an overestimate of the source adjustmenfYOx and the highly non-linear dependence of ozone produc-
The total LNQ, source is predominantly corrected by the as- tion on NG (Pickering et al., 1998; Martin et al., 2000; Jenk-
similation of OMI NO, observations, while TES and MLS ins and Ryu, 2004). Therefore, accurate estimates of LNO
observations add important constraints on the vertical sourc§ource strength and its global distribution are important for
profile. The results indicate that the widely used lightning Understanding tropospheric chemical systems and for im-
parameterization based on the C-shape assumption undergd0ving chemical transport models (CTMs).

timates the source in the upper troposphere and overestimates The lightning and subsequent NGormation are esti-
the peak source height by up to about 1 km over land and théated with the aid of parameterizations in CTMs. Various

tropical western Pacific. Adjustments are larger over ocears¢chemes have been developed for determining the global
distribution of flashes and LNQOsources on the basis of
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assumptions regarding the N@roduction efficiency per ingthe assimilated species (N3, HNO3, and CO), while
flash, energy ratio of cloud-to-ground (CG) flashes to intra-taking into account the chemical interactions through error
cloud (IC) flashes, and vertical source profiles (Schumanrcovariance. The simultaneous optimization of various chem-
and Huntrieser, 2007). The parameterizations are generallical fields improves the representation of the whole chem-
too simplified and have large uncertainties. First, any light-ical system and thus reduces the model-observation mis-
ning parameterization cannot fully represent the regionalmatch arising from non-LN@ sources and chemical pro-
variability of lightning activity (e.g., Boccippio, 2002; Jour- cesses. Therefore, this approach has the potential to improve
dain et al., 2010). Second, most studies have assumed thgtobal estimates of LNQsources when compared to previ-
the energy ratio of CG flashes and IC flashes equals 10, butus top-down approaches that optimize LN€durces only.
this ratio is likely to have a much smaller value (e.g., De- In this study, CHASER-DAS is utilized to assimilate mul-
Caria et al., 2000, 2005; Fehr et al., 2004; Ott et al., 2007 tiple satellite data sets in order to analyze the global LNO
2010). Third, assumption of a C-shaped vertical Li\Do- sources, including the vertical profiles, for the whole year
file, with a first maximum in the upper troposphere and a sec2007. Compared to the system described in Miyazaki et
ond maximum in the boundary layer, as proposed by Pickeral. (2012a), several updates have been applied to the data as-
ing et al. (1998), may place too much N@ear the surface similation settings on the a priori emissions and the assimi-
and too little in the middle and upper troposphere (e.g., Ottlated measurements.
et al., 2010). The rest of this paper is structured as follows: Sect. 2 de-
The LNQ sources can be optimized through a top-down scribes the observations used for assimilation and validation.
approach, in which estimates of the LN®ources are ob- Section 3 introduces the data assimilation system. Section 4
tained by finding the best match between model and obserpresents the results of the global LN®ource estimation.
vations. Tropospheric Ncolumn observations from satel- Section 5 presents the regional LN&tructure over the Pa-
lite instruments have been used to constrain the global,LNO cific and central Africa. Section 6 discusses the possible er-
source (e.g., Boersma et al., 2005; Beirle et al., 2006; Mar+ors in the source estimation and the implications for the
tin et al., 2007; Lin, 2012). In these estimates, however, thdightning parameterizations. Section 7 summarizes this study.
mismatches between observed and simulated B@hcen-
trations are influenced by not only the LiN®ources but also
by other processes such as surface emissions, stratospheﬁc
inflows, and chemical production and loss processes. Error§ 1 Assimilated data
in these processes other than those in the | Bi@irces could )

cause large uncertainties in the LN6burce estimates when As depicted in Fig. 1, the LNQsource is estimated from

observations are used to constrain only the L¢Ources. a simultaneous assimilation of NOOs, CO, and HNQ re-
Satellite measurements of chemical species other thageyals from satellite measurements by the Ozone Monitor-

NO provide important constraints on the LNGource by jng |nstrument (OMI), Tropospheric Emission Spectrometer

constraining the chemical interactions with Né@nd by re- (TES), Microwave Limb Sounder (MLS), and Measurement

ducing errors in other chemical species that influence. 'thq)f Pollution in the Troposphere (MOPITT) instruments.
NOx chemistry. Martin et al. (2007) demonstrated the ability  1his section describes the observations, with a focus on

of satellite NQ, O, and HNGQ measurements to constrain o anpjication of LNQ source estimation. More extended
the LNG, source. Advanced data assimilation techniques,jescriptions of the observations, their quality, and the filter-
such as four-dimensional variation (4D-Var) and ensemble;ng method used in CHASER-DAS are provided in Miyazaki
Kalman filtering (EnKF), are powerful tools to combine mul- o5 (2012a). Figure 1 shows how the individual satellite
tiple observations with models to obtain comprehensive cony4ia sets provide information on different aspects of the

straints on LNQ sources. The 4D-Var requires minimiza- ~homical system in the middle and upper troposphere. Com-

tion algorithms to compute gradient information with adjoint pineq these instruments provide useful constraints on,LNO
models, in which the necessity of the development and mainThe contributions from the individual satellite sensors are
tenance of the adjoint model is the main disadvantage of 4Dhigh|ighted below.

Var. The EnKF differs from 4D-Var by allowing us to take
advantage of the detailed chemical processesina CTM with2 1.1 OMI NO,
out developing an adjoint code.

Based on the EnKF approach, Miyazaki et al. (2012a) de-Tropospheric N@ column retrievals obtained from the
veloped a data assimilation system (CHASER-DAS) usingversion-2 OMI DOMINO data product (Boersma et al.,
a global CTM CHASER (chemical atmospheric general cir- 2011) are used to constrain the LNGources, the sur-
culation model for study of the atmospheric environment andface emissions of NQ and the concentrations of NO
radiative forcing). CHASER-DAS simultaneously optimizes species. The overpass time of OMI (13:30 UT) is more suit-
the LNG sources and the surface emissions ofy@d CO  able for LNQ, source estimation than the morning time ob-
as well as the concentrations of 35 chemical species, includservation by other satellite instruments (GOME, GOME-2,

Data
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retrieved columns. Clouds below an N@yer increase the

MLS HNQO3 | i (Stratosphere) effective albedo of the scene and increase the detected slant
77777777777777777777 column, whereas high clouds partly screen the;MGIumn
MLS Os — below (Boersma et al., 2005). We employ both clear-sky data

- (H)?\103 and cloud-scene data in the LIN@stimation because both
X are sensitive to N@produced by lightning higher up in the
atmosphere. For the cloud-covered observations the averag-

TES Os Hghtning ing kernel shows a sharp drop roughly in the middle of the
(Troposphere) cloud, and very small sensitivities below. The location and
magnitude of the drop is based on the cloud fraction and ef-
MOPITT CO | . fective top height retrieved from the observations.
(Boundary layer)
OMI NO3 [SNOX ]_[ SCO J_ 212 TESQ
The TES Q@ retrievals used are the version-4 level-2 nadir
(Surface) data obtained in the global survey mode (Bowman et al.,

2006). This product represents 16 orbits daily, with a hor-
Fig. 1. Schematic diagram of the constraints on LN@ought by  izontal resolution of 5-8 km. Its vertical resolution is typi-
the different satellite retrieval products. The vertical bars indicatecally 6 km, with sensitivity to both the lower and upper tro-
the vertical sensitivity range for the species observed.Throughthesgosphere (Worden et al., 2004; Bowman et al., 2006; Jour-
different sensitivities the assimilation system extracts information gain et al., 2007). Jourdain et al. (2010) argued that the TES
about the total LN source and its profile, the surface emissions, rovides direct observations of ozone-enhanced layers down-
inflows from the stratosphere, and the chemical interactions in th ind of convective events and thus is a valuable data set

troposphere through the observation of multiple species. Becaus . . . . .
these sensitivity ranges cover a large part of the troposphere, it isim‘L-aor estimating the vertical LN profiles. This can be at-

portant that the analysis simultaneously optimizes the . N@urce tributed to its high sensitivity to LNQrelevant altitude lay-

strength, surface emissions as well as concentrations of the reactive'S: typicglly with more than one degree of freedom (DOF)
gases involved. for the middle and upper troposphere (from 500 hPa to the

tropopause).

and SCIAMACHY) because lightning activity over land is 21.3 MLS O, HNO3

strongest in the late afternoon and very weak in the moringrie version-3.3 level-2 MLS products forsand HNQ

(e.g., Lay etal., 2007). We employ the super-observation apy jesey et al., 2011) are used to constrain the LOurces
progch to produce representative data with a horizontal resy, ne upper troposphere and the chemical concentrations
olution of 25° x 2.5” for OMI NOz and MOPITT CO (cf., iy the upper troposphere and the lower stratosphere. We
Sect. 2.1.4) obser.vatlpns, following Miyazaki gt al. (2012b). ;e data on @and HNQ only for pressures lower than

A super opservatlon is generlated _by averaging all data 10p153pa and 150 hPa, respectively, owing to data quality
cated within a super-observation grid cell. The measuremenbmbkamS for higher pressures. Martin et al. (2007) demon-
error for the super observation is estimated by consideringiated that @ and HNG; measurements by limb viewing

an error correfation of 15% among data. A representativegnacehome sounders have a great potential to constrain the
ness error is introduced when the super-observation grid I$ NOy sources in the upper troposphere, based on Atmo-

not fully covered by OMI pixels. This approach avoids com- gyeric chemistry Experiment Fourier Transform Spectrom-
plications caused by the small (13—-24 km) footprint of OMI e, (ACE-FTS) measurements.

at nadir. Therefore, the data assimilation adjusts the { NO

sources at grid scale rather than individually at the OMI2.1.4 MOPITT CO

footprint scale. Further details are described in Miyazaki

etal. (2012b). The MOPITT CO retrievals employed are the version-5
Boersma et al. (2005, 2011) summarized the general erlevel-2 thermal-infrared (TIR) data (Deeter et al., 2011,

ror characteristics of tropospheric NQetrievals. For re- 2013). These observations are used for optimizing the sur-

trievals with small values, as over the oceans, the uncerface CO emissions and the concentrations of CO and non-

tainty is dominated by the combined error from spectral fit- methane hydrocarbons (NMHCs). However, the covariances

ting and stratospheric column estimation. For columns ex-between the CO observations and the,\8durces are ne-

ceeding (6 x 10 moleccnT?, as over most continents, the glected in the analysis, since the error correlations are not

uncertainty grows due to increasing errors related to cloudexpected to contain meaningful information, and the limited

fraction, albedo, and profile shape. Clouds have a large influensemble size creates spurious correlations between non- or

ence on the errors and sensitivity in the measurements of theieakly-related variables (see Sect. 3.1.2). Even so, the CO
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observations indirectly affect the LNOsource estimation various chemical species. This is especially true for KNO
through their influence on the oxidation capacity and thebecause all satellite sensors are sensitive in the altitude range
NOx chemistry. where LNQ, and the ozone produced by LN@esides (see

Fig. 1).
2.2 Validation data

) ) 3.1.1 A global chemical transport model CHASER
Independent ozone observations are used to validate the
performance of the data assimilation. The spatial distribu-1q forecast model used is the global CTM CHASER (Sudo
tion of tropospheric @ in the tropics is validated against o 5 2002), which describes chemical and transport pro-
the monthly mean tropospheric ozone column (TOC) de-cegges in the troposphere. The model has a so-called T42
rived using the OMI total columns and the MLS pro- pqizontal resolution (299 and 32 vertical levels from the
files from Ziemke et al. (2006) with a horizontal res- g face to 4hPa. CHASER is coupled to the atmospheric
olution of I x1.25° (http:/acd-ext.gsfc.nasa.gov/Data_ genera circulation model (AGCM) version 5.7b of the Cen-

services/cloud_slice/new_data.himDzonesonde observa- o for Climate System Research and Japanese National In-
tions taken from the database of the the Southern Hemispherg;i ;te for Environmental Studies (CCSRINIES). At each

Additional Ozonesondes (SHADOZ) project (Thompson gime step of the model, the AGCM fields are nudged toward
et al., 2007) are used to validate the vertical profile @f O e reanalysis (Kanamitsu et al., 2002) by the Atmospheric
in the troposphere and the lower stratosphere. The validagoqe |ntercomparison Project Il of the National Centers
tion is performed at five sites in different regions of the trop- ¢, Environmental Prediction and US Department of Energy

ics: Costa Rica in Central America (1N, 84 W), Irene  (\cEP-DOE/AMIP-II). Hence, the model realistically re-
in South Africa (25.9S, 28.2 E), Pago Pago in American o4y ces large-scale circulation while simulating sub-grid-

Samoa (14.2S, 170.8 W), San Cristobal in Ecuador (0.8, g¢51e convection using the cumulus convection parameteriza-

89.6°W), and Ascension in the tropical Atlantic (8.8,  on (Arakawa and Schubert, 1974; Pan and Randall, 1998).
14.£# W). We also use the global ozonesonde observations Anthropogenic NQ emissions are obtained from the

from 39 locations taken from the World Ozone and Ulra- gpission  Database for Global Atmospheric Research
violet Data Center (WOUDC) database, as in Miyazaki et epGaR) version 4.2. Emissions from biomass burning are

al. (2012a). For the purpose of comparison, all 0zonesondg,seq on the Global Fire Emissions Database (GFED) ver-
profiles are interpolated to a common vertical pressure gricsjon 3.1 (van der Werf et al., 2010). Emissions from soils are
with a cell size of 25 hPa. The model profiles are linearly in- o s on monthly mean Global Emissions Inventory Activity
terpolated to the location and time of each observation p0|nt(GE|A) (Graedel et al., 1993). A diurnal variability scheme
is implemented for the surface N@missions, depending on
the dominant category for each emission category (Miyazaki
et al., 2012b). The total NOemission by aircraft is obtained
3.1 Data assimilation system from EDGAR as 0.55 TgNyr!, which is similar to a more
recent estimate of 0.49 TgNw for 2004 (Wilkerson et
CHASER-DAS has been developed for the analysis of chemal., 2010). Both the model simulation and the data assimi-
ical compounds in the troposphere (Miyazaki et al., 2012a, bjation are conducted for the entire year 2007 because a large
Miyazaki and Eskes, 2013). This system simultaneously op-amount of satellite data is available for this year.
timizes the LNQ sources and surface emissions of \sdd
CO as well as the predicted concentrations of 35 chemicaB.1.2 Local ensemble transform Kalman filter
species. With the assimilation of data on multiple species, an
improved description of the chemical interactions can be ob-The EnKF uses an ensemble forecast to estimate the back-
tained, especially in relation to the N€@@O-OH-O; set of  ground error covariance matrix. The advantage of the EnKF
chemical reactions. over 4D-VAR is its easy implementation for complicated sys-
Miyazaki and Eskes (2013) demonstrated that multi-tems; i.e., it does not require the development of an adjoint
species data assimilation improves the analysis of surfaceode. The EnKF data assimilation technique employed is lo-
NOx emissions, in comparison with an inversion derived cal ensemble transform Kalman filter (LETKF, Hunt et al.,
from NO, measurements alone. They showed that the assim2007). The LETKF scheme, which is based on the ensemble
ilation of measurements for species other tharpfanges  square root filter (SRF) method (e.g., Whitaker and Hamill,
the regional estimates of monthly mean surfacg/@upto  2002), generates an analysis ensemble mean and covariance
—58 % to +32 %. These large changes emphasize that uncethat satisfy the Kalman filter equations for linear models. The
tainties in the model chemistry affect the quality of the emis- LETKF has conceptual and computational advantages over
sion estimates. Similar benefits may be expected from thehe original EnKF. The analysis performed locally in space
multi-species data assimilation to improve the LN€durce  and time reduces sampling errors caused by limited ensemble
estimation through corrections made to the concentrations o$ize, which also enable us to perform parallel computation.

3 Methodology

Atmos. Chem. Phys., 14, 3278305 2014 www.atmos-chem-phys.net/14/3277/2014/
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The computational advantages are important for this studyr'he new background error covariance used in the next fore-
because of the large state vector size. cast step is obtained from an ensemble simulation with the
In the forecast step, a background enseml‘xlfégi = analysis ensemble.
1,...,k), is globally obtained from the evolution of each en-  Inthe analysis, a covariance localization was applied to ne-
semble model realization, whetaepresents the model vari- glect the covariance among non- or weakly-related variables.
able,b the background state, akdhe ensemble size (i.e., 48 This technique allows us to neglect the correlations among
in this study). An ensemble of background observation vec-variables that may suffer significantly from spurious correla-
tors in the observation spacyzf’, = H(xﬁ’), is then estimated tions by setting the covariance among non- or weakly related
using the observation operaté. The observation operator variables to zero. For the optimization of LiN®ources, the
(H) is constructed on the basis of the spatial interpolationcovariances with TES £ OMI NO,, MLS Os, and MLS
operator ), the a priori profile £apriori) and the averaging HNOg3 observations are considered, while those with MO-
kernel (4), which maps the model fields (N — (the system  PITT CO data are not. MOPITT CO data affect the concen-
dimension) dimensional state vector) into observation spacérations of CO, hydrocarbons, and formaldehyde only. Sur-
(y: p — (the number of observation) dimensional observa-face emissions of NQand CO are optimized using OMI
tional vector) while taking into account the vertical averaging NO, data and MOPITT CO data, respectively (see Miyazaki

implicit in the observations as follows: et al., 2012a, for details). The covariance localization helps
to avoid sampling errors resulting from the limited ensemble
y = H(x) = X apriori+ A(S(x) — Xapriori)- (1)  size and to improve the LNCanalysis.

o _ o _ The localization is also applied to avoid the influence of re-
The spatial interpolation operatdf)(is first applied to the  mote observations for improving the filter performance. The
model fieldsx in order to interpolate to the horizontal loca- influence of an observation is cut off when the distance be-
tion of each observation and the height of each of the vertween the observation and an analysis point is larger than
tical layers. The averaging kerned) is then applied to de- 21, x ./10/3, based on the formulation of Gaspari and Cohn
fine the sensitivity of the satellite retrieved state to changeg1999). The localization scale is 600 km in our setting. As
to the true state. For weak absorbers, the a priori profilea result, the analysis is solved at every grid point by choosing

(xapriori) does not, or only weakly, influences the relative nearby observations. The emission and concentration fields
model-observation difference (Eskes and Boersma, 2003jre updated at an analysis interval of every 100 min.

The averaging kemel4) and the a priori profile Xapriori) In conclusion, the data assimilation updates model vari-
information provided for each retrieval is used in the dataables (the concentrations and the emission multiplication fac-
assimilation. tors) for every grid point. This analysis is based on the ob-

_ A background ensemble mean in the observation spaceservational information (i.e., the satellite retrievals) and the
yb=1 Zf‘zl yj.’, orin the model space? = % Zlexf?, and  background error covariance estimated from the ensemble
an ensemble of background perturbations in the observatioforecast with 48 members in our case. The estimated con-

spaceY’ =y’ — yb, or in the model spac&? = xb— xb, centrations and emissions are used as initial conditions in the
are also computed. next step of ensemble model simulations and updated at ev-
The ensemble mean analysis is then updated by ery analysis step (i.e., 100 min). Further details are described

in Miyazaki et al. (2012a).

xa=x_b+Xb|5a(Yh)TR_l(yo—yb), 2)
3.2 LNOy estimation
wherey? is the observation vector, aftlis thep x p obser-
vation error covariance. The observation error information is3.2.1  Parameterization
obtained for each retrieval, which includes the smoothing er-
ror, the model parameter error, the forward model error, thelightning is routinely monitored from ground-based net-
geophysical noise, the instrument error, and the representd\/Oka and detected from satellite instruments. Neverthe-
tiveness error (see Miyazaki et al. 2012a, for deta)is  less, these data cannot be directly used in CTM simula-
the local analysis error covariance in the ensemble space, tions. The ground-based operational lightning detection net-
works (e.g., the World Wide Lightning Location Network
Sa nTo_1ub] L (WWLLN)) provide lightning maps but they have low de-
Pr= [(k_ DI+ (Y ) RTY ] ' 3) tection efficiencies (Abarca et al., 2010), whereas satellite
instruments provide limited coverage on a daily basis. Thus,
a parameterization is required in order to estimate the light-
ning flash frequency in CTM simulations. The global distri-

The new analysis ensemble perturbation matrix in the
model spac&?is obtained by transforming the background

b

ensemblex”, bution of the flash rate is calculated in CHASER for con-
L a1/2 vective clouds on the basis of the observed relation between

Xa=X" [(k— 1)Pa] . (4)  the lightning activity and the cloud top height (Price and

www.atmos-chem-phys.net/14/3277/2014/ Atmos. Chem. Phys., 14, 33805 2014
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Rind, 1992) in the AGCM at each forecast step. In this ap- (g) LIS/OTD
proach, high clouds are expected to exhibit strong lightning a
activity. The frequencies of lightning over the continents and
the oceans are estimated separately as follows (Price et al.
1997): Fe = 3.44x 107° x H*92 (flashes minl) over con-
tinents; andF, = 6.40x 104 x H173 (flashesmin?) over
ocean, wheré is the total flash rate (flashesmif) and #

is the cloud top height (km). A globally and annually con-
stant tuning factor is applied for the total flash frequency
in CHASER simulations to obtain a realistic estimate of the
global total flash occurrence, whereas the spatial distribution
of the flash frequency is determined by the model parameter-
ization.

The simulated average global flash rate for 2007 is
41.2 flashess!, which is comparable to the climatological
estimates of 44- 5 flashess! derived from the Optical Tran-
sient Detector (OTD) measurements (Christian et al., 2003)
and 46 flashesd derived from the Lightning Imaging Sen-
sor (LIS) and OTD measurements (Cecil et al., 2014). The
difference between the model simulation and the observa-
tions is partly attributed to interannual variations in flash
activity; the annual total flash rate for the latitude band
35°S—-3% N in 2007 observed from the LIS measurement is
about 3% lower than those from the climatology. Because
only LIS measurements are available in 2007 and because th
global coverage was not obtained, this study uses the clima-
tological observations obtained from a combination of LIS
and OTD measurements to validate the global flash rate.  Fig. 2. Global distributions of the mean annual flash rate (in flashes

Table 1 and Fig. 2 compare the global flash rate betweemm—2yr—1) estimated from(a) the LIS/OTD high-resolution
the LIS/OTD high-resolution monthly climatology (HRMC) monthly climatology (HRMC) data (Cecil et al., 2014) affy the
data (Cecil et al., 2014) and the model parameterizationmodel simulation for 2007.

Compared with the observations, the global distribution of

the total flash rate is generally reproduced by the model. The i i

simulated global flash rate shows a maximum in boreal sumSMiP (Price and Rind, 1993):

mer and a minimum in boreal winter, with frequent occur- £ —0.021x AH*— 0.648x AH® +7.493

rences over central Africa, South America, and the maritime ’ ’ ’

continent. These features are commonly found in the clima- x AH? —36.54x AH + 63,09, (5)
tological observations. Conversely, in comparison with the_ ] o ] ]

observed flash activity, the simulated flash activity is stronger! NS relationship is applied for clouds with# > 5.5km,
over northern South America but weaker over central AfricaWhile z is set to zero for clouds with H < 5.5km based
and most of the oceanic ITCZ. These systematic difference®n the observation that low clouds almost exclusively have
found in studies using the scheme of Price and Rind (1992jC flashes during the growth stage. Second, following Price
have been reported before (e.g., Allen and Pickering, 2002t al- (1997), the LN@source amounts are calculated on the
Labrador et al., 2005; Martin et al., 2007). Mainly becausePasis of a lightning NO production of 1100 moles per CG
of the low bias over central Africa, the model underestimatesash and 110 moles perllc flash, with a mean energy per CG
the annual flash rate in the tropics {Z-20 N) by about flash of 67 x 10° Jflash L. Th|rd, the vertlca_l profiles of the

27 %, leading to about 13 % underestimation in the global-NOx sources are determined on the basis of the C-shaped
total flash rate. profile given by Pickering et al. (1998), with a first maxi-

The LNO, source is estimated at each grid point of MUm in the upper troposphere anq a secoqd maximgm in. the
CHASER by using the simulated lightning activity and mak- lower troposphere. The three proﬁle; prqwded by Plcker|pg
ing several assumptions. First, the CG proportion of total®t &l- (1998) are averaged and applied in the parameteriza-
flashesz, is estimated as a function of the cold cloud thick- tion- The global annual total amount of the L N€ource for

ness A H for < 0°C) on the basis of the following relation- 5007 was estimated at 4.7 TgNrin the CHASER simula-
ions.

Atmos. Chem. Phys., 14, 3278305 2014 www.atmos-chem-phys.net/14/3277/2014/



K. Miyazaki et al.: Lightning NO yx production estimation 3283

Table 1. The annual and seasonal total flash rate (in flashBsastimated from the LIS/OTD high-resolution monthly climatology (HRMC)
data (Cecil et al., 2014) and the model simulation for the Northern Hemisphere (NH,°20%908e tropics (TR, 20S-20 N), the Southern
Hemisphere (SH, 90-2(), and the globe (GL, 96-9C N) for 2007 and for the four seasons of the year: December—February (DJF),
March—May (MAM), June—August (JJA), and September—November (SON).

LIS/OTD \ Model
Annual DJF MAM JJA  SON| Annual DJF MAM JJA SON

NH 12.7 25 116 284 80| 127 6.6 126 222 95
TR 27.1 229 274 257 326 213 235 221 189 20.7
SH 6.8 11.0 6.1 3.1 70 7.2 8.6 7.1 5.5 7.5

GL 46.5 36.3 45.0 57.1 477 412 387 418 46.7 37.6

3.2.2  Optimization by data assimilation Background error covariance with LNOx
150

The multiplication factors for the LN production rate
(mols™1) and the NQ surface emissions are optimized in
the assimilation analysis step by adding them to the state
vector together with the forecast variables (i.e., concentra- _ 3404
tions). In this approach, the background error covariance ma-&
trix estimated from the ensemble simulations is used to ob-'¢ 4001
tain best estimates of the source factors at each grid point of%
the model. Figure 3 shows the mean background error co-=
variance structure between the LN8burce and the concen-
trations of various species at different altitudes over central
Africa in July. The concentrations of chemical species such
as Q, NOy, N2Os, HNO3, and HNQ exhibit high positive 10005 rr T T T
correlations with the LN@Qsources in the middle and upper
troposphere. The high correlations indicate the utility of mea-
surements of these species to constrain the L NQurces.
The background error covariance varies in time and space
in the EnKF approach, reflecting variations in the lightning rig. 3. vertical profiles of correlations between the LGources
activity and the chemical concentrations. The data assimilaand the concentrations of various chemical species as estimated
tion optimizes the multiplication factors for the total LNO  from the background error covariance matrix based on CHASER
sources, and does not separately optimize for IG and C&Gnsemble simulations, averaged over central Africa for July 2007.
flashes. The regional monthly mean of the covariance estimated for each
In order to provide meaningful constraints on LNO grid pointis plotted. The correlation is shown in red or blue where
the observation error of each retrieval must be sufficientlyPositive or negative, respectively.
small compared to lightning signal. As shown in Fig. 4, the
CHASER simulations with and without the lightning sig-
nal in the tropospheric NOcolumns gives the magnitude cal upper troposphere, with contributions as large as 13 ppbv
of the boreal summer (June—August) mean lightning signato the mean concentration, consistent with the analyses of
as roughly 1-5< 10 moleccnt? over the tropical Atlantic, Sauvage et al. (2007a). These signals are slightly less than or
Africa, and India but roughly % 10" moleccnt2 over re-  nearly equal to the mean TES observation error. The mean
mote land sites. The large enhancements are over, and dowMLS observation errors are generally much larger than the
wind of, active convective regions (e.g., over the tropical At- lightning signals, especially for HN$ Although the mean
lantic), as found by Martin et al. (2007). These signals areratio of the lightning signals to the retrieval error is small,
large compared to the local super-observation error of thea large number of observations can still provide constraints
OMI retrievals, in which the total super-observation error is on LNOy estimates.
computed as a combination of the measurement error and The observed concentrations reflect contributions not only
the representativeness error, as in Miyazaki et al. (2012b)from LNOy but also from other sources such as surface
The super-observation error is relatively small because of themissions and inflows from the stratosphere. Any model er-
large number of OMI observations per grid cell. Large en-rors in the other sources will produce model-observation
hancements in ©due to lightning are observed in the tropi- mismatches that will negatively affect the accuracy of the

200 1

-0.25-0.2-0.15-0.1 —0.05-0.02 0.02 0.05 0.1 0.15 0.2 0.25
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Fig. 4. Global maps (left panels) of the concentration differences between the CHASER simulations with and without lightning sources
and (right panels) the mean ratio of the lightning signals to the measurement errors as estimated along each satellite track by applying
the averaging kernels of OMI NK(in 101 moleccnt2), TES Q; (ppbv) at 300 hPa, MLS ©(ppbv) at 215 hPa, and MLS HNQ(pptv)

at 150 hPa for June, July, and August in 2007. A super-observation approach is employed to the OMI measurements, whereas individual
observations are used in the analysis of the others.

estimated LNQ source in the top-down framework. To avoid and LNG, sources. The MLS and TES data not only provide
difficulties related to contributions from surface sources, forinformation on the NQ source amount in the middle and
instance, Boersma et al. (2005) focused on situations downupper troposphere, but also constrain the lower tropospheric
wind of storm systems over areas relatively free of pollution. source when combined with the OMI tropospheric column
In contrast, our analysis simultaneously corrects the variousNO» retrievals.

model error sources, which benefits the LiN§durce analy- The a priori error is set to 40% for the surface emis-
sis even over polluted regions. Moreover, the combined useions of NQ and CO and 60 % for the LNOsources, con-

of the multiple data sets with different vertical sensitivities sidering the large uncertainties in the lightning parameter-
is expected to facilitate the estimation of the vertical LNO ization. Since no model error term is implemented for the
profile and to distinguish between the surfacedissions  source factors during the forecast step, the background error
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Table 2. The annual total LN sources (in TgNyrl) obtained
from the CTM simulation and the data assimilation for the North-
ern Hemisphere (NH, 20-9M), the tropics (TR, 20S-20 N),

%D the Southern Hemisphere (SH, 902&), and the globe (GL,
= 90° S-90 N). The analysis uncertainty estimated from the mean
6 analysis spread is shown in brackets.
5
NH TR SH GL
CT™M 1.4 2.7 0.6 4.7

Assimilation 2.040.3) 3.5@0.49) 0.8¢0.10) 6.3(0.9)

T T 1
1234567 8 9101112
Month
_ o _ States, northern Eurasia, South America, south and southeast
Fig. 5. Seasonal variations of the total LNGources (in TgN) an-  Asja, the maritime continent, and over the tropical oceans
alyzed from the data assimilation (solid lines) and estimated fromg,qnd the ITCZ (left panels). The seasonal amplitudes are
the model simulation (dashed lines) over the globe 800 N), also enhanced by 10-40 % over most of these regions (mid-
the Northern Hemisphere (NH, 20-OR), the tropics (TR, T L
20'S-201). a0 e Soutem Hemspner (51, 5099 P, Dot sssmelon oees e seeon
2007. _ , especially along the
ITCZ. The maximum LNQ sources mostly appear in June
or July over the NH temperate regions and in December or

covariance may continuously decrease and become underedanuary over the SH continents (right panels). Compared to
timated through the data assimilation cycle. Thus, we applythose over most other NH regions, the peak sources over
covariance inflation to the source factors to prevent covari-northern Africa and India occur 1-2 months later (i.e., in
ance underestimation in the analysis step, as was done for thllly—August), reflecting the local convective activity during
surface emission in Miyazaki et al. (2012a). The standard dethe African and Asian monsoons, respectively. The timing of
viation is artificially inflated to a minimum predefined value the peak sources is very similar between the simulation and
(i.e., 30% of the initial standard deviation) at each analysisthe assimilation, because the seasonal variation of the light-
step for both the surface and lightning sources. The sensitivhing flash frequency is generally well predicted by the model
ity of the analysis to the choice of these parameters is dis@S compared with the OTD climatology (cf., Table 1).

cussed in Sect. 6.1.3.
4.2 Regional LNG source distributions

Figure 7 shows the seasonal variations of the kNOurce
over the 11 regions shown in the top panel. Over the NH con-
tinents (e.g., North America, Europe, and northern Eurasia),
the broad summertime source peak is predicted by the model,
where the monthly peak source strength is further increased
by 30-60 % due to assimilation. Over northern Eurasia, the
Jgrge increase in the summer dominates the approximately
40 % increase in the annual total source. The relative increase

4 Results
4.1 Global LNOy source distributions

Data assimilation increases the global annual LNOurce
from 4.7 to 6.3TgNyr!, as summarized in Table 2. The
instantaneous uncertainty estimated from the mean anal
sis spread for the global source 480.9 TgNyr, while . .
the chi-square x2) diagnostic gives confidence in the esti- Is more constant W't.h season over Europe. . .
mated analysis spread as a measure of the analysis unCer_The seasonal variations of the sources differ significantly

tainty (cf., Sect. 6.1.3). This spread of the ensemble is rela?MONY the regions in the tropics, reflecting the locality of

tively small, showing that LNQis well constrained by the ﬁ?br;llgft'og gndirr:o?ns?r? nraicntlvny. Thﬁ prsdlrc;thedtrsouirc?s e:'
assimilation. The Northern Hemisphere (NH, 2080, the oad maxima € rainy seasons overthe tropical con-

tropics (20 S-20 N), and the Southern Hemisphere (SH, Xﬁgtilaregfnqsxhﬁttg' Sf;OTen?gteObgr; Qg;:}gvfr;fg;h
90-20 S) contribute 31 %, 56 %, and 13 % to the analyzed rica, pr P rov y ca,

global source, respectively. These relative contributions aré" d from May to September over Southeast Asia. Data as-

slightly modified from the a priori sources. The analyzed similation generally e.nhances the seasonality of the tropical
global source is maximal in July, primarily resulting from sources, €.9., prqducmg two source maxima in May a'nd July
the seasonal variation in the NH, as depicted in Fig. 5. over northern Africa. The sources over South America are

) 0 ;
Figure 6 compares the simulation with the assimilation!ncre.as’efJI by ‘"’fbo‘“ 40% from October to February, which
in terms of the global distribution of annual total LO is primarily attributed to enhanced sources over the Amazon

sources. Data assimilation substantially increases the annugf‘mng the South American monsoon.
sources over central Africa, the central and eastern United
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Fig. 6. Global distributions of the annual LNOsource (left panels, I()lzkgm—zs—l), its seasonal amplitude (center panels, in

10712 kg m_zs_l), and the timing of peak sources (right panels, in months) for 2007. Shown are the a priori sources estimated from
the CTM parameterization (upper panels), the a posteriori sources from the data assimilation (middle panels), and the analysis increment
(lower panels). The analysis increment equals the a posteriori sources minus the a priori sources. The peak timing is estimated for regions
with the analyzed annual sources of LNGreater than @ x 10~ 33kgm—2s~1.

Over the oceans, the retrieval uncertainties of OMI, TES,the tropical Pacific are largely increased throughout the year,
and MOPITT measurements are generally larger compare@ith a mean factor of about two. As a result, the data assimi-
to over land. Nevertheless, substantial changes in the réation increases the annual global source by about 56 % over
gional LNO sources are obtained by assimilation over thethe oceans. The relative increase of the total source is smaller
Pacific, the Indian Ocean, and the Atlantic in the tropics, over land (i.e., 32 %) than over the oceans.
especially along the ITCZ, because of large lightning sig-
nals in the_ chemical conce_ntra?ions. Data assimilation Pro4 3 vertical distribution of the LNO
duces obvious source maxima in boreal late winter over the
Atlantic and in boreal autumn—early winter over the Indian
Ocean. The west African and south Asian monsoons, respe{
tively, may be responsible for these enhancements where th
model failed to predict the distinct seasonality. Because the’
predicted flash rate does not show such distinct seasonalit
over the oceans, and because the seasonal amplitude of t
flash rate is generally smaller in the model simulation than
in the LIS/OTD measurements over the oceans (figure no
shown), these changes imply errors in the seasonal variatio
of either the flash rate or the N@roduction efficiency over
the oceans in the model simulation. The LN§burces over

wsource

igure 8 shows the changes in the vertical profiles of the
NOy sources. Data assimilation increases the kN@Qurces
ver most land regions by 20-50 % in the upper troposphere,
ith a maximum increase at 240 hPa in the global and annual
ean, which is attributed to the source increase in the tropi-
cal upper troposphere. The corrections below the middle tro-
osphere are much smaller. Compared to other land regions,
ﬁne source increase in the upper troposphere is much smaller
over Australia. Over the oceans, persistent strong sources as-
sociated with the simulated low clouds and the occurrence
of IC flashes are predicted in the lower troposphere. Data
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Fig. 7. Seasonal variations of the regional Li6ources (in TgN) for (1) North America (120-6%/, 20—6C N), (2) Europe (10 W-3C° E,

35-60 N), (3) northern Eurasia (60-13&, 30-68 N), (4) the Pacific (154-18C, 35 S-20 N and 180 E-88 W, 35° S—12 N), (5)

South America (77-39W, 35° S-10 N), (6) the Atlantic Ocean (3BW-8° E, 30° S—3’ N), (7) northern Africa (18W-48 E, 3-25 N),

(8) southern Africa (10-48E, 30° S—-3 N), (9) the Indian Ocean (52-10&, 40-9 S), (10) Southeast Asia (95-148, & S-26 N), and

(11) Australia (112—-15%4E, 40-12 S) analyzed from the data assimilation (black) and estimated from the model simulation (red). The total
annual values (in Tg N)Trl) are displayed in each panel. Results for all land areas and for all the oceans are also plotted.

assimilation further increases the lower tropospheric sourcesast Asia {0.74 km), Australia £0.41 km), and southern

by a factor of up to two. A roughly twofold increase in the Africa (—0.38 km), whereas the changes are small over North
upper tropospheric sources occurs over the Pacific. In the amAmerica and northern Eurasia. Over the oceans, and in par-
nual and global mean, the LNGources over the oceans are ticular over the tropical western Pacific, the peak height is
increased by 40-50% in the lower troposphere and by upsubstantially lowered by about 1.2 km.

to 65 % in the upper troposphere. We note that errors in the

OMI tropospheric N@ column retrievals could cause large 4.4 Relative contributions of individual assimilated
uncertainties in the analyzed LN@ources over the oceans, data sets

as will be discussed in Sect. 6.1.1.

Table 3 summarizes the altitude (in km) with maximum The effects of individual assimilated data sets on the esti-
LNOy emission (i.e., source peak height). The predictedmated LNQ sources were evaluated through observing sys-
source peak heights of the regional sources over land mostl{em experiments (OSEs) by separately assimilating each data
range from 5km to 12 km but exceed 13 km locally over cen-set with CHASER-DAS (Fig. 9). The assimilation of OMI
tral Africa and central America. Data assimilation generally NO2 measurements dominates the overall structure of the to-
lowers the regional mean peak source heights, with large detal analysis increment. The spatial distribution in the monthly
creases at low latitudes over land. Substantial decreases ifean analysis increment of the source column reveals a high

the peak heights of the annual sources occur over Southcorrelation between the full assimilation and the OSE with
OMI measurements (= 0.55-0.60). This demonstrates the
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Table 3. The regional averages of the mean altitude (in km) with PITT CO data changes the free tropospheric OH concen-
maximum annual LN@ emission (i.e., source peak height) esti- tration by up to 5%, corresponding to an increase of about
mated from the CTM simulation and the data assimilation and the25 94 in the annual NH total CO emissions (Miyazaki et al.,
corresponding analysis increments (the data assimilation minus the123), which changed the monthly global LiN§burce by
simulation). The definitions of the regions are the same as for Fig. 7up to 5% in combination with the other satellite data sets.
except for the tropical western Pacific (130-1651-18 N). Grid o ginitaneous assimilation also has the ability to con-
points without any LNQ sources or with peak height for pressures strain ozone production efficiencies (OPE) through thg NO
higher than 850 hPa are removed from the average in order to mea- . - . .
sure the upper tropospheric peak height. CO-OH-QO; set of chem|pal rgactlons, vyh|ph ‘may improve
the LNGQy source estimation with the assimilation of TEG O
data. Detailed analyses are required to measure the impact of
' the simultaneous assimilation on OPE.

North America 782 7.85 +0.03 In most previous studies, NOmeasurements were used

CTM  Assim Increment

Eur?ﬁe Eurasi 557329 555:?9 _O'ilg' to optimize only the LNQ production. In this case, the
orern turasia ' : accuracy of the LN source estimates is negatively af-
Tropical western Pacific  11.15 996 -1.19 . . .
South America 997 983 _014 fected by various sources of error, including the surfacg NO
Northern Africa 11.00 1083 017 and CO emissions and inflows from the stratosphere. We
Southern Africa 9.36 8.98 _0.38 found differences reaching about 50 % on the regional scale
Southeast Asia 1151 10.77 —0.74 when comparing the multi-species assimilation and a simpler
Australia 8.01 7.60 -0.41 LNOy source (i.e., single-parameter) inversion derived from

NO, measurements only. The single-parameter approach

tends to have larger sources (e.g., the estimated globakLNO

source was 8.89 TgNy# for January and 12.8 TgNy# for

dominant role of the OMI N@retrievals in determining the July) because of the analysis increment introduced to com-

LNOy source distribution in the analysis. pensate for other sources of error. Miyazaki and Eskes (2013)
The measurements of species other than BISo provide  showed that the a priori surface M®@missions are possibly

important constraints on the global source estimation. Theunderestimated by up to 67 % on the regional scale. The sim-

assimilated data sets all have an impact on the global sourcelated @Q concentrations in the stratosphere are also biased

analysis, but with different contributions from individual data (Miyazaki et al., 2012a). These sources of error lead to an

sets, as summarized in Table 4. The vertical and latitudinakxcessive model-observation mismatch in the LNOGurce

structure of the analysis increments obtained from the asinversion. Note that, because of the short assimilation cycle

similation of MLS G; and HNG; data are generally similar  (i.e., 100 min), the LNQ source can be frequently and con-

(Fig. 9), revealing consistent constraints from data sets gathtinuously increased to compensate for persistent model er-

ered for different species but with the same instrument. Inrors. This situation may cause larger LN®ources in our

contrast, the respective corrections from MLS &d TES  estimates compared to those with a longer (e.g., one month)

Os measurements show differences in magnitude and distriassimilation cycle, especially when only LNGources are

bution. This arises from differences between the two sets obptimized.

measurements in the coverage, vertical sensitivity, and sys-

tematic error. The negative analysis increments in the upper

tropospheric LNQ sources obtained from the assimilation of 5  Tropical regions

TES O; data likely arise from the TES negative bias (up to

20 %) from the upper troposphere to the lower stratosphere ightning strongly influences the £production and chem-

in the southern subtropics (see, e.g., Nassar et al., 2008jstry, especially in the tropical troposphere, as discussed in

whereas those in the northern mid-latitudes may be associSect. 3.2.2 and suggested by Sauvage et al. (2007a). Light-

ated with the positive bias in the simulated Miyazaki et ning activity and surface NQsources differ considerably

al., 2012a). among the tropical regions, reflecting variations in the me-
The influences measured by the OSEs mostly reflect theeorological conditions, including cumulus convection activ-

effect of direct source optimization through the backgroundity. This section demonstrates the ability of CHASER-DAS

error covariance. In addition, each retrieval indirectly affectsto analyze the LNQsources and @distributions in several

the source estimation through adjustments made to the variropical regions.

ous concentration fields. For instance, the assimilation of the

MLS retrievals corrects the concentrations of &€nd NG, 5.1 Validation of tropospheric ozone

species in the stratosphere, which has the potential to im-

prove the modeled impact of stratospheric air on tropospheridhe validation of ozone profiles provides useful information

concentrations and benefits the source estimate derived fromn the performance of the LNGsource estimation because

tropospheric column. Furthermore, the assimilation of MO- of the strong chemical links between the LN6burces and
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Fig. 8. Similar to Fig. 7, but shows for the vertical profile of the annual mean a priori (black) and a posteriori (reg)sohif@es (left panels)
and the seasonal variation of the monthly mean vertical profile of the a posteriosj bice (right panels) in pptvday.
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Fig. 9. Latitude-pressure cross-sections of the monthly mean analysis increment (the assimilation minus the CTM simulation) fog the LNO
source (in pptvday?) obtained from assimilation of (left panels) all the data, (2nd from left panels) T&E®&@, (center panels) OMI NO

data, (2nd from right panels) MLS{ata, and (right panels) MLS HN{Qlata in (top row) January 2007 and (bottom row) July 2007. The
interval of the contour lines is 10 pptv da.
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Table 4. The monthly LNQ sources (in Tg N) for the Northern Hemisphere (NH, 20480, the tropics (TR, 20S-20 N), the Southern
Hemisphere (SH, 90-2(), and the globe (GL, 366—9C N) as obtained from the CTM simulation, the OSEs with TES OMI NO»,

MLS Oz, and MLS HNQ; observations, and from the assimilation of all the data sets. Also shown are results for data assimilation that
optimize a height-independent LNGource scale factor (2-D). Standard deviations obtained from all the data assimilation estimates are also
listed.

Jan \ Jul

NH TR SH GL|NH TR SH GL
CTM 058 282 095 434317 241 031 5.89
TES O3 0.64 234 101 404 321 321 034 6.76
OMINO, 078 325 120 522399 351 051 801
MLS O3 0.74 489 121 6.84 482 469 031 9.83
MLS HNO3 0.82 4.89 189 75§ 433 366 0.31 8.30
ALL 0.78 399 139 6.15 469 299 050 8.8
TES Q; (2-D) 0.72 335 167 575494 374 037 905
OMINOy(2-D) 078 3.29 112 51§ 286 354 049 6.89
MLS Os (2-D) 0.85 3.92 107 585546 410 037 9.92
MLSHNO3z (2-D) 0.74 3.66 1.34 575 3.93 280 033 7.07
ALL (2-D) 0.84 356 1.23 563 3.00 314 051 6.65
Standard dev. 0.07 0.77 028 0960.89 056 0.09 123

the G; concentration, which influence the simultaneous op-model errors are also found over the western Atlantic, where
timization in the data assimilation. Figure 10 shows a com-the simulated ozone is too low in January and too high in
parison of modeled and analyzed verticaJ @rofiles with ~ July. Data assimilation mitigates these errors, removing most
the ozonesonde observations taken at five tropical SHADOZf the bias and reducing the global RMSE by 20-30 %. The
sites. The assimilation removes most of the lilas in the  improved agreement with TOC data is mainly attributed to
upper troposphere when the predicted lightning activity isthe assimilation of TES (Miyazaki et al., 2012a). Because
maximal; namely, from June to August over Costa Rica,lightning substantially influences the amount of @ the
from December to February over Irene, and from Septem-ropics, and because the data assimilation simultaneously op-
ber to November over American Samoa. Data assimilationtimizes the @ and the LNQ source, significantly improved
also removed most of the free tropospheric negative biaggreement with independent ozone observations gives confi-
over San Cristobal throughout the year and over Ascensiomence in the performance of the LN®stimates.
from December to February and from September to Novem-
ber. Sauvage et al. (2007b) suggested great lightning con5.2 The tropical western Pacific
tributions to G concentrations over the tropical Atlantic.
Conversely, the assimilation does not obviously improve theThe tropical western Pacific is a region with active cumulus
lower tropospheric @ Ozonesonde observations from 39 lo- convection, which substantially influences the vertical pro-
cations (9 locations in the tropics) have been used to validatdile of chemical compounds. The warm sea surface and high
the global ozone profiles (see Sect. 6.3). In the tropics, theconvective available potential energy (CAPE) activate verti-
data assimilation reduces the mean ozone concentration biasal uplifting and lightning, especially over the maritime con-
by 11% in the lower troposphere (750-450 hPa), by 63 %tinent. The parameterization for the flash rate estimation as-
in the middle troposphere (450-200 hPa), and by 79 % in thesumes that the meteorological fields in the model represent
upper troposphere (200-90 hPa) in January. Similarimprovethe deep convection that generates lightning. Large uncer-
ments were reported before by Miyazaki et al. (2012a). tainties in the LNQ sources are expected over the tropical
Table 5 summarizes the validation results of the monthlywestern Pacific because of errors in the tropical Pacific ITCZ
mean tropospheric ozone column (TOC) against the MLScumulus clouds simulated by the AGCM (Emori et al., 2005).
and OMI measurements in the tropics. The general spatial Figure 11 shows the regional distribution of total cloud
structures observed are well captured by both the simulatiorfraction and tropospheric concentrations of Nabd G over
and the assimilation, as confirmed by the high spatial corthe tropical western Pacific in mid-August. Compared to
relation ¢ = 0.85-0.92). The CTM simulation overestimates the OMI cloud data, the AGCM shows systematic errors in
the TOC in the northern subtropics, especially over north-the location and total cloud fraction of the ITCZ. Although
ern Africa, India, and eastern Asia (figure not shown). Largethe meteorological conditions in the AGCM are nudged
toward the NCEP-II reanalysis, the use of the cumulus
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Fig. 10. Vertical O3 profiles (in ppbv) obtained from ozonesondes (black), the CTM simulation (blue), and the data assimilation (red) for
Costa Rica (left panels), Irene in South Africa (2nd from left panels), American Samoa (center panels), San Cristobal in Ecuador (2nd from
right panels), and Ascension in the tropical Atlantic (right panels) during December—February (DJF, top row), March—-May (MAM, 2nd from
top row), June—August (JJA, 2nd from bottom row), and September—November (SON, bottom row) in 2007. The error bars represent the
standard deviation of all the data within one bin.

parameterization causes a large uncertainty in the simulatedata assimilation removes most of the bias. Agreements with

cloud and LNQ source structures. Accurate simulations of TES G; fields are also greatly improved by data assimilation,

the cloud position are important to properly distribute the despite the sparse coverage of the TES measurements. Be-

LNOy sources, while errors in the simulated cloud top heightcause of the simultaneous optimization of the LNSDdurces

lead to uncertainties in the total source strength. The regionahnd these chemical concentrations, the improvements sug-

mean strength of the LNQsources is increased by a factor gest that the regional total LNGsources are reasonably es-

of two due to data assimilation, but the spatial distribution istimated by data assimilation. In contrast, to better represent

only slightly modified because of the sparse coverage of theéhe observed fine structure associated with individual occur-

observations and large uncertainty in individual data. rences of cloud, a high-resolution model is required. This is
The analyzed N@ and & concentrations show better discussed further in Sect. 6.1.2.

agreements with the observations (Fig. 11) because of the si-

multaneous data assimilation. The simulation underestimates

the regional mean N@concentration in the upper tropo-

sphere by 65 % compared to the OMI Ne@trieval, whereas
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Table 5. The spatial correlation (corr), mean difference (bias), and mean root-mean-square error (RMSE) of the three-monthly mean tropo-
spheric G columns (TOCs) for the OMI/MLS data of December—February (DJF) and June—August (JJA) in 2007. The results of the CTM
simulation and data assimilation are shown for the latitude baf@&38C N for the globe (180W-18C E), Africa (15 W-5C E), India

(50-90 E), the maritime continent (90-12&), Pacific (140 E-80° W), South America (80—-40W), and Atlantic (40—-1%W).

DJF | JIA
Corr Bias RMSE\ Corr Bias RMSE
Globe CTM 0.85 1.92 4.13 0.92 1.41 3.26

Assim. 0.86 —-0.55 2.85| 0.92 0.19 2.59

Africa CT™M 0.65 3.26 22.22| 0.88 3.54 18.91
Assim.  0.75 0.78 6.9 0.84 2.92 15.64

India CT™ 0.83 215 24.39 0.96 291 16.28
Assim.  0.84 0.25 8.67 0.95 1.03 4.67

Maritime CTM 0.88 1.23 14.2% 0.96 1.49 8.38

continent Assim. 0.87 0.00 578094 -1.03 5.52

Pacific CT™M 0.89 0.27 9.83 0.96 -0.15 8.41
Assim. 0.89 —-1.35 8.24| 097 -1.67 4.92

South CTM 0.80 3.36 15.8T 0.61 1.18 13.98

America  Assim. 0.75 -0.13 5.32| 0.81 0.12 6.46

Atlantic CT™M 0.01 4.10 25.64 0.74 191 8.18
Assim.  0.32 0.62 5.42 0.83 1.56 5.84

5.3 Central Africa and the Q variations. The assimilation of TES data modifies
the G distribution around the African monsoon circulation,
Africa is the region with the strongest lightning activity and Whereas the assimilation of MLS observations improves the
the largest source of biomass burning over the globe (e_g_stratosphenc inflow (figure notshown). A35|mllat|on ofMQ-
Christian et al., 2003). In this region, large uncertainties inPITT and OMI measurements provides important constraints
the simulated cumulus cloud and biomass burning activity®" the OH fields and chemicalg(production. These case
are expected, as suggested by Emori et al. (2005) and Stroﬁ-tUd'eS demc_)n.f,tra_\te once more the utility of the simultane-
piana et al. (2010), respectively, which will cause errors inOUS data assimilation for regional process studies.
the predicted LNQ sources and chemical concentrations.
NO> concentrations exhibit distinct vertical and latitudinal
variations over western Africa (Fig. 12). These variations
are producgd_by various factors such as con_vecti_ve upliftingg 1 Uncertainty of the LNOy source estimate
stratospheric inflows, surface sources, and lightning sources.
The lower tropospheric N concentrations are maximal 6.1.1 Systematic satellite observation errors
over northern (around 5-201) and central (15S—Equator)
Africa, owing to in situ emissions from biomass burning. In The quality of the assimilated measurements largely influ-
the upper troposphere, strong LN®ources cause a max- ences the LNQ source uncertainty. Boersma et al. (2011)
imum NO, concentration over northern Africa (5-1N). showed that the different OMI Nfxetrievals have biases up
Data assimilation increases the surfaceyNgnissions over  to 40 % because of errors in the retrieval processes. Although
northern and central Africa by up to 90% and the LNO this study uses the latest improved retrievals, systematic er-
source over northern Africa by about 50 %, which acts torors will still be present in the retrievals. We performed a sen-
strengthen the local maximum in N@oncentrations. sitivity experiment by adding an artificial positive bias of
The tropospheric @distributions also show distinct vari- 15 % to the OMI NQ retrievals. This increased the monthly
ations over central Africa. The surface N@nd CO emis- regional and global LNQ sources by up to 14% and 3%,
sions and LN@ sources lead to ©production, whereas respectively, as summarized in Table 6. It is emphasized that
the inflows from the stratosphere along the subtropical jelow NO, concentrations over the oceans are mostly smaller
stream predominantly determine the latitudingh@riations  than the OMI noise level. Errors related to the separation of
in the upper troposphere. The multi-species data assimilastratospheric and tropospheric W@ould also cause errors
tion provides comprehensive constraints on these processeas the OMI tropospheric N@ column retrievals (Lamsal et

Discussion
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Fig. 11. Spatial distributions of tropospheric NGolumn concentration (upper panels12fnoleccnt?2), O3 concentration at 300 hPa
(middle panels, in ppbv), and cloud fraction (lower panels) over the western Pacific. Each is averaged over 14—21 August 2007. §-or the NO
and Q; concentrations, the results obtained from the OMI and TES satellite retrievals (left panels), the CTM simulation (center panels),
and the data assimilation (right panels) are shown. For the cloud fraction, the results obtained from the OMI retrievals (left) and the GCM
simulation (right) are shown. The numbers in brackets represent the regional mean value for each plot.

al., 2010; Boersma et al., 2011). These may cause large umesult of this experiment suggests that such a bias in TES O
certainties in the analyzed LNQources, especially over the increases the estimated monthly global LN§durce by up
oceans. to 14 % (Table 6). Implementing a reasonable bias correction
Any bias in the measurements of species other thap NO scheme for individual retrievals is therefore clearly important
also affects the quality of the sources estimated in the simul{o obtain unbiased source estimates.
taneous assimilation framework. TES @ata are known to The presence of clouds influences both the quality and sen-
have positive biases in the upper troposphere compared tsitivity of the satellite retrievals. The retrieval uncertainty is
ozonesonde observations (Worden et al., 2007; Nassar et aincreased by errors related to cloud fraction, while the re-
2008). A sensitivity experiment was performed in which trieval sensitivity at cloud top or above is enhanced by mul-
a bias correction for TES $data was applied. This con- tiple scattering and the high albedo (Boersma et al., 2005).
sisted of a uniform 3.3 ppbv above 500 hPa and 6.5 ppbv bekn situations of high cloud with strong lightning activity,
low 500 hPa, as recommended by Worden et al. (2009). The large fraction of the LNQ reaches the top and anvil of
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Fig. 12. Latitude-pressure cross-section of the longitudinal-mea&3(° E) of the LNG, source (upper, in pptvda)}), NO, concentra-

tion (middle, in pptv), and @concentration (lower, ppbv) over Africa. The results obtained from the CTM simulation (center) and analyzed
from the data assimilation (right) are presented. The lower left panel shows the result obtained from the TES measuregrentdentba-

tion. Also shown are the latitudinal distributions of (upper left panel) the longitudinal-mean surface emissiong(of Np 11 kg m_zs_l)

as obtained from the a priori emissions constructed based on the EDGAR 4.2, the GFED 3.1, and the GEIA inventories (see text in Sect.
3.1.1) (blue line) and analyzed from the data assimilation (red line) and (center left panel) the longitudinal-mean troposptelieriie

(in 10t° moleccm‘z) as obtained from the OMI measurements (black line), the CTM simulation (blue line), and analyzed from the data
assimilation (red line). The vectors represent meridional-vertical winds. Each is averaged over 10-20 July 2007.

the cloud (Ridley et al., 1996). The LNQroduced can re- periment was performed in which cloud-covered OMI NO
side above the cloud for several days because of the longbservations were removed when the cloud radiance frac-
lifetime of NO in the upper troposphere, and the enhancedtion is larger than 50 %. This experiment confirmed that the
concentrations may be detected by remote observations. Fucloud-covered data have an impact on the LNfOurce es-
thermore, an instrument like OMI is sensitive to Nid the  timation, as summarized in Table 6 and depicted in Fig. 13.
upper part of thunderstorm clouds. In most previous studiesThe large changes associated with the cloud-covered data are
however, cloud-covered observations were simply ignored tdound above roughly 450 hPa in the tropics and in the NH,
avoid anticipated retrieval complications. A sensitivity ex- with source increases up to about 40 % in the NH subtropical
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Table 6. Similar to Table 4, but lists the LNPsources obtained from the control data assimilation run (control), with a 15 % addition of
artificial OMI NO» bias (w/ OMI bias), with the TES @bias correction (TES bias correction), without the OMI cloud-covered observations
(w/o OMI cloud), with the SST data for 1997 (year 1997 SST), with 20 % increases in the convective mass flux (+20 % convection), with
20 % increases in the a priori errors of the LjN&burce and the surface N@missions (+20 % LNQa priori error and +20 % SNga priori

error), and with 15 % increases in the a priori values of the kN@urces (+15 % LN@a priori source). The total bias due to all terms is
computed as a random addition of the individual biases. See the text for detalils.

Jan \ Jul
NH TR SH GL \ NH TR SH GL
Control 0.78 399 1.39 6.1$ 469 299 050 8.18
w/ OMI bias 0.87 397 146 631461 3.08 050 8.18
TES bias correction 0.68 379 136 58%#.19 274 029 7.21
w/o cloud OMI 0.76 4.04 131 6.094.13 289 0.29 7.33
year 1997 SST 0.76 389 137 6.034.71 3.06 051 8.26
+20 % convection 0.80 3.76 1.37 5.894.27 299 0.50 8.09

+20 % LNGQ a priori error 083 375 132 590459 293 051 8.03
+20% SNQ a priori error 0.81 377 127 585458 283 050 7.90
+15% LNOy a priori source  0.83 4.10 1.48 6.41529 3.16 0.57 9.02

Total bias 0.16 0.47 0.20 0.6f51.06 0.38 031 158

upper troposphere in July. The global LNGource is in-  simultaneously. In a parameter inversion that optimizes the
creased by 12 % in July when cloud-covered observations areNOy sources only, the analysis increments will compensate
used. These results imply that cloud-covered OMI)Nfata  for errors that occur not only in the LNGources but also in
contain important information on the LNGource amounts the other sources and species concentrations. This will result
above and inside clouds. However, errors in the simulatedn overcorrections in the LNQsource estimation. Despite
cloud profiles (cf., Fig. 11) and in the retrieved cloud-altitude this advantage of the simultaneous assimilation of multiple
dependent averaging kernels may cause biases in the cloudatellite data sets, sources of error will remain because the
scene analysis. satellite data do not fully constrain the model. Possible sys-
The lifetimes of NQ, HNOs, and G are much longer tematic error sources are discussed below.
in the upper troposphere than in the lower troposphere, and Cumulus convection plays an important role in determin-
also the satellite observations (e.g., TES, MLS, and cloud-ing the vertical profile of chemical concentrations. Because
covered OMI observations) show a higher sensitivity in thethe NG, chemical lifetime in the troposphere depends on al-
middle to upper troposphere. This situation also helps to protitude (i.e., longer at higher altitude), cumulus convection af-
vide constraints on the LNGsource far from the convective fects the total amount of NCOn the troposphere and, accord-
clouds that produced the LNOThe large spread of the dif- ingly, NOy source inversion. However, the cumulus parame-
ferent estimates indicates that estimates of the kN@urce terization is highly uncertain and leads to systematic errors
distribution and the global LNQsource amount are highly in the simulated clouds (e.g., Emori et al., 2005). A sensi-
sensitive to the satellite data used. Subsequent use of netivity experiment in which the convective mass flux from the
measurements is expected to influence the source estimatia@umulus parameterization was increased by 20 % resulted in

to a considerable degree. a variation of up to 6% in the tropical LNOsources (Ta-
ble 6). The high sensitivity of the LNOsource estimation to
6.1.2 Systematic model errors model convection is commonly reported by Lin (2012).

The model also shows systematic errors in the location of

The mismatch between the simulated and observed conceffmulus clouds (cf., Fig. 11). An accurate determination of
trations is partly caused by various sources of error in thecloud positions is important for analyzing the LiN®ource
model. For instance, errors in the lifetime of NGhe emis-  Patterns. The location of the ITCZ clouds is sensitive to sea
sions of 0zone precursors, the inflows from the stratospheresurface temperature (SST) in the GCM simulation. A sensi-
and the parameterization of convective transport will dom-tivity experiment using the SST data set obtained for 1997
inate the mismatch and thus may have an impact on théa strong El Nifio year) showed a variation of up to 4% in
quality of the LNG, source estimation (e.g., Jourdain et al., the global LNG estimates (Table 6). The impact of chang-
2010). As suggested in Sect. 4.4, the use of multiple data se#§d the SST data was different for different regions; e.g., the
causes the analysis increment of the LN&urces to be- LNOy sources over the Pacific increased by 14 % in January.
come smaller because several sources of error are corrected
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Fig. 13.Latitude-pressure cross-section of the LiN€durce differences between the data assimilations with and without (with minus without)
the cloud-covered OMI N@observations (in pptvdayt) for January and July in 2007. The increases and decreases in the source due to
assimilation of the cloud-covered observations correspond to positive and negative values represented by red and blue, respectively.

(a) NO production: LIS/OTD flash This indicates that the uncertainty in the LN@stimate due
! to errors in the simulated clouds is significant.

The satellite measurements used in our analysis contain
limited information to constrain the influences of model er-
rors due to fast chemistry (e.g., determines the N ra-
tio) and transient transport processes (e.g., due to convection
and boundary layer mixing). On the basis of a comparison
° with aircraft measurements, Miyazaki et al. (2012b) implied
that the NQ/NO ratio in the free troposphere over Mex-
ico is not realistically represented even when observations
of multiple species are assimilated. Accordingly, changes in
the chemical scheme are expected to affect the estimated
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Tt 2 o o A A S o e sources. For instance, Stavrakou et al. (2013) demonstrated
[moINO/flash] the strong effect of NQ loss uncertainties on top-down
(b) NO production: Model flash NOy source inversion by using several different chemical

schemes. In addition, the diurnal variations of lightning ac-
tivity are determined with the aid of the parameterization in
the model, since the assimilated measurements provide con-
straints mainly around noon. Although the departures (obser-
vation minus forecast) reflect model errors accumulated over
a period of several days, because of the long lifetime of the
chemical constituents in the upper troposphere, errors in the
simulated diurnal variability in the chemical concentrations
and in the lightning activity will lead to large uncertainties in
the source estimate.
The actual spatiotemporal scale of lightning activity is typ-
0 150 200 250 300 3 [om(;‘IN%/fT;s%] 500 550 600 €50 700 ically much smaller than the model resolution. A finer resolu-
tion model is required to capture the influences of lightning
Fig. 14. Global distributions of the NO production efficiency and atmospheric transport on the scale of individual clouds
(moINOflastrl) estimated from the annual total LNGsources  and efficiently assimilate fine-scale retrievals. We confirmed
analyzed from data assimilation for 2007 with) the LIS/OTD that, in comparison with the GCM simulation, the high-
HRMC flash climatology data (Cecil et al., 2014), and withthe  resolution Weather Research and Forecasting model (WRF-
modelnflash rate for 2007. The results(a) are shown for the re- ARW) version 3.4.1 (Skamarock et al., 2008) with 3 km hor-
glongwth tlhe obsgrved anqugl flash rates of_ greater than 0.44 flashgs o il grid spacing and without any cumulus convection pa-
km™=yr== to avoid unrealistically large estimates. rameterization provides a better agreement with the satellite
observations in terms of the cloud distribution over the west-
ern Pacific, by better representing the small-scale cloud and
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wind structures (figure not shown). Data assimilation with is related to the vertical sensitivity of the assimilated mea-
high-resolution models are expected to improve the KNO surements. Retrievals with a strongly varying vertical sen-
source estimate. Although the aircraft N@®missions likely  sitivity will help to separate the surface and LN®ources
have relatively small uncertainties (e.g., Wilkerson et al., more efficiently. A sensitivity experiment in which the a pri-
2010), the LNQ source estimates might be influenced by ori global total LNG source is increased by 15% demon-
errors in the aircraft emissions, especially along the majorstrates that the estimated LIN®ource amount is influenced

flight routes in the northern extratropics. by the a priori source setting (Table 6); the global a posteri-
ori LNOy sources are increased by 4 % in January and 10 %
6.1.3 Data assimilation error modeling in July. Further constraints from additional measurements or

longer assimilation cycles may be required to fully remove

x? diagnostic tests (e.g., Menard and Chang, 2000) are usethe a priori setting dependence.
to measure the data assimilation statistics. kKeis esti- The data assimilation employs a localization technique
mated from the ratio of the differences between the modeto avoid sampling errors caused by the limited ensemble
forecast and observations to the estimated background casize. The horizontal localization scalé)(of 600km ap-
variances. This measures whether the background covarplied in this study was optimized based on sensitivity exper-
ance matrix producing realistic errors. Thératio becomes iments on the basis of comparisons with independent obser
1 if the background error covariance matches the model-vations (Miyazaki et al., 2012a). In the upper troposphere,
observation differences. The annual megnwas about 1.2  the lifetimes of NO, HN@, and Q are generally longer than
for OMI NO,, 0.8 for TES @, 0.7 for MOPITT CO, 2.1 for  a day, and long-range transport of LN@an occur. A larger
MLS O3, and 1.6 for MLS HNQ, demonstrating that the localization length may be useful when satellite measure-
overall magnitude of the background error covariances araments detect aged LNQair. We confirmed that doubling
reasonably modeled in the data assimilation. The too lafge the localization scale (i.e., to 1200 km) changes the monthly
for the MLS data imply an overconfidence in the model, andglobal source by up to 12 %, but this generally degrades the
is largely attributed to the prescribed concentrations fgr O agreement with the independent observations, especially the
NOy, HNO3, and NOs above 20 km altitude in CHASER.  ozonesonde observations made in the lower and middle tro-

The mean analysis spread, as estimated by transformingosphere. Introducing an adaptive localization technique that
the background ensemble in the data assimilation (cf., Eqg. 4)considers the structures of the chemical lifetime and atmo-
is about 0.9 TgNyr?! for the annual global source strength. spheric circulation or increasing the ensemble size may be
This can be translated into an error estimate for the totaluseful to improve the efficiency with which remote observa-
yearly source. The LNQanalysis is obtained from informa- tions are used. The choice of the length of the data assim-
tion of roughly two weeks of measurements, as demonstratedation cycle could also influence the data assimilation re-
by the spin-up period of the assimilation (i.e., the spin-up pe-sult associated with distinct diurnal variations in tropospheric
riod was required to obtain a converged solution in the analy-chemistry.
sis). If we assume that individual two-weekly LN®stima-
tions are uncorrelated, then the impact of the analysis spreafl-1.4 Total systematic error

on the uncertainty in the total yearly LN@an be estimated

as 09/+/24 TgNyrL, or about 0.2 TgNyr. This contribu- The total error on the estimate of the LiN®Gource will be
tion is insignificant in comparison to other error terms dis- dominated by systematic errors such as the ones discussed

cussed in this section. above. The uncertainty caused by the ensemble spread was

Although both the analysis mean and spread fields are upf0Und to be small compared to the numbers given in Table 6.
rom the systematic satellite and model uncertainties listed

dated by the data assimilation, the a priori error assumptior]: - . N
may influence the analysis results. In our study, the a priori" Table 6 we obtain an error estimate of about 1 TgNyr
error was set to 60 % for the lightning source and 40 % for(0-7 in January, 1.6 in July), if we assume that the individ-

the surface emission. We confirmed that increasing the a prit@! Systematic error sources are uncorrelated. Apart from

ori error of one of the surface or lightning sources of NO these sensitivity experiments (summgrized in Table 6), sev-
by 20 % changes the global estimate of Li\&@urces by not eral other sources of error may be introduced. In particu-
more than a few percent, demonstrating the robustness of tH@" Stavrakou et al. (2013) claimed that the uncertainty in

source analysis (Table 6). On the regional scale, however, thi1€ 10SS processes is very large for};\l@esulting in a fac-
impact is no longer negligible. For instance, over the tropi- {r of 1.8 difference (3.3-5.9 TgNyr) between upper and

cal biomass burning regions and the mid-latitude polluted re/OWer estimates of the LNOsource. This would translate
to an error bar of about 1 TgNyt. If this is added as

gions, the change in the a priori error influences the monthI)/n ) )
regional source by up to 7 %. Therefore, the estimated  NO &1 _independent source of error on top of the ones listed
sources could have large uncertainties, especially where th@ Table 6, the total srror bar would increase to about 1.4
surface emissions are large and variable. The a priori errof= v 1%+ 19) TgNyr—=.

dependence of the surface and LiN§burces in the analysis
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6.2 Implication for the parameterization of LNO 6.2.2 NQ production per flash and CG/IC ratio

6.2.1 Flash activity Even if the flash frequency could be predicted accurately by

i , . the model, an uncertainty in the amount of N@oduced per
With respect to the climatology based on satellite observasssh would lead to an error in the LNGource estimates.

tions, the scheme of Price and Rind (1992) overestimateGrpa annual global LN@ source from our estimates corre-
the flash activity over South America but underestimated tha%ponds to a mean NO production of about 350 molffash
over central Africa and over most of the tropical convergenceyyqad on the parameterized flash rate, as summarized in Ta-
ZOnes, as r(.aported In previous stL.1d|es (e.g., Allen and Pickp|e 7. Because errors in the parameterized flash rate influ-
ering, 2002; Labrador et al., 2005; Martin et al., 2007). BOC- g ce this estimation, we also use the LIS/OTD climatolog-
cippio (2002) also pointed out inconsistencies between thg.q| gpservations; a global mean NO production of about
scheme of Price and Rind (1992) and satellite observationg; g mo|fiash? is estimated using the flash observations.
over the oceans. The modeling of the flash rate may be impgq, these values are within the range of most other recent
proved by using a more advanced parameterization. HOWggtimates, as summarized in Table 8. For instance, Schu-
ever, Tost et al. (2007) concluded that the observed lightning,4nn and Huntrieser (2007) suggested a best estimate of
distributions were not even approximately reproduced With,5q moINOflash®. Ott et al. (2010) reported a mean value
any of_the lightning parar_neterizations based on either clo_ud-of 500 molflash! from a cloud-resolved modeling analysis
top height, updraft velocity, updraft mass flux, or convective u¢ mig-jatitude and sub-tropical storms. Hudman et al. (2007)
precipitation. , and Jourdain et al. (2010) showed, respectively, that a con-
Murray et al. (2012) demonstrated that applying monthly yjnental production rate of 500 or 520 mol NOflaghgives
scaling factors obtained from the LIS/OTD satellite instru- .o5<onable performance in a chemical simulation over the
ments improves the tropical ozone simulation. However, Weyiteq States. Boersma et al. (2005) used the Global Ozone
found that the simulated concentrations are only SlightlyMonitoring Experiment (GOME) N@ data and estimated
changed by scaling the global lightning flash count to the global LNG, source strength of 1.1-6.4 TgN¥r, imply-

climatological observations from the LIS/OTD. The satel- ing a production rate of 82—328 mol NO flashbased on the
lite observations cannot be used to adjust the detailed spatigl|g;oTp climatology.

structure of the flash frequency because of the small amount the amount of NQ produced per flash may not be con-
of coverage on a daily basis. On the other hand, an increasgant gver the globe. It varies with flash strength, extension,
in the annual LNQ amount from 4.7 to 6.3TgNY® IS he pranching, and other factors. Huntrieser et al. (2008)
obtained from assimilation but cannot simply be explainedg,ggested that tropical thunderstorms are less effective than
by a roughly 4-9%=7-12% minus 3 %) underestimation iy jatitude storms in LNQ production per flash due to

of the global lightning flash frequency as compared to thejqyer wind shears and smaller stroke lengths. Our analysis
cllmatololglcal observations (41.2 flasheSs.s. 44 or 46 ¢, July consistently reveals a large production per flash of
flashess™) and considering about 3 % lower flash frequency 430 3nd 350 mol of NO in the NH (20-90l) compared to

?n 2007 compared to the glimatology (cf., Sect. 3.2.1). Var- 360 and 240 mol of NO in the tropics (28—-20 N) based
ious factors, such as for instance the Nroduction per o, the parameterized flash rate and the LIS/OTD observa-
flash, are responsible for uncertainty in the LN€urce pa-  jons; respectively. There are also obvious regional differ-
rameterization. Meanwhile, the relative positive adjustmentyqg- e.g., a large production per flash of about 440 and
of the lightning source is larger over the oceans comparedzg are estimated for the northern Eurasia continent based
to land (58 % vs. 30%). This finding may indicate that the o, the parameterized flash rate and the LIS/OTD observa-
power 1.73 in the modeling of the height dependence of thgj,ns respectively, as summarized in Table 7 and shown in
lightning activity over ocean is underestimated in the Priceriq 14 The detailed spatial structures in the production effi-
and Rind (1992) approach. We note that comparisons againgiencies estimated from the analyzed LN@urces and the
the LIS/OTD observations consistently reveal a larger un-gpcaned and the parameterized flash rates (Fig. 14) may re-

derestimation in the parameterized global flash rate over thgeqt not only variations in flash characteristics but also noises
oceans (about 27 %) than over land (about 5%). On the othegj errors in the assimilated and flash measurements (cf.,

hand, over the tropical oceans (Pacific, Atlantic, and Indiangect 6.1.2). Note that the local production efficiency esti-
oceans), the difference between the observed and the parariteq using the observed flash rate becomes unrealistically
eterized flash rate is relatively small, as summarized in Ta'large where the observed flash rate is much smaller than the
ble 7. This suggests that errors in the N@roduction effi-  ,qqe| flash rate (e.g., over most of the remote oceans).
ciency rather than those in the flash rate could be responsible 1o NO production efficiencies estimated using the sim-
for the large increase in the LNGsources over the tropical 5teq total LNQ sources and the simulated flash rate by
oceans. This will be further discussed in Sect. 6.2.2. the model parameterization (without any assimilation) are
about 20 % lower over land and about 11 % lower over the
oceans, compared with those estimated using the analyzed
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Table 7. The global and regional total flash rate (FR, flashégd ®stimated from the model parameterization (1st row) and the LIS/OTD
climatological observations (2nd row), and the NO production efficiency (NO prod., molNOfpsktimated from the total LNQsources

analyzed from data assimilation with the model flash rate (3rd row) and with the LIS/OTD observations (4th row). The NO production
efficiency predicted by the model, as estimated from the simulatedyL$¢@rces and the model flash rate, is also shown (5th row). The
definitions of the regions are same as for Fig. 7 and Table 1. The analysis results as measured from the LIS measurements for 2007 fol
regions within latitudes between 35 and 35 N are shown in brackets.

FR [flashess!] | NO prod. [moINOflash1]

Model LIS/OTD | Assim. w/ Assim.w/  Model

model FR  LIS/IOTD FR  Model

NH 12.7 12.6 351 353 256
TR 21.3 27.1(26.2) 377 296 (306) 285
SH 7.2 6.8 246 261 179
GL 41.2 46.5 347 308 258
Land 32.2 33.9 388 368 294
Ocean 9.1 12.5 201 145 128
North America 2.4 4.9 385 191 282
Europe 0.7 0.9 383 268 244
Northern Eurasia 2.8 2.2 443 574 311
Pacific 1.6 0.9(0.9) 268 460 (487) 143
South America 7.9 8.1(7.8 389 379 (394) 304
Atlantic Ocean 0.3 0.3(0.3 194 215 (194) 117
Northern Africa 5.0 6.2 (6.0) 364 393 (304) 288
Southern Africa 4.3 7.7(75 399 224 (228) 306
Indian Ocean 0.5 0.1 196 883 121
Southeast Asia 3.0 4.5 (3.9) 363 224 (280) 280
Australia 1.5 2.0 270 202 226

LNOy sources and the flash observations. The obtained reinsights may be obtained with observations that are higher
sults imply general underestimations in the N@oduction  in accuracy, density, and vertical resolution.

efficiency simulated by the model, although there are ob-

vious regional differences in the estimates (Table 7). Theg 5 3 The C-shaped vertical profile

underestimation could be attributed to errors either in the

parameterized IC/CG flash ratio (cf., Eq. 5) or in the 25" The assumption of a C-shaped vertical profile as proposed by
sumptions on the production efficiency of IC and CG ﬂaSheSPickering et al. (1998) implies that a majority of the LNO

(cf., Sect. 3.2.1). Detailed analyses of individual storms with. tinth i h hil d .
a high-resolution model are required to provide further in- IS present in the upper troposphere, while a secondary maxi-

sights into the NO production efficiency for individual cases. gumdo;;curs N tlh? bound?ryllayer as ? r(tars]utlttcr)]f dcc:)wrr:drafts.
A large uncertainty remains regarding the ratio of ur data assimiiation analysis suggests that the L-shape as-

NOy production per flash by IC and CG flashes. Fol sumption underestimates the source strength in the middle
X : -
lowing Price et al. (1997), a lightning NO production and upper troposphere over land. Ott et al. (2010) reported

of 1100 mokCGflash—2 and 110 mofiCflash—! was as- a consistent result from analyses of a cloud-scale chemical
transport model. They also suggested that the upper tropo-

sumed in the parameterization. However, it has been sug- heri X LN be located oo hiah b
gested that the ratio should be closerto 1 thanto 10 (Gallardt?p eric maximum in LN¢mass may be located too high be-

and Cooray, 1996: Fehr et al., 2004; DeCaria et al., 2005), alcause of the C-shape assumption at mid-latitudes. Our analy-

though a more recent estimate by Koshak et al (2014) showeéis also revealed that the peak source heighF is overestimated
the ratio to be closer to 10. We attempted to optimize the y up to about 1km over land a_nd th_e tropical aceans. Ott
production per flash parameters separately for IG and Ccft al. (.201(.)) sugges?ed that the simplified treatment of kNQ
flashes from the multi-species data assimilation but could nofjmd wind fields by Pickering et al. (1998) will cause errors in

find any significant differences between the two parameteréh(\a/\yhert'ct""hI LNl?( sou:_ce pToflle. traint insufficient to ad
in the analysis. The observational constraints still seem in- en the observational constraints are insufticient to ad-

. L . just the vertical profiles, changes in a priori LN®ource
sufficient for optimizing such detailed parameters. Furtherprofiles (e.g., from the profiles of Pickering et al. (1998) to

those of Ott et al., 2010) or changes in the vertical structure
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Table 8. A comparison of estimates of NCamount produced per flash (molNOflash, adapted from Peterson and Beasley (2011) and
Koshak et al. (2014).

First author  Year Methodology  Moles/flash
Levine 1981 Laboratory 8.30
Kumar 1995 Field study 8.30
Dawson 1980 Theoretical 13.28
Beirle 2010 Satellite 16.61
Tuck 1976 Theoretical 18.27
Hill 1980 Theoretical 19.93
Koshak 2010 Theoretical 23.40
Cooray 2009 Theoretical 33.21
Lawrence 1995 Review 38.19
Nesbitt 2000 Field study 44.25
Huntrieser 2002 Field study 44.84
Wang 1998 Laboratory 51.48
Peyrous 1982 Laboratory 53.14
Ridley 2004 Field study 53.14
Beirle 2006 Satellite 89.67
Koshak 2014 Theoretical 101.17
Sisterson 1990 Theoretical 136.17
Noxon 1976 Field study 166.06
Chameides 1977 Theoretical 166.06
Kowalczyk 1982 Theoretical 166.06
Bucsela 2010 Satellite 174.36
Schumann 2007 Review 249.09
Huntrieser 2011 Field study 250.00
DeCaria 2000 Theoretical 258.39
Miyazaki (This study)  Satellite 307.55
Fehr 2004 Field study 348.72
Rahman 2007 Field study 398.54
Chameides 1979 Theoretical 415.14
DeCaria 2005 Theoretical 460.00
Martini 2011 Theoretical 480.88
Hudman 2007 Theoretical 500.00
Ott 2010 Theoretical 500.00
Jourdain 2010 Theoretical 520.00
Drapcho 1983 Field study 664.23
Franzblau 1989 Field study 4981.73

of the covariance matrix will affect the analyzed profiles. discrepancy, especially when TES @ata are assimilated.
The robustness of the analyzed vertical profile of the kNO In the height-dependent analysis, it was estimated that the
source in the assimilation was evaluated with an assimilationTES data assimilation mostly decreases the LNOurces
sensitivity experiment that optimized height-independentin the upper troposphere (cf., Fig. 9). In contrast, in the
source scaling factors for each grid point. Compared toheight-independent analysis, the LN€burces are increased
the height-independent analysis, the height-dependent anathroughout the troposphere because positive increments ob-
ysis (i.e., the standard data assimilation) produces sourcesined by the constraints in the middle troposphere mostly
larger by 24 % at 300 hPa in January, and sources smalledominate the total adjustment. These results demonstrate the
by 14% at 200hPa in July in the tropics (Z8-20 N) capability of the simultaneous assimilation of multiple data
for grid points with the LNQ source column greater than sets to modify the vertical source shape.

5x 10~ ®kgm2s1 (figure not shown). In both seasons, the

height-dependent analysis generally produces a lower peag.3 Validation using forward CTM simulations

height for the source in the upper troposphere. The global

sources also exhibit systematic differences between the asrhe Q; concentrations simulated using the estimated light-
similations with height-independent and height-dependenhing and surface sources in CHASER are used to indi-
source factors (Table 4). The two estimations show a largeectly validate the performance of the estimated sources,
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as summarized in Table 9. In the validation, the multipli- and region (cf., Table 7). Detailed comparisons on monthly
cation factors for the LNQ sources and the surface emis- and regional scales including those seasonal and interannual
sions estimated from the assimilation are used as inputs teariations remain an important topic for future studies.
forward CHASER simulations without adjusting the chem-

ical concentrations by assimilation. This validation demon-

strates the importance of correcting the Nédurces for re- 7 Conclusions

producing the @ fields. The validation is made when light-

ning is most active; e.g., for July in the NH and for Jan- The global source of lightning-produced NQLNOy) is es-
uary in the tropics and the SH. The ozonesonde observationgmated from an assimilation of multiple chemical species
from 39 locations were taken from the WOUDC/SHADOZ based on an ensemble Kalman filter approach NG,
database, as in Miyazaki et al. (2012a). By using the estiHNOs, and CO measurements obtained from multiple satel-
mated LNQ sources instead of the sources predicted by thdite instruments (OMI, MLS, TES, and MOPITT) provide
model parameterization, CHASER simulations showed im-comprehensive constraints on estimates of the global,LNO
proved agreement with independent global ozonesonde obsource. This approach has the potential to reduce the influ-
servations. The improved agreement includes 13 % reducence of model errors on the LNGource estimation by si-
tions in the negative bias in the middle/upper tropospheremultaneously optimizing various aspects of the chemical sys-
for the NH, 17 % reductions in the positive bias in the up- tem, including the surface emissions of f@nd CO as well

per troposphere for the tropics, and about 25-50 % reducas the concentrations of 35 chemical species. Errors in these
tions in the positive bias in the middle/upper troposphere formodel fields other than the LNGsources introduce addi-
the SH. The CHASER simulation showed further improved tional model—observation mismatches into the inversion and
agreement with the ozonesonde observations, by using thdegrade the LNQsource estimation. In most previous top-
surface NQ emission data from the multiple data assimi- down estimates, only LNQsources were optimized from
lation instead of the emission inventories, together with theNO, measurements. In such cases, the kNOurces may
estimated LNQ sources. This reduced the ozone bias in thebe overcorrected since analysis increments are introduced to
NH and the tropics throughout the troposphere. These resultsompensate for various sources of model error. Substantial
demonstrate the improved consistency of the concentrationdifferences in the estimated LNGources are obtained be-
and emissions through the multiple data sets assimilation antiveen the single-parameter (LNDinversion and the com-
confirm the quality of the estimated sources as inputs to CTMbined optimization of sources and concentrations, which em-
simulations. We note that the concentration adjustment byphasizes the ability of the assimilation system presented in
the simultaneous data assimilation play an important role inthis paper to improve the LNOsource estimation.

further improving the ozone fields especially in the uppertro- The assimilation provides substantial adjustments to the

posphere and the lower stratosphere. NOy sources both at the surface and in the middle—upper tro-
posphere because of the use of multiple satellite data sets
6.4 Comparisons with previous estimates with different vertical sensitivities, see Fig. 1. The relative

importance of the individual assimilated data sets varies with
Based on various estimation results, Schumann andeightand season, reflecting the measurement sensitivity and
Huntrieser (2007) have provided a best estimate df 5 itsrelationto lightning activity. The cloud-covered OMI NO
3TgNyr 1 for the annual global LN@source. Our estimate retrievals provide important constraints on the estimation of
of 6.3+ 1.4 TgNyr 1 is well within the range of the best es- the LNO, above, and inside the upper part of clouds, because
timate. This is small compared to recent estimates of the unef the enhanced measurement sensitivity of air masses trans-
certainty in the lightning sources (Schumann and Huntrieserported upward by the deep convection. TES and MLS mea-
2007). More recently, Murray et al. (2012) and Stavrakousurements add important constraints on the vertical profiles
et al. (2013) estimated a global annual LN®ource of  of the LNO, sources, especially in the upper troposphere.
6+0.5TgNyr 1 and 3.3-5.9 TgNyr!, respectively. These Regional studies of the atmosphere over Africa and the west-
estimates are also close to our estimate. The annual glob&rn Pacific demonstrated that the optimization of multiple
LNOy source from our estimates corresponds to a mean N@hemical aspects is a powerful approach for correcting vari-
production of about 310 molflash based on the LIS/IOTD ous processes controlling variations ig @nd NG.
climatological observations. This value is also within most The annual global LNQsource amount and NO produc-
of the recent estimates (cf., Table 8). In spite of the goodtion efficiency based on the LIS/OTD observations are es-
agreement in the estimates of the annual global source antimated by the assimilation system to be 6.3 TgNyand
the NO production efficiency, the lightning activity and the 310 molNOflash for 2007, respectively, which are within
LNOy source varies significantly with season and year (e.g.the ranges of recent values from top-down estimations and
Cecil et al., 2014), and differences will be more pronouncedcloud-resolving simulations. The total error on the mean
when comparisons are made regionally. The amount of NO global LNO, source due to uncertainties in the observation,
produced per flash may also vary considerably with seasothe model, and the assimilation settings have been studied
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Table 9. The mean ozone concentration bias (in ppbv) between the CHASER simulations and the global 0zonesonde observations for January
2007 in the NH (25-90N) and for July 2007 in the tropics (TR, 25-2N) and the SH (90-25S). The CHASER simulation results using

the a priori emissions sources (A priori), the LN®ources (LNQ), and the LNQ sources and surface N@missions (L + SN§) are

shown. The results from the CHASER-DAS simultaneous assimilation are also listed (DAS).

NH in Jul | TRinJan | SH in Jan
Apriori LNOx L+SNOx DAS | Apriori LNOx L+SNOx DAS | Apriori LNOx L+SNOx DAS
750-450hPa —12.3 -117 -02 -18| 185 202 16.6 6.4 -41 -20 -28 -49
450-200hPa  -6.8 59 0.7 13| 89 9.5 3.3 33| 99 7.4 34  -10
200-90 hPa 19.8 197 438 45 422 349 217 104 2195 1362 1495 453

with a series of sensitivity experiments and is estimated aspproach of combining all available satellite data sets is ex-
1.4TgNyr L, pected to provide further insights into such detailed processes

The annual LNQ source columns are increased over mostin future studies with measurements that are more advanced
parts of the land by up to about 40 % compared to the a priorii.e., higher in accuracy, density, and vertical resolution).
emissions predicted using the LN@arameterization. The
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