Supplement 1
Measurements of CO and H2 mole fractions at IMAU
CO and H2 mole fractions were measured with a Peak Performer 1 RGA, using synthetic air (purity 5.0) as a carrier gas. The height of the chromatographic peak was chosen to be used, since it gives, in our system, more precise results than the peak area. The relative response of our instrument is strongly dependent on temperature, thus, for the same mole fraction, the peak height can vary significantly. 
Each flask was measured 3 or 4 times in a row (depending on the quantity of sample air available) followed by several measurements of a reference gas. Two calibration gases were analyzed approximately daily. We observed a significant memory effect in the RGA analysis, stronger for CO than for H2, when switching between gases with very different mole fractions. Because of this, we do not report the average of the repeated measurements of the same flask, but the last measurement in the series, which we consider to be the closest to the true value. 
40 out of the 75 flasks measured had CO mole fractions above the measurement range of the instrument (our instrument is more sensitive to CO than to H2) – these were diluted with synthetic air free of CO and H2, and analyzed again; several flasks had to be diluted multiple times. The dilution was based on pressure measurements, and the H2 mole fractions measured before and after dilution were used to independently verify the dilution quality. 
The two IMAU calibration gases and the reference gas were calibrated in November 2011 against three standards that belong to ECN (Energy research Centre of the Netherlands); these three standards have been produced and calibrated in 2011 by MPI-BGC and the values assigned are on the NOAA2004 scale for CO and on the MPI-2009 scale for H2. 
The CO and H2 values in flasks were much above the range covered by the IMAU and ECN standards, and the RGA instrument is known to be non-linear. Thus a dilution procedure was employed in order to determine the instrument non-linearity and to calibrate the whole measurement range. Two dilution sets were prepared, one in November 2011 and the second in August 2012. For both, gas from an air cylinder with high CO and H2 mole fractions was mixed with CO and H2 free synthetic air; the resulting mole fractions were calculated from the partial pressures of the mixed gases. The first dilution set consisted of 11 stainless steel canisters; these were measured within few days, together with the IMAU calibration gases, against the ECN standards. The second dilution set was made using 17 glass flasks, and were measured within one day together with the IMAU calibration gases. 
The departure of the analyzer’s response from a linear function of mole fraction proved to depend on the peak height, and not on the calibrated mole fractions. That is, for a given peak height, the departure from a straight line was the same, no matter what the instrument sensitivity and thus what the corresponding mole fraction was at that particular moment. Also, the nonlinear behavior of the instrument was quite similar for CO and H2, for similar peak heights; note that similar peak heights correspond to very different mole fractions for the two species, our RGA being about three times more sensitive to CO than to H2. 
Although made and measured in different conditions, and at 10 months time distance, the two dilutions sets gave consistent results, thus we assume that the non-linearity characteristic was relatively constant during this time. The second dilution set covered better the whole instrument range; also the instrument performed better during these measurements – thus we decided to characterize the instrument non-linearity using the second dilution set.
The calculation of mole fraction was done in the following sequence: 
(1) non-linearity correction of peak height, using a third order polynomial based on the second dilution set; 
(2) correction of sensitivity variations, based on the reference gas measurements (sensitivity variations on up to daily time scale); 
(3) assignment of mole fractions by linear calibration using the two calibration gases (both the sample and calibration gas peak heights have already been corrected for non-linearity)
 (4) for the diluted flasks, back-calculation of initial mole fractions using the registered dilution pressures. 

The main sources of errors affecting the results are: instrumental noise, incomplete flushing of the gas paths, and the imprecision in flask dilution, calibration scale and nonlinearity correction. The instrumental noise and the incomplete flushing of the gas lines are the smallest errors, and are estimated to result in random errors of less than 1 %. The differences between H2 results in the same flask before and after dilution are of 2 – 3 %, and are the result of the combined error due to imprecision in flask dilution (including the pressure sensor calibration and stability, pressure measurement, and overall handling), and the error in nonlinearity correction. The flask dilution error is the same for CO, and the nonlinearity correction is most likely similar, because the nonlinearity of this instrument is very similar for the two species, thus we consider that this combined error is similar for CO and H2. The calibration scale was transferred by comparing with a set of 3 calibration cylinders. Assuming an uncertainty of 1 % in the values of these cylinders would lead to an uncertainty of up to 2 % for the H2 and CO values at the end of the calibrated range. 
Because the calculation procedure for H2 and CO mole fractions was very complicated, it is almost impossible to calculate the final errors of the data by error propagation. Instead we assigned a maximal error of ± 5 % for both H2 and CO, which should include the main sources of errors listed above, and any other small error that we are not aware of. 






