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Abstract. The effects of various meteorological parameters
such as temperature, wind speed, absolute humidity, pre-
cipitation and mixing height on PM2.5 concentrations over
Europe were examined using a three-dimensional chemical
transport model, PMCAMx-2008. Our simulations covered
three periods, representative of different seasons (summer,
winter, and fall). PM2.5 appears to be more sensitive to tem-
perature changes compared to the other meteorological pa-
rameters in all seasons.

PM2.5 generally decreases as temperature increases, al-
though the predicted changes vary significantly in space
and time, ranging from−700 ng m−3 K−1 (−8 % K−1) to
300 ng m−3 K−1 (7 % K−1). The predicted decreases of
PM2.5 are mainly due to evaporation of ammonium ni-
trate, while the higher biogenic emissions and the acceler-
ated gas-phase reaction rates increase the production of or-
ganic aerosol (OA) and sulfate, having the opposite effect on
PM2.5. The predicted responses of PM2.5 to absolute humid-
ity are also quite variable, ranging from−130 ng m−3 %−1

(−1.6 % %−1) to 160 ng m−3 %−1 (1.6 % %−1) dominated
mainly by changes in inorganic PM2.5 species. An increase
in absolute humidity favors the partitioning of nitrate to the
aerosol phase and increases the average PM2.5 during sum-
mer and fall. Decreases in sulfate and sea salt levels gov-
ern the average PM2.5 response to humidity during winter.
A decrease of wind speed (keeping the emissions constant)
increases all PM2.5 species (on average 40 ng m−3 %−1) due

to changes in dispersion and dry deposition. The wind speed
effects on sea salt emissions are significant for PM2.5 con-
centrations over water and in coastal areas. Increases in
precipitation have a negative effect on PM2.5 (decreases
up to 110 ng m−3 %−1) in all periods due to increases in
wet deposition of PM2.5 species and their gas precursors.
Changes in mixing height have the smallest effects (up to
35 ng m−3 %−1) on PM2.5.

Regarding the relative importance of each of the meteoro-
logical parameters in a changed future climate, the projected
changes in precipitation are expected to have the largest
impact on PM2.5 levels during all periods (changes up to
2 µg m−3 in the fall). The expected effects in future PM2.5
levels due to wind speed changes are similar in all seasons
and quite close to those resulting from future precipitation
changes (up to 1.4 µg m−3). The expected increases in abso-
lute humidity in the future can lead to large changes in PM2.5
levels (increases up to 2 µg m−3) mainly in the fall due to
changes in particulate nitrate levels. Despite the high sensi-
tivity of PM2.5 levels to temperature, the small expected in-
creases of temperature in the future will lead to modest PM2.5
changes and will not dominate the overall change.
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1 Introduction

Over the past decades, atmospheric particulate matter (PM)
has received considerable attention due to its impact on hu-
man health, climate change, and visibility. In particular, fine
particulate matter with an aerodynamic diameter less than
2.5 µm (PM2.5) has detrimental effects on human health, as
it is associated with increases in mortality, as well as res-
piratory and cardiovascular diseases (Schwartz et al., 1996;
Bernard et al., 2001; Pope et al., 2009). PM2.5 has also been
implicated in various air quality problems such as changes
of the energy balance of the planet (IPCC, 2007), visibility
reduction (Seinfeld and Pandis, 2006), and the formation of
acid rain and acid fogs (Burtraw et al., 2007).

Concentrations of PM are strongly influenced by meteo-
rology. For example, increasing temperature can lead to el-
evated sulfate concentrations due to the increased rate of
SO2 oxidation (Aw and Kleeman, 2003; Dawson et al.,
2007; Jacob and Winner, 2009; Lecoeur and Seigneur, 2013).
In contrast, semi-volatile organic and inorganic aerosols
evaporate as temperature increases (Sheehan and Bowman,
2001; Dawson et al., 2007; Tsigaridis and Kanakidou, 2007;
Jimenez-Guerrero et al., 2012). Temperature also has a sig-
nificant indirect effect on secondary organic aerosol (SOA)
concentrations. In a warmer climate, secondary organic
aerosol can increase due to higher biogenic VOC (volatile
organic compounds) emissions (Heald et al., 2008; Jacob
and Winner, 2009). Changes in absolute humidity also af-
fect PM2.5 levels. Increases in humidity favor nitric acid par-
titioning to the aerosol phase and therefore can lead to ni-
trate concentration increases (Dawson et al., 2007; Galindo
et al., 2011; Lecoeur and Seigneur, 2013). Wet deposition is
in most areas the major removal process for PM2.5, hence
changes in precipitation rates or the area extent of precip-
itation have a significant impact on aerosol concentrations
(Dawson et al., 2007; Lecoeur and Seigneur, 2013). Changes
in wind speed lead to changes in dispersion and transport as
well as to changes in marine and desert aerosol production
(Jacob and Winner, 2009; Aksoyoglu et al., 2011). Finally,
mixing height determines to a large extent the dilution of pri-
mary and the formation of secondary pollutants (Jimenez-
Guerrero et al., 2012; Pay et al., 2012).

Over the next decades, climate is expected to change and
this change will influence PM2.5 concentrations. Based on
IPCC projections for Europe (IPCC, 2013), temperature is
expected to rise from 1 to 5.5 K over the next century. Emis-
sions of biogenic VOCs are also expected to increase as tem-
perature increases. Forkel and Knoche (2007) predicted a
30 % increase (locally up to 50 %) of biogenic VOCs emis-
sions in Europe due to a predicted 1.7–2.4◦ C temperature
increase, under the IPCC IS92a scenario applied to the next
30 years. Higher temperatures in a future climate will also
lead to increases in absolute humidity (IPCC, 2007). Pre-
cipitation is also expected to change over Europe in the fu-
ture, having large spatial and seasonal variations. Based on

the IPCC A2 emission scenario, Räisänen et al. (2004) pre-
dicted an increase in mean winter precipitation in northern
and central Europe (up to 50 %) and a substantial decrease
in southern Europe in the next century. During summer, pre-
cipitation was projected to decrease throughout central and
southern Europe. Similar projections for precipitation were
also reported by other modeling studies (Giorgi and Meleux,
2007; Hedegaard et al., 2008; Kjellström et al., 2010). In ad-
dition, general circulation models (GCMs) and regional cli-
mate models (RCMs) predict changes in both rainfall inten-
sity and frequency (Christensen and Christensen, 2004; Frei
et al., 2006; Buonomo et al., 2007; Boe et al., 2009; Argüeso
et al., 2012). Jacob and Winner (2009) suggested that the crit-
ical variable that affects PM concentrations is precipitation
frequency rather than precipitation rate. Wind speed is also
predicted to change in a future climate. Andersson and En-
gardt (2010) predicted increases in wind speed over northern
Europe, and decreases in the southern regions. Similar pro-
jections for wind speed were reported by other model studies
(Räisänen et al., 2004; Kjellström et al., 2010; Katragkou et
al., 2011). Hedegaard et al. (2013) reported increasing mix-
ing height in most of Europe under a future climate (by more
than 100 m in southeastern Europe), but Jimenez-Guerrero et
al. (2011) predicted an average decrease for most of conti-
nental Europe.

The impact of various climate scenarios on air quality over
Europe as well as the correlation between meteorology and
PM concentrations have been the subject of several studies
(Koch et al., 2003; Heald et al., 2008; Hedegaard et al., 2008,
2013; Jacob and Winner, 2009; Redington et al., 2009; Rous-
tan et al., 2010; Galindo et al., 2011; Im et al., 2012; Man-
ders et al., 2012; Pay et al., 2012; Megaritis et al., 2013).
Carvalho et al. (2010) applied a regional CTM, CHIMERE,
over Europe with downscaled meteorology generated by a
global GCM to study the impact of climate change on ozone
and PM10 levels, using the IPCC A2 scenario, which de-
scribes a very heterogeneous world, with continuously in-
creasing population, self-reliance and preservation of lo-
cal identities. Their predicted PM10 concentration changes
showed a strong spatial and temporal variability with in-
creases over the continental regions and decreases over water.
They concluded that the PM10 response was mainly driven
by changes in the boundary layer height and wind speed.
Jimenez-Guerrero et al. (2012) used a regional modeling
system, MM5-CHIMERE, over southwestern Europe in or-
der to study how concentrations of air pollutants respond to
a changing climate for 2100 under the IPCC A2 scenario.
Their findings suggest that aerosol species are strongly influ-
enced by the higher future temperatures. They predicted an
increase of sulfate and secondary organic aerosols (SOA) due
to faster reactions and higher emissions of biogenic VOCs,
and a decrease of particulate nitrate. In a multi-year simula-
tion (2000–2008), Lecoeur and Seigneur (2013) used a three-
dimensional CTM, Polyphemus/Polair3D, to investigate the
response of PM2.5 species to changes in meteorology. Their
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results suggest that wind speed and precipitation have a
strong negative effect on PM2.5 and its components (with sea
salt being the only exception, for which a positive correlation
with wind speed was predicted), while the response of PM2.5
to temperature changes varied significantly among the PM2.5
species considered. The negative response of PM2.5 to wind
speed changes and the variable effects caused by changes in
temperature were also reported by Aksoyoglu et al. (2011).
Additional work has been conducted in several areas over
the world, with the majority focused on the United States
(Hogrefe et al., 2004; Racherla and Adams, 2006; Dawson
et al., 2007, 2009; Tagaris et al., 2007, 2008; Zhang et al.,
2008; Avise et al., 2009; Pye et al., 2009; Mahmud et al.,
2010; Day and Pandis, 2011; Singh and Palazoglu, 2012;
Tai et al., 2012; Jeong and Park, 2013). The predicted PM2.5
changes due to climate are quite variable in space and time,
and there are often conflicting conclusions about the meteo-
rological variables driving these changes.

Most of the earlier modeling studies have focused on the
overall effect of future climate on PM2.5 concentrations.
While this has provided valuable insights, it has often been
difficult to quantify the effects of changes of individual me-
teorological parameters and processes. One of the few avail-
able studies has focused on the United States, studying the
sensitivity of PM2.5 to different meteorological perturbations
(Dawson et al., 2007). However, this study covered a rela-
tively short simulation period, and it did not assess how im-
portant these meteorological changes are for individual pro-
cesses that are related to the formation, transport and removal
of PM2.5 components. In addition, to our knowledge, there
has been little work trying to quantify how these individual
processes (such as the partitioning of semi-volatile PM com-
ponents, the marine aerosol production, etc.) can be affected
by changes in meteorology and eventually, how sensitive
PM2.5 is to these changes. The goal of this study is to con-
duct a detailed sensitivity analysis quantifying how changes
in temperature, wind speed, absolute humidity, precipitation,
and mixing height, and their subsequent effects on different
processes, can influence fine particulate matter (PM2.5) con-
centrations over Europe. Each of these parameters is stud-
ied separately so that the relative importance of each as well
as the subsequent response of PM2.5 can be quantified. For
this purpose we use a three-dimensional Chemical Transport
Model (CTM), PMCAMx-2008, over Europe. PMCAMx-
2008 implements a state-of-the-art organic module for or-
ganic aerosol (OA) modeling based on the volatility basis
set framework (VBS) (Donahue et al., 2006), which has not
been used in earlier versions of the model, as well as in ear-
lier climate–air quality interactions studies. The model also
uses updated inorganic aerosol modules for the simulation of
inorganic PM species. In addition, we covered a 3-month-
long simulation period, in order to obtain more representa-
tive results regarding the seasonal dependence of the PM2.5
response to changes in meteorology.

A brief description of the PMCAMx-2008, along with the
characteristics of its application in the European domain, is
given in Sect. 2. The PMCAMx-2008 base-case predictions
for PM2.5 concentrations and some information regarding the
model evaluation are given in Sect. 3. The description of each
sensitivity simulation conducted in this study as well as the
predicted response of PM2.5 to these meteorological pertur-
bations are presented in the next sections. Finally, the relative
importance of the various meteorological parameters and the
main conclusions are presented.

2 The PMCAMx-2008 CTM

2.1 Model description

PMCAMx-2008 (Fountoukis et al., 2011; Megaritis et al.,
2013) uses the framework of the CAMx air quality model
(Environ, 2003). The chemical mechanism used in this
study to describe the gas-phase chemistry is based on the
SAPRC99 mechanism (Environ, 2003; Carter, 2010) and in-
cludes 211 reactions of 56 gases and 18 free radicals. For
the simulation of the aerosol species, the model uses three
detailed modules: inorganic aerosol growth (Gaydos et al.,
2003; Koo et al., 2003), aqueous phase chemistry (Fahey and
Pandis, 2001) and SOA formation and growth (Murphy and
Pandis, 2009). These modules employ a sectional approach
using 10 aerosol size sections, spanning the diameter range
from 40 nm to 40 µm. In this study, inorganic aerosol forma-
tion was simulated using the “bulk equilibrium approach”,
where the bulk inorganic aerosol and gas phase are assumed
to always be in equilibrium. The organic aerosol treatment
in PMCAMx-2008 is based on the volatility basis set frame-
work (Donahue et al., 2006; Stanier et al., 2008). Primary
organic aerosol is assumed to be semi-volatile in PMCAMx-
2008, while the model treats all organic species (primary and
secondary) as chemically reactive. Further details regarding
the simulation of inorganic and organic aerosol species in
PMCAMx-2008 can be found in Fountoukis et al. (2011).

For the simulation of wet scavenging the model assumes
that the scavenging rate within or below a cloud due to pre-
cipitation is equal to the product of the concentration of a
pollutant and the respective scavenging coefficient (Seinfeld
and Pandis, 2006). Dry deposition, for the gas-phase species,
is simulated using the resistance model of Wesely (1989),
while for aerosol species the PMCAMx-2008 uses the resis-
tance approach of Slinn and Slinn (1980) as implemented in
UAM-AERO (Kumar et al., 1996). More information about
the simulation of removal processes can be found in Foun-
toukis et al. (2011) and Megaritis et al. (2013).

2.2 Model application

PMCAMx-2008 was set to simulate the atmosphere over Eu-
rope covering a 5400× 5832 km region, with a 36× 36 km
resolution grid and 14 vertical layers extending up to
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Figure 1. Predicted average base case PM2.5 ground-level concen-
trations (µg m−3) during the modeled(a) summer,(b) winter and
(c) fall periods.

approximately 6 km altitude. Three month-long periods, rep-
resentative of different seasons (summer, winter, and fall)
were simulated. The summer simulations were based on a hot
late spring period (1–29 May 2008), the fall modeled period
was from 15 September to 17 October 2008, while the winter
simulation covered a cool late winter period (25 February–
23 March 2009). The first 2 days from each simulation were
used as model initialization days and were excluded from
the analysis. All three periods showed a variety of meteoro-
logical conditions and pollution levels. The summer period
was characterized by a blocking anticyclone (especially in
the first half of May), leading to stable meteorological con-
ditions and enhanced pollution over central Europe. In ad-
dition, high temperatures were observed in most of Europe
(Pikridas et al., 2010; Hamburger et al., 2011; Poulain et al.,
2011; Mensah et al., 2012), typical for summer conditions.
Fall represented the transition from summer to winter with
a moderate temperature (which was decreasing during this
period), less stable atmospheric pressure and frequent pre-
cipitation events (EMEP, 2010; Poulain et al., 2011) while
the winter period was characterized by low temperatures in
most of Europe (Hildebrandt et al., 2010; Freney et al., 2011;
Poulain et al., 2011; Mensah et al., 2012).

The necessary inputs to the model included emissions, me-
teorological conditions, land use data and initial and bound-
ary conditions of the simulated PM species. Anthropogenic
gas emissions included land as well as international shipping
emissions and were developed by the TNO team as a contin-
uation of the work in GEMS and MACC (Visschedijk et al.,
2007; Denier van der Gon et al., 2010). Anthropogenic par-
ticulate organic and elemental carbon emissions were based

on the EUCAARI Pan-European Carbonaceous Aerosol In-
ventory (Kulmala et al., 2011). Biogenic emissions were
produced by utilizing the MEGAN (Model of Emissions of
Gases and Aerosols from Nature) model (Guenther et al.,
2006). Sea salt emissions (O’Dowd et al., 2008) as well as
wildfire emissions (Sofiev et al., 2009) were also included.
Further details about the emissions data used in this study
can be found in Fountoukis et al. (2011). The meteorologi-
cal input into the model included hourly data of temperature,
pressure, water vapor, clouds, rainfall, horizontal wind com-
ponents and vertical diffusivity generated using the meteo-
rological model WRF (Weather Research and Forecasting)
(Skamarock et al., 2008). For the boundary conditions of the
major PM species, we used the same concentrations as Foun-
toukis et al. (2011). The boundary conditions were chosen on
the basis of measurements taken in sites close to the bound-
aries (e.g., Seinfeld and Pandis, 2006; Zhang et al., 2007).

3 Base case simulations and model evaluation

The predicted concentrations of total PM2.5 during the three
modeled base case periods are presented in Fig. 1. During
the summer period, the domain-average ground-level con-
centration of total PM2.5 is 7.7 µg m−3. Elevated PM2.5 con-
centrations are predicted in most of western Europe (up to
25 µg m−3), due mainly to high ammonium nitrate levels in
this area (maximum concentration of 11 µg m−3). In central
and northern Europe fine organic matter dominates with bio-
genic secondary OA and oxidized primary OA (including OA
from intermediate volatile organic compounds, IVOCs) con-
tributing the most (approximately 60 and 25 %, respectively).
PM2.5 concentrations in these areas may exceed 20 µg m−3.
Sulfate is predicted to be the dominant PM2.5 species over the
eastern Mediterranean. The strong photochemical activity in
this area favors the conversion of sulfur dioxide to sulfate and
can partly explain the relatively high PM2.5 levels in this area
(up to 15 µg m−3).

During the winter period the mean predicted ground-level
concentration of total PM2.5 over the domain is 7.1 µg m−3.
Sulfate and organics are predicted to be the major compo-
nents, contributing approximately 25 and 28 % of total PM2.5
mass. Peak period-average concentrations of total PM2.5
(mostly over central and northern Europe) exceed 20 µg m−3,
especially in areas with large industrial activity or large ur-
ban emissions. OA accounts for up to half of total PM2.5 in
these areas with fresh primary OA being the dominant OA
component.

In the fall period the model predicts an average total PM2.5
concentration of 8.3 µg m−3 over the domain. The elevated
PM2.5 levels are due to a combination of high ammonium ni-
trate, sulfate, and organic aerosol. On a domain-average basis
organic aerosol and sulfate are predicted to account for 28 %
of total PM2.5 mass each, followed by ammonium (12 %),
and nitrate (10 %). High levels of PM2.5 over the Balkans
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and the Mediterranean (up to 22 µg m−3), are mainly due to
high sulfate concentrations, while ammonium nitrate domi-
nates over the western parts of the domain. The largest OA
concentrations, with a peak of 6.8 µg m−3, are predicted in
the Po Valley area. High OA levels are also predicted over
the Balkans.

The model performance against high time resolution
Aerosol Mass Spectrometer (AMS) measurements under the
various meteorological conditions of the three simulated pe-
riods was encouraging. The May period was characterized by
the highest average temperatures among the three simulated
periods, the largest average mixing height (the average pre-
dicted mixing height was 550 m in May compared to 380 m
in February/March and 440 m in September/October) and
the lowest precipitation rates (Fig. S2 in the Supplement).
The wind speed and absolute humidity were quite variable in
space and time during all three periods. PM1 organic aerosol
was well predicted by the model during the photochemically
active period of May (monthly average measured concentra-
tion: 3.3 µg m−3, PMCAMx-2008: 3 µg m−3). The observed
data included ground measurements taken at four sites in Eu-
rope (Cabauw, Finokalia, Mace Head, and Melptiz) (Foun-
toukis et al., 2011). A similar model performance was found
for the September/October period, with the model reproduc-
ing more than 74 % of the hourly averaged OA data within
a factor of 2, with a fractional bias of−0.1 and a frac-
tional error of 0.48. During the fall period, hourly AMS mea-
surements were performed at several sites in Europe (Hyy-
tiala, k-Puszta, Melpitz, Puy de Dome, Payerne, Puijo, and
Vavihill) during an EMEP intensive campaign. The largest
discrepancies between model predictions and measurements
for OA were found during the low-temperature period of
February/March (monthly average measured concentration:
2.3 µg m−3, PMCAMx-2008: 1.1 µg m−3), however, this un-
derprediction of OA was attributed to an underestimation
of wood burning emissions (Fountoukis et al., 2014). The
model performed equally well in reproducing observed PM1
sulfate concentrations during all periods, regardless of the
different meteorological conditions. The monthly average
concentration of PM1 sulfate predicted by the model in
the four sites during summer was 2.9 µg m−3 compared to
the measured value of 2.8 µg m−3. In agreement with ob-
servations, the model predicts the lowest sulfate concentra-
tions during the winter period (monthly average measured
concentration: 1.0 µg m−3, PMCAMx-2008: 0.9 µg m−3) and
somewhat higher concentrations (1.4 µg m−3 observed and
1.5 µg m−3 predicted) during the fall. The model also had
a reasonable performance for PM1 nitrate and PM1 ammo-
nium in most studied sites, with the exception of sites char-
acterized by both high levels of sea salt and nitrate (e.g.,
Mace Head), where the model significantly overpredicted
both fine nitrate and ammonium concentrations. These er-
rors are mainly due to the assumption of bulk equilibrium
that PMCAMx-2008 uses for the inorganic aerosol simula-
tion (Trump et al., 2014). In general, the model performance

was found encouraging for all major PM1 species under the
variable meteorological conditions observed during the three
seasons.

4 Sensitivity to meteorological variables

For each of the three modeled periods, we performed a
suite of individual sensitivity simulations by perturbing var-
ious meteorological parameters, one at a time. The sensitiv-
ity tests included perturbations in temperature, wind speed,
absolute humidity, precipitation rate, precipitating area and
mixing height (Table 1).

Sensitivity to temperature was tested by performing four
different simulations. The impact of temperature on bio-
genic emissions and PM2.5 levels was examined, using
temperature-sensitive biogenic emissions produced by the
MEGAN model, and based on an increase of 2 K. In this sim-
ulation the only change was on the biogenic emissions inven-
tory. The temperatures used by the model (to simulate chem-
istry, thermodynamics, etc.) were those from the base case
scenario. The effect of temperature on aerosol thermodynam-
ics was tested in another simulation where we increased tem-
perature by 2 K only for the modules of PMCAMx-2008 that
simulate the partitioning of semi-volatile inorganic and or-
ganic PM2.5 species. Similar to the first simulation, temper-
atures for the other processes in PMCAMx and all the other
meteorological parameters were the same as in the base case
simulation. The third test studied the sensitivity of PM2.5 to
the temperature dependence of the gas-phase reaction rates.
The overall temperature effect on PM2.5 concentrations (also
using temperature-dependent biogenic emissions) was stud-
ied in a different simulation where all surface and air tem-
peratures were increased uniformly over the domain by 2 K,
keeping all the other meteorological inputs constant.

The effect of wind speed on PM2.5 concentrations was
studied by two different simulations. We first used a sim-
plified scenario where horizontal wind speed was decreased
uniformly over the entire domain by 10 %, keeping all other
inputs constant. The vertical wind components were calcu-
lated from the perturbed horizontal wind speeds to ensure
mass conservation. In this simulation the only changes were
on the dispersion coefficients, as well as the transport (verti-
cal velocity, advection, dilution) and removal processes (dry
deposition rate), while sea salt emissions were kept constant
as in the base case. In the second test, we examined the ef-
fect of wind speed on marine aerosol emissions, recalculat-
ing the corresponding emissions inventory for wind speeds
decreased by 10 %. This simulation examines only changes
in sea salt emissions, therefore wind speed and all other me-
teorological data used as input by the model were those of
the base case scenario.

The effect of absolute humidity was tested based on a
uniform increase of 5 % over the entire domain. Precipita-
tion intensity was increased uniformly by 10 % to study its
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Table 1.Description of performed sensitivity simulations.

Meteorological
parameter

Change
examined

Directly affected in simulation

Temperature

+2 K Biogenic VOC emissions only
+2 K Organic and inorganic aerosol thermodynamics only
+2 K Gas-phase chemistry only
+2 K All temperature-dependent processes (including BVOC emissions)

Wind speed
−10 % Turbulent dispersion coefficients, advection, dry deposition; emis-

sions (including marine) were kept constant.
−10 % Marine aerosol emissions only

Absolute humidity +5 % Reaction rates with H2O, aerosol thermodynamics.

Precipitation rate +10 % Wet deposition

Precipitation area +10 % Wet deposition

Mixing height +1 model layer Vertical dispersion

effects. Sensitivity to the spatial extent of precipitation was
investigated in a simulation where the area undergoing pre-
cipitation was increased by+10 %. This was done by extend-
ing the existing precipitating area into non-precipitating but
adjacent cells, which were chosen randomly. In addition, the
sensitivity of PM2.5 to mixing height changes was examined
in a simulation where the mixing height was increased by one
model layer. This was done by changing the vertical diffusiv-
ity in only the layer immediately above the base case mixing
height. The corresponding average change was an increase in
mixing height by approximately 150 m.

Table 1 summarizes the sensitivity simulations performed
in this study and the processes that were perturbed directly
in each change. Initial and boundary conditions of the mod-
eled PM species did not change compared to the baseline
scenario, consistent over all tests. Emissions of all pollutants
were also kept constant as in the base case conditions in all
tests, except for the two simulations using temperature sen-
sitive biogenic emissions and new sea salt emissions due to
wind speed change. Previous work has shown that the pro-
cesses that are perturbed in each of these sensitivity runs
are well represented in the model. Inorganic aerosol ther-
modynamics are simulated through the ISORROPIA model
(Karydis et al., 2010), while organic gas/aerosol partition-
ing is simulated with the state-of-the-art volatility basis set
framework (Murphy and Pandis, 2009; Fountoukis et al.,
2014). For the gas-phase chemistry, the chemical mechanism
SAPRC99 is used, instead of the older Carbon Bond-IV, in-
creasing the number of reactions from 100 to 211 (Tsimpidi
et al., 2010). Biogenic VOC (BVOC) emissions as well as
marine aerosol emissions are well represented, as described
in Fountoukis et al. (2011).

5 Sensitivity to temperature

5.1 Temperature-dependent biogenic emissions

The predicted changes (sensitivity scenario – base case) in
average ground-level concentrations of total PM2.5 due to
higher biogenic emissions (based on a 2 K temperature in-
crease) are shown in Fig. 2. During the modeled summer
period, PM2.5 is predicted to increase by 10 ng m−3 K−1

(0.13 % K−1) on a domain average basis, with a maximum
increase of 250 ng m−3 K−1 (2 % K−1) in France (Fig. 2a).
This is mainly due to an OA increase as higher biogenic
emissions lead to increases in biogenic SOA concentrations
which account for almost 90 % of the OA increase. The in-
creased biogenic VOCs, on the other hand, result in reduc-
tions of OH in several areas. The reduced OH levels slow
down the gas-phase formation of sulfate (through SO2 oxida-
tion), and also lead to decreases of ammonium nitrate. This
negative effect of increased biogenic VOCs on OH levels and
hence on inorganics was also noted by Zhang et al. (2008).
However, the predicted decreases of inorganic PM2.5 com-
ponents are less than the increases of total OA, thus the net
impact is an increase of total PM2.5 levels.

Biogenic emissions also have a positive effect on total
PM2.5 concentrations during the modeled winter and fall
periods. PM2.5 is predicted to increase throughout the do-
main by 10 ng m−3 K−1 (0.1 % K−1) and 20.3 ng m−3 K−1

(0.25 % K−1), on average, during the winter and fall, respec-
tively (Fig. 2b, c). The predicted increases during the win-
ter period can reach up to 130 ng m−3 K−1 (1 % K−1) while
those during fall are even higher (up to 200 ng m−3 K−1 or
1.5 % K−1). Increases in OA levels dominate the response of
total PM2.5, while inorganic PM2.5 is less sensitive to bio-
genic emissions during these seasons.
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(a)  Summer (b)  Winter 

(c) Fall 

Figure 2. Predicted average change in ground-level concentrations
(µg m−3) of total PM2.5 due to changes on biogenic VOC emissions
(based on a 2 K temperature increase) during the modeled(a) sum-
mer,(b) winter, and(c) fall periods. A positive value corresponds to
an increase.

5.2 Temperature effects on gas/aerosol partitioning

Increasing temperature by 2 K only for the partitioning of
semi-volatile PM components has a significant effect on to-
tal PM2.5 levels in all three periods (Fig. 3). The predicted
response of PM2.5 shows a strong spatial variability, as a re-
sult of competing changes in inorganic species concentra-
tions and, to a lesser extent, in organic ones. In the mod-
eled summer period, total PM2.5 concentrations decrease by
49 ng m−3 K−1 (1 % K−1) on average, although the change
is quite variable and ranges from−700 ng m−3 (−5 % K−1)

to 50 ng m−3 (1.5 % K−1). The predicted PM2.5 decrease is
largely due to significant decreases of ammonium nitrate.
Rising temperature leads to increased volatilization of am-
monium nitrate, which partitions to the gas phase (Seinfeld
and Pandis, 2006). As a result, less ammonium nitrate ex-
ists in the particulate phase, leading to significant decreases
of nitrate, which reach up to 600 ng m−3 K−1 (14 % K−1).
On the contrary, as particulate nitrate decreases, the cloud
pH increases and the aqueous-phase formation of particu-
late sulfate accelerates. This complex effect of temperature
changes on partitioning of semi-volatile inorganic PM2.5 is
consistent with the results of other studies (e.g., Dawson et
al., 2007; Aksoyoglu et al., 2011; Jimenez-Guerrero et al.,
2012). OA is also sensitive to temperature, mainly due to
changes in the levels of secondary OA components and, to
a lesser extent, on primary OA. Higher temperature leads to
evaporation of all OA components and subsequently to de-
creases of their levels. The sensitivity of OA to temperature,

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   

 

 

  

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a)  Summer (b)  Winter 

(c) Fall 

Figure 3. Predicted average change in ground-level concentrations
(µg m−3) of total PM2.5 due to changes on gas/aerosol partitioning
(based on a 2 K temperature increase) during the modeled(a) sum-
mer,(b) winter, and(c) fall periods. A positive value corresponds to
an increase.

as well as the increased gas-phase partitioning as temperature
increases, have also been reported by earlier studies (Dawson
et al., 2007; Megaritis et al., 2013).

During the modeled winter period, total PM2.5 also shows
a negative response to temperature, with an average decrease
of 25 ng m−3 K−1 (0.4 % K−1) (Fig. 3b) over the domain.
The predicted decrease of PM2.5 is significant in central Eu-
rope, due largely to decreases in nitrate and to a lesser extent
in OA levels.

During the modeled fall period, total PM2.5 decreases by
88 ng m−3 K−1 (1 % K−1) on average over the domain. Sig-
nificant decreases are predicted mainly over the central and
southwestern areas of the domain (Fig. 3c). Nitrate is signif-
icantly reduced (its predicted decreases exceed 10 % K−1),
and along with total OA decreases, dominate the response of
total PM2.5, despite the predicted increases in sulfate levels.

5.3 Temperature-dependent gas-phase reaction rates

Changes in gas-phase reaction rates, due to temperature
changes, could also affect total PM2.5 levels (Dawson et al.,
2007). At higher temperatures, gas-phase reactions will ac-
celerate (Dawson et al., 2007; Jacob and Winner, 2009; Day
and Pandis, 2011; Im et al., 2011). In all three modeled pe-
riods, PM2.5 is predicted to increase due to the combined
increases on the individual PM2.5 components. In the mod-
eled summer period, PM2.5 concentrations are predicted to
increase by 26 ng m−3 K−1 (0.3 % K−1) on a domain average
basis. The effect is stronger over continental Europe, where
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(a)  Summer (b)  Winter 

(c) Fall 

Figure 4. Predicted average change in ground-level concentrations
(µg m−3) of total PM2.5 due to changes on gas-phase reaction rates
(based on a 2 K temperature increase) during the modeled(a) sum-
mer,(b) winter, and(c) fall periods. A positive value corresponds to
an increase.

PM2.5 increases by 50 ng m−3 K−1 (0.8 % K−1) on average,
while in some areas in western Europe, increases in PM2.5
reach up to 400 ng m−3 K−1 (2 % K−1) (Fig. 4a). The pre-
dicted response of total PM2.5 is mainly driven by increases
of nitrate levels (approximately 45 % of the PM2.5 increase
is due to nitrate), followed by increases in OA (largely at-
tributed to secondary OA) and sulfate.

The lower oxidant availability during the winter leads to a
lower increase of PM2.5 compared to summertime (Fig. 4b).
Over continental Europe, the predicted increases are higher,
up to 120 ng m−3 K−1 (1 % K−1). Changes in organics and
nitrate dominate (each of these two components accounts for
around 40 % of the PM2.5 increase), while increases in sul-
fate tend to be rather small.

The effects are higher during the modeled fall period (an
average increase of 47 ng m−3 K−1 or 0.6 % K−1 over the do-
main). The largest changes are in central and western Europe
(Fig. 4c). Increases of fine particulate nitrate and organics
are driving the PM2.5 response, while there are moderate in-
creases in sulfate.

5.4 Overall temperature effects

An increase in temperature by 2 K is predicted to have a
negative effect on average PM2.5 levels for all three mod-
eled periods. On a domain average basis, PM2.5 decreases
by 25 ng m−3 K−1 (0.3 % K−1) in the summer, 7 ng m−3 K−1

(0.1 % K−1) in the winter and 33 ng m−3 K−1 (0.4 % K−1)

in the modeled fall period. However, the overall effect

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   

 

 

  

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a)  Summer (b)  Winter 

(c) Fall 

Figure 5. Predicted average change in ground-level concentrations
(µg m−3) of total PM2.5 due to an overall temperature increase by
2 K during the modeled(a) summer,(b) winter, and(c) fall periods.
A positive value corresponds to an increase.

of temperature on PM2.5 levels is quite variable in space
and time (Fig. 5) due to the different effects on the in-
dividual processes, as well as the competing responses of
the PM2.5 species. The predicted changes on PM2.5 con-
centrations range from−720 ng m−3 K−1 (−8 % K−1) to
280 ng m−3 K−1 (7 % K−1). Over continental Europe, PM2.5
changes are dominated by decreases in nitrate, which are
mainly due to the evaporation of ammonium nitrate, lead-
ing to a reduction of average nitrate levels by 18 %. On the
contrary, in several parts of the domain, the higher biogenic
VOC emissions and the increased rate of SO2 oxidation en-
hance the production of OA and sulfate, respectively. These
increases can reach up to 225 ng m−3 K−1 (7 % K−1) for sul-
fate and up to 190 ng m−3 K−1 (4 % K−1) for OA. These
results support the findings from previous studies that sug-
gest the competing effects of temperature among the differ-
ent processes and PM2.5 species (Dawson et al., 2007; Heald
et al., 2008; Jacob and Winner, 2009; Jimenez-Guerrero et
al., 2012). Summarizing, the semi-volatile PM2.5 evapora-
tion appears to dominate and determine the overall PM2.5
response to temperature changes over Europe, during all sea-
sons. The average changes in PM2.5 are higher during the
fall.

6 Wind speed

Decreasing wind speed by 10 %, without any change on sea
salt emissions (as well as on emissions from other sources),
affects all PM2.5 components, resulting in increases of their
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(a)  Summer (b)  Winter 

(c) Fall 

Figure 6. Predicted average change in ground-level concentrations
(µg m−3) of total PM2.5 due to a 10 % decrease in wind speed dur-
ing the modeled(a) summer,(b) winter, and(c) fall periods. A pos-
itive value corresponds to an increase.

levels in all three modeled periods (Fig. 6). During sum-
mer, total PM2.5 is predicted to increase by 41 ng m−3 %−1

(0.6 % %−1) on average over the entire domain (Fig. 6a).
The effects of wind speed were found to be highest in the
more polluted and populated areas of the domain. For ex-
ample, in western Europe, a high ammonium nitrate area
during summer, total PM2.5 increases up to 340 ng m−3 %−1

(1.5 % %−1), driven mainly by increases of nitrate. De-
creases in wind speed affect advection, dispersion and mix-
ing as well as lead to changes in dry deposition. Approxi-
mately 7–13 % less PM2.5 is dry deposited due to the sim-
ulated 10 % reduction in wind speed. The effects of wind
speed on total PM2.5 levels are similar during the other two
periods. During winter, PM2.5 increases by 36 ng m−3 %−1

(0.5 % %−1) on average over the domain. Significant in-
creases are found mainly over northern Europe as well as
in central and southwestern Europe (Fig. 6b), mainly due to
increases of total OA and sulfate. In the modeled fall period
PM2.5 shows a similar sensitivity. On a domain average ba-
sis, PM2.5 increases by 38 ng m−3 %−1 (0.5 % %−1) with a
maximum in central Europe (Fig. 6c). The predicted PM2.5
response is driven mainly by increases in particulate nitrate
(it accounts for approximately 40 % of total PM2.5 increase)
and to a lesser extent in ammonium, sulfate and organics.

Our results, regarding the PM2.5 response to wind speed,
are consistent with those by Dawson et al. (2007), who found
a PM2.5 sensitivity to wind equal to 0.77 % %−1 during sum-
mer and 0.56 % %−1 during winter in the eastern US. This
negative effect of wind speed on PM2.5 has also been re-
ported in earlier modeling studies over Europe (Carvalho

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   

 

 

  

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a)  Summer (b)  Winter 

(c) Fall 

Figure 7. Predicted average change in ground-level concentrations
(µg m−3) of total PM2.5 due to changes on sea salt emissions (based
on a 10 % decrease in wind speed) during the modeled(a) summer,
(b) winter, and(c) fall period. A positive value corresponds to an
increase.

et al., 2010; Aksoyoglu et al., 2011; Lecoeur and Seigneur,
2013).

Wind effects on sea salt emissions

The predicted changes (sensitivity scenario – base case) in
average ground-level concentrations of PM2.5 using a new
sea salt emission inventory (based on a 10 % decrease of
wind speed) are shown in Fig. 7. As expected, lower sea
salt emissions result in lower PM2.5 concentrations in all
modeled periods, especially over water and in coastal ar-
eas. The predicted PM2.5 response is, as expected, not uni-
form throughout the domain. During the modeled summer
period, the predicted PM2.5 decrease exceeds 60 ng m−3 %−1

(or 0.5 % %−1), and may reach up to 170 ng m−3 %−1

(0.9 % %−1), mainly due to decreases in particulate sodium
and chloride. The predicted decreases are even larger (up to
200 ng m−3 %−1 or 2.7 % %−1) during the winter modeled
period, as sea salt emissions and the accompanying concen-
trations of particulate sodium chloride were higher, while
similar results have been obtained for the fall. Over conti-
nental Europe, the effects on PM2.5 levels due to lower ma-
rine aerosol emissions are small. PM2.5 is also reduced, how-
ever the predicted decrease does not exceed 20 ng m−3 %−1

(0.1 % %−1) in all three periods.
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(a)  Summer (b)  Winter 

(c) Fall 

Figure 8. Predicted average change in ground-level concentrations
(µg m−3) of total PM2.5 due to a 5 % increase in absolute humidity
during the modeled(a) summer,(b) winter, and(c) fall periods. A
positive value corresponds to an increase.

7 Effects of absolute humidity

Changes in absolute humidity affect total PM2.5 concentra-
tions, however its predicted response varies significantly in
space (Fig. 8) due to the competing changes among PM2.5
species. In the modeled summer period, increases of abso-
lute humidity by 5 % result in an average increase of total
PM2.5 by 8 ng m−3 %−1 (0.2 % %−1) over the entire domain.
This is consistent with the Dawson et al. (2007) study for
the eastern US, who reported a 20 ng m−3 %−1 increase in
summer PM2.5 levels due to increases in absolute humid-
ity by 5–20 %. The highest changes are predicted in west-
ern Europe (Fig. 8a) as a result of significant increases in
nitrate. Increases in relative humidity shift the equilibrium
of the ammonia–nitric acid system toward the particles (Se-
infeld and Pandis, 2006). As absolute humidity increases by
5 %, approximately 15 % more HNO3 is predicted to move to
the aerosol phase, leading to higher particulate nitrate con-
centrations. These changes in nitrate, along with increases
in ammonium and OA, are driving the PM2.5 response over
land. On the contrary, over the ocean, total PM2.5 decreases
as humidity increases, due mainly to changes in sulfate and
sodium chloride. The negative response of PM2.5 in this area
arises from increases in the size of the particles and acceler-
ated dry deposition (in all modeled periods a 5 % increase
in absolute humidity resulted in a 9–15 % increase in dry
deposited mass of sulfate, sodium, and chloride). Absolute
humidity also has a positive effect on PM2.5 levels during
the modeled fall period. Significant increases are predicted
in most areas of continental Europe (up to 130 ng m−3 %−1

or 1 % %−1) (Fig. 8c), mainly due to significant increases
in particulate nitrate (approximately 65 % of the PM2.5 in-
crease) while over the ocean, total PM2.5 decreases. The pre-
dicted increases of nitrate along with the increase in ammo-
nium and total OA exceed the decreases in sulfate and sea
salt, thus the net impact on total PM2.5 is an average increase
of 11.5 ng m−3 %−1 (0.2 % %−1).

In the modeled winter period, the predicted response of
total PM2.5 to absolute humidity differs. In spite of the in-
crease in nitrate concentrations, the predicted decreases in
fine particulate sulfate and sea salt aerosol dominate and de-
termine the response of total PM2.5 (Fig. 8b). On a domain
average basis, the net effect of absolute humidity on PM2.5
is a decrease by 7.5 ng m−3 %−1 (0.2 % %−1), while the pre-
dicted concentration changes range from−130 ng m−3 %−1

(−1.6% %−1) to 44 ng m−3 %−1 (0.5 % %−1).

8 Precipitation

8.1 Precipitation rate

The effect of the precipitation rate on PM2.5 concentrations
is similar during all the modeled periods. The predicted re-
sponse of average ground-level PM2.5 concentrations after
a 10 % increase in precipitation rate (without changing the
precipitation area) is shown in Fig. S1 in the Supplement.
As it is expected, increases in precipitation rate accelerate
the wet removal of PM2.5 species and their gas precursors
and consequently result in decreases of their concentrations.
In this simulation we predict a 2–4 % increase in PM2.5 wet
deposited mass as well as a 5–12 % increase in the wet de-
position of PM2.5 gas precursors due to a 10 % increase in
precipitation rate.

During the modeled summer period, total PM2.5 is
predicted to decrease as precipitation increases, by
13 ng m−3 %−1 (0.2 % %−1) on average. Precipitation
affects all the individual PM2.5 species, leading to reductions
of their levels in most areas of the domain (Fig. S1a in
the Supplement). Over the western parts of the domain,
total PM2.5 is reduced up to 110 ng m−3 %−1 (1.8 % %−1).
However, even in areas with little rainfall during this period
(e.g eastern Mediterranean) (Fig. S2 in the Supplement),
total PM2.5 also decreased, indicating that changes due
to precipitation in upwind areas can affect the levels of
PM2.5 over downwind areas. Similar effects are predicted
during the other two periods. PM2.5 is also reduced as
precipitation rate increases, having an average decrease
of 0.2 % %−1 in both periods. The predicted effects are
strongest in areas receiving moderate or little precipitation.
This negative correlation has been also pointed out in
earlier studies (Hedegaard et al., 2008; Jacob and Winner,
2009; Jimenez-Guerrero et al., 2012; Manders et al., 2012;
Lecoeur and Seigneur, 2013). Dawson et al. (2007) predicted
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quite similar sensitivities for total PM2.5 during summer
(approximately 0.2 % %−1).

8.2 Precipitation area

The predicted reduction of total PM2.5 for a 10 % increase in
the spatial extent of precipitation covers a significant portion
of Europe, during all periods (Fig. S3 in the Supplement).
During summer the predicted reduction of PM2.5 reaches a
maximum of 19 ng m−3 %−1 (0.3 % %−1), with an average
sensitivity of 8 ng m−3 %−1 (0.1 % %−1). The predicted re-
ductions arise mainly from the increases in PM2.5 wet de-
posited mass (approximately 2–5 %). The predicted effect is
quite similar during the winter period, while in the modeled
fall period the predicted response of total PM2.5 is a little
higher, 13 ng m−3 %−1 (0.16 % %−1) on average. Our results
support the conclusion that not only the precipitation inten-
sity, but the area undergoing precipitation as well, can affect
total PM2.5 concentrations (Lecoeur and Seigneur, 2013).

9 Mixing height

The predicted simulation-averaged changes in PM2.5 due to
an increase in mixing height (by approximately 150 m) are
shown in Fig. S4 in the Supplement. As expected, increases
in mixing height affect all the individual PM2.5 components
resulting in decreases in their concentrations during all mod-
eled periods. In the summer, the average total PM2.5 concen-
trations decrease by 3.5 ng m−3 %−1 (or 0.05 % %−1). Sim-
ilar effects on PM2.5 levels are also predicted for the other
two periods. The effect of mixing height is strongest over
polluted areas, where the predicted reduction of total PM2.5
can exceed 35 ng m−3 %−1 (0.8 % %−1) (over western Eu-
rope, during the modeled summer period). Our results are
consistent with those by Dawson et al. (2007), who predicted
a PM2.5 sensitivity to mixing height equal to 0.08 % %−1 dur-
ing summer and 0.05 % %−1 during winter in the eastern US.

10 Relative importance of meteorological parameters

In order to evaluate the relative importance of the various
meteorological parameters, we estimated the potential effects
that each of them may have on total PM2.5 concentrations in a
future climate. Our estimates were based on the predicted av-
erage PM2.5 sensitivities to the meteorological perturbations
(Fig. 9) and the projected future changes for each parameter.
Figure 9 summarizes the sensitivity distributions of average
PM2.5 in the different locations of the domain to the vari-
ous meteorological parameters. The projected meteorologi-
cal changes are shown in Table S1 in the Supplement. Ac-
cording to the different IPCC (2013) scenarios, the average
temperature in Europe is expected to increase over the next
century from 1 to 5.5 K. Projections for wind speed and pre-
cipitation in Europe vary significantly in space. Based on the
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Figure 9. Predicted simulation-average sensitivities of total PM2.5
to changes in temperature, wind speed, sea salt emissions, absolute
humidity, precipitation rate, precipitating area, and mixing height,
during the three modeled periods. Each bar shows the range be-
tween the 10th and 90th percentiles. The black line in each bar
shows the mean PM2.5 sensitivity over the domain.

IPCC SRES A2 scenario, wind speed is predicted to change
from −10 to 10 %, while precipitation could change from
−40 to 40 %. In our calculations, the changes in precipitation
area and intensity were chosen to represent future projections
for total precipitation over Europe. For mixing height, a po-
tential range of changes was assumed, based on the estimates
of Hedegaard et al. (2013). For this first-order estimate, we
assumed the same meteorological changes for all seasons.

In all three periods, PM2.5 appears to be more sensitive
to temperature changes compared to the rest meteorologi-
cal parameters (Fig. 9). On average, PM2.5 shows a neg-
ative sensitivity to temperature changes, which is higher
during fall compared to the other periods (Table S1 in the
Supplement). However, the predicted PM2.5 sensitivities to
temperature are spatially and temporally variable as a re-
sult of the different effects among the individual processes
and the different responses of the PM2.5 species. During all
seasons, the increased volatilization of ammonium nitrate
dominates, causing large decreases in PM2.5 with increas-
ing temperature. The negative predicted sensitivities reach
up to 440 ng m−3 %−1 in the fall and 310 ng m−3 %−1 in
the summer period (lower during winter) (Fig. 9). At the
same time, the increasing temperatures lead to higher bio-
genic VOC emissions and accelerate the gas-phase chemi-
cal reactions. PM2.5 also shows a strong sensitivity to wind
speed and its accompanying effects on the marine aerosol
production. However, the predicted changes are somewhat
lower compared to the PM2.5 sensitivities to temperature
(Fig. 9). The sensitivity is similar in all seasons, and ranges
from−115 ng m−3 %−1 (due to changes in wind speed, with-
out any change in the emissions) to 132 ng m−3 %−1 (due
to the effects of wind speed on sea salt emissions). PM2.5
appears to be less sensitive to absolute humidity changes.
In all periods, PM2.5 concentrations respond differently to
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absolute humidity, due to the competing effects between the
individual PM2.5 species (e.g., increases in nitrate, decreases
in sulfate), thus the average sensitivity does not exceed
12 ng m−3 %−1 and the largest PM2.5 sensitivities are close
to 55 ng m−3 %−1. Changes in precipitation result in negative
sensitivities for PM2.5 levels, which are comparable to those
of absolute humidity, while mixing height seems to have a
relatively small effect on average PM2.5 levels.

In a future climate, the projected changes in precipitation
are expected to have the largest impact on PM2.5 levels dur-
ing all periods (Fig. 10). These ranges were estimated simply
by multiplying the expected changes with the calculated sen-
sitivities and therefore include both the variability in space
and the variability in the parameter change itself. PM2.5 con-
centrations could potentially change by several µg m−3 (up to
approximately 2 µg m−3 during the fall period), with changes
in precipitation intensity being rather more important than
changes in precipitating area. Extrapolating from 10 % (Ta-
ble 1) to 40 % (Table S1 in the Supplement) change in pre-
cipitation in order to calculate the expected concentration
change adds some uncertainty due to possible non-linearities
induced from a possible saturation of wet deposition to fur-
ther increase of precipitation. Wind speed and absolute hu-
midity may also lead to appreciable changes in future PM2.5
levels. The expected effects on PM2.5 due to changes in wind
speed as well as its accompanying effects on the marine
aerosol production are similar in all three periods and quite
close to those resulting from future precipitation changes (up
to 1.4 µg m−3). In addition, absolute humidity could poten-
tially lead to large changes in PM2.5 mainly during the fall
period (increases up to 2 µg m−3). The increased particulate
nitrate levels, as higher absolute humidity favors its partition-
ing, are dominant during this period, causing large increases
in PM2.5. In the other two periods, the expected changes in
PM2.5 are smaller due to the competing responses among the
individual PM2.5 species. Temperature is expected to have a
lower impact on future PM2.5 compared to the rest of the me-
teorological parameters, in all seasons. The expected PM2.5
concentration changes range from−1.1 to 0.5 µg m−3, driven
from the offsetting effects of increased nitrate volatilization,
higher biogenic VOC emissions and accelerated gas-phase
chemistry. Mixing height is expected to have a relatively
small impact on PM2.5 levels in a future climate.

11 Conclusions

Climate affects air quality through a complex web of inter-
actions, starting with changes in the major meteorological
variables like temperature, wind speed, absolute humidity,
precipitation intensity, precipitation area, mixing height, etc.
and progressing through changes in pollutant concentrations,
formation and removal rates. In this study, we used a detailed
three-dimensional CTM, PMCAMx-2008, to quantify the in-
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Figure 10.Expected PM2.5 concentration changes due to projected
changes in temperature, wind speed, sea salt emissions, absolute
humidity, precipitation rate, precipitating area, and mixing height
in the future, during the three modeled periods.

dividual effects of the major meteorological parameters on
the concentration and composition of PM2.5 over Europe.

Precipitation is expected to have the largest impact on
PM2.5 concentrations under a changed future climate. In all
periods, PM2.5 shows a negative sensitivity to precipitation,
driven mainly by the accelerated wet deposition of PM2.5
species and their gas precursors. The average PM2.5 sensi-
tivity is quite similar during all seasons (an approximate de-
crease of 15 ng m−3 %−1) and also taking account the signif-
icant projected precipitation changes, PM2.5 concentrations
could potentially change by several µg m−3 (up to 2 µg m−3

in the fall) in the future.
Wind speed can also have appreciable effects on future

PM2.5 levels due to changes in dispersion and transport,
dry deposition and marine aerosol production. The projected
changes in wind speed over Europe in the future are expected
to change PM2.5 levels up to 1.4 µg m−3.

Changes in absolute humidity influence mainly the inor-
ganic PM2.5 species, resulting in competing responses. An
increase in absolute humidity favors the partitioning of ni-
trate to the aerosol phase and leads to higher particulate lev-
els. During the fall period, this effect dominates the overall
PM2.5 response, and as absolute humidity is expected to rise
in the future, it could lead to large increases of PM2.5 (up to
2 µg m−3). On the contrary, the increase in absolute humidity
could lead to decreases in sulfate, and sea salt levels due to
the increase in the size of the particles and the accelerated dry
deposition. These negative effects may, to some extent, off-
set the predicted increases in nitrate, thus during summer and
winter the expected changes in future PM2.5 due to absolute
humidity are smaller.

Temperature is expected to have a lower average impact
on future PM2.5 levels compared to the rest of the meteoro-
logical parameters due to the competing effects among the
individual processes and the different responses of the PM2.5
species. The evaporation of semi-volatile PM2.5 species is
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found to be the dominant process and determines to a large
extent the PM2.5 response to temperature changes over Eu-
rope, during all seasons. Significant effects are predicted
mainly on particulate ammonium nitrate, as the increase in
temperature reduces its concentration levels up to 15 % K−1.
Especially during fall, the predicted reduction of nitrate
drives the overall PM2.5 response, and as temperature is ex-
pected to rise in a future climate, could potentially lead to
decreases in PM2.5 levels up to 1.1 µg m−3. However, as tem-
perature increases, biogenic VOC emissions are expected to
increase and gas-phase chemical reactions will accelerate,
which will offset to some extent the reductions of PM2.5,
leading to even smaller changes in future PM2.5 levels during
the summer and winter period. PM2.5 concentrations gener-
ally decrease as mixing height increases. However the pre-
dicted effects are not as significant as those of the other pa-
rameters for the average PM2.5 levels, due to the importance
of secondary PM2.5 components that have a strong regional
character.

The Supplement related to this article is available online
at doi:10.5194/acp-14-10283-2014-supplement.
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