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S.1  Synoptic air masses

Fig.S1 illustrates the air masses impacting thepsam site during the measurement
period and shows that these air masses are mastbciated with long range transport

from the Atlantic and the Mediterranean.
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Fig.S1: 24h HYSPLIT air masses backward trajectories am@bove sea level (Rolph, 2010)
illustrating the overall air masses circulation weing during the entire measurement campaign.
Backward trajectories are confirmed by both MM5 eloty and local wind measurements.

S.2  Aerosol online chemical composition

The chemical composition of fine PM was measured min averages using a compact
time-of-flight (c-TOF, Tofwerk) Aerodyne Aerosol Ms Spectrometer (AMS,
Aerodyne). This instrument allows real-time measwsts of PM non-refractory
components (OA, Nl NOs; and SQ) combining thermal vaporization and electron
ionization (Drewnick et al., 2005). Aerosol sizstdbution (mobility diameters from 11
to 1083 nm), was investigated using a Scanning Mylstarticle Sizer (SMPS, L-DMA
and CPC5403, GRIMM). Semi-continuous hourly comions of elemental carbon
(EC) and organic carbon (OC) BMwere obtained in the field from an OC/EC Sunset
field instrument (Sunset Laboratory, Forest Gr@@R, USA; Bae et al., 2004) running at

8l min™. AMS results are all corrected for the collectifficiency by using a common
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factor of 0.65+0.14 estimated based on the compaw$ total AMS measured mass and
SMPS + EC measured mass. Fig.S2 displays EC, OA, NB; and SQ time series

recorded over the period of study.

Organic
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Date and Time

Fig.S2: Time series of the main PMomponentsEC, OA, NH,, NO; and SQ) during the
period of study. AMS data are corrected for thdeotion efficiency using a common factor of
0.65+0.14. Due to technical issues, AMS measuresranet not available between the 9th anfl 10
of July.
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S.3  Offline chemical analyses

PM,5s collected onto 150 mm-diameter filters was comensively characterized.
Technical description of the analysis techniqueslma found in El Haddad et al., 2011a

and b. A brief outline of these measurementsdkided here.

EC/OC, ions, WSOC, HUL}3 and elementsThe carbonaceous content was analyzed

for EC and OC using a Thermo-Optical Transmissi@thod on a Sunset Lab analyzer
(Birch and Cary, 1996), following both NIOSH (Scliret al., 2001) and EUSAAR-2

(Cavalli et al., 2010) protocols. It is well estahkd that different protocols result in very
different values for EC (Schmid et al., 2001). Waséxd our analysis (i.e., Chemical Mass
Balance analysis and multiple regression analyss, below sections S.4 and S.9) on
concentrations determined following NIOSH protoc@ds source profiles were

determined based on this protocol. Biases arisiom fdiscrepancies between the two

protocols are all discussed in S.9.2 of the suppprhaterial.

Sample fractions of 11.34 éntaken from the sample filter were extracted inforL
ultrapure Milli-Q water by 30 min short vortex agibn for the analyses of major ions
(NH4", SO, NOy), water-soluble organic carbon (WSOC) and watéukse humic like
substances (HULIS). HULIS analysis was performdtbfong the method described in
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Baduel et al. (2009, 2010). This method involvesastion of HULIS by adsorption onto
DEAE resin (GE Healthcare®, HiTrapTM DEAE FF, 0m ¢Dx2.5 cm length) and its

subsequent quantification with an Ol Analytical Z6tal organic carbon analyzer.

Finally, fifty elements were measured using ICP-gjilent 7500ce) following the
complete dissolution of filter aliquots in a mixtuof high-purity concentrated HF and
HNO:;. Element concentrations were then calculated usiagock reference material BR
(Chauvel et al., 2010).

Radiocarbon measurementadiocarbon *(C) measurements were conducted on high

volume quartz filter fractions (~40 ¢&n using ARTEMIS Accelerator Mass
Spectrometry. Each sample was first packed intoeéired quartz tube containing CuO
and Ag powder to be combusted at 850°C in a miifieace for 4 hours. Carbon dioxide
was collected and purified before its conversiao igraphite by hydrogen reduction at
600°C using an Fe catalyst. The modern fractigf {as determined as the ratio of
“C/?C in aerosol sample t§'C/*%C in the NBS Oxalic Acid standard (NIST-SRM-
4990B).

In order to account for the thermonuclear weapststef the late 1950s and early 1960s
(Levin et al., 1985), the modern fractiop)fs divided by a ratio of 1.1 to get a corrected
non-fossil fraction ) (Levin and Hesshaimer, 2000). This value is sqgbeetly

subtracted from one to obtain the fossil fractigh (

Organic speciation:A chemical derivatisation/gas chromatography-mgssctsometry

(GC-MS) approach was used to quantify primary aedosdary organic markers,
including a-pinene oxidation products, a major focus of thislg. The approach is fully
described in El Haddad et al., 2011b and will by ontlined in the following.

Prior to extraction, filters were spiked with knovamounts of two isotope-labelled
standards: tetracosane-d50 and cholesterol-d6. ni@rgapecies were extracted from
filters with a dichloromethane/acetone mix (1/1)vusing an accelerated pressurized
solvent extraction device (ASE, Dionex 300). Extsagere then reduced to a volume of
500uL using a Turbo Vap Il concentrator. The remarmwas split into two fractions.

The first fraction was directly injected, whilstethrsecond fraction was subjected to
derivation for 2 h at 70 °C, using N,O-Bis(trimelilyl)-trifluoroacetamide containing

10% trimethyl-chlorosilane ,before GC-MS analysSite two fractions were analyzed

4
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following the same GC-MS conditions: Aliquots ofu2. were analyzed using a Thermo
Trace GC chromatograph interfaced to a PolarisrQr@p mass spectrometer fitted with
an external electron ionization source. The chrographic separation was accomplished
on a TR-5MS capillary column (Thermo Electron, 30x.25 mm i.d. x 0.25 pum film
thickness). Field blank filters were also treatathwhe same procedure and none of the

target compounds were detected in these field blank

Primary organic markers, including n-alkanes, he@sapolycyclic aromatic hydrocarbon
(PAH) and levoglucosan, were quantified and usedhpsts in the CMB analysis to
apportion primary aerosol and VOC sources. A cotaplist of these primary organic
markers is included in El Haddad al. (201Xapinene oxidation products quantified by
this method were used to estimatginene SOA contributions. As described in El
Haddad al. (2011b), we identified and quantifiedn-pinene SOA markers, whose
structures are presented in Fig.2. These includeid PPA) and pinonic (PNA) acid,
which were identified and quantified using authentstandards. Seven other
multifunctional compounds (A1-A7), for which natigtandards are not available, were
tentatively identified by examining their retentibmes and MS characteristics (for more
details refer to El Haddad et al., 2011b). Theyuded 3-hydroxyglutaric acid (Al), 3-
(2-hydroxyethyl)-2,2-dimethylcyclobutane carboxylicacid (A2), 3-hydroxy-4,4-
dimethylglutaric acid (A3), 3-acetylglutaric acid4), 3-acetyladipic acid (A5), and 3-
isopropylglutaric acid (A6) and 3-methyl-1,2,3-ngtricarboxylic (A7). These
compounds were quantified using the response faétoralic acid as a surrogate for all
of the compounds. Relative standard deviation ef ¢bncentrations of these species

based on duplicate analysis was between 5 and 15%.
S.4  Comparison between offline and online measuremis

The aim of this section is to evaluate biases atefaxts associated with the offline and
online measurements of OA (e.g., AMS particle @it efficiency, adsorption artefacts
onto filters). Fig.S3 conveys the comparison betwédS (PM) and filter based
(PMz5) measurements for the two major aerosol compon&i®y and OA. SQ is
expected to primarily occur in the RMraction and to be mostly associated with
ammonium sulfate and bisulfate (with very littlélirnce from sea salt), and thus to be

quantitatively analysed by the AMS. A very goodesgnent was observed between the
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AMS-SQ, and the HiVol-SQ@ (s~1, i~0 and R0.9; Fig.S3), substantiating our AMS
measurements and the particle collection efficiefacyor, HiVol-OA was derived from
OC concentrations measured from filter samplestected for differences in diameter
cut-offs between the AMS and the HiVol samplérconstitutes our best estimate of
offline PM;0A.
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Fig.S3: Comparison between AMS and offline measurement$star(A) and OA B). HiVol-
OA was corrected for differences in the diameteraffs between the AMS and the HiVol
sampler (see text); it refers to the Pivhction. Also shown are the 1:1 line and the sfofs),
intercepts (i) and coefficients of determinatiori)(Bbtained by linear fits of the data.

The calculation ofPM;OA proceeded as follows: Based on size resolved EC/OC

measurements performed on the LPI samples, thidinaaf PM;OC in PM,50C was
retrieved: PM;OC/PM,s0C = 0.82+0.06. PM;OC was then scaled by an average
OM/OC ratio of 1.67+0.05, obtained by comparing 4MS-OA to the LPIPM;OC. The

comparison betwee®M;0A and AMS-OA shows that both fractions exhibit samil
variability (R>>0.7), with a slope close to 1. However, a negatitercept of -1.3+0.7 pg
m was observed, implying that filter based measuresn@M,0A) were systematically
associated with a positive bias of 1.3 ug engendered by adsorption artefacts onto
filter samples. As a result, filter based measur@mtended to overestimate the absolute

concentrations of OA by up to 28%However, such artefacts would have only a minor

" The following estimation of adsorption artefactswHliVol filter samples (positive artefacts of 289%)
obtained by assuming first no volatilisation arté$aoccurred during sampling with the LPI and selcan
guantitative transmission and evaporation of;Rijanic particles in the AMS. Negative artefacts a
common for sampling under low pressure and lossdsstow vaporisation of large particles can be an
issue in the AMS. Therefore, our estimation of pwsi artefacts onto the HiVol samples should be
regarded as highest estimate.,
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influence on our apportionments, provided that tlesenly impacted the different

components of OA.

S.5 AMS/PMF2 analysis
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Fig.S4:Influence of varying FPEAK parameter on factors'ssiapectra and time series for the
4-factor solution and at FPEAKs between 0 and 1.

To assess the robustness of the 4 factor solutiotational ambiguity has been
investigated by varying FPEAK from -2 to 2 with Osleps. Two main groups of
solutions were identified, the first one correspogdito FPEAK values below 0, for

7
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which unrealistic zero time series values are olegsefor LVOOA, and the other one
corresponding to “FPEAK” above 0. Robust solutiomere found for solutions at
FPEAK between 0 to 1, with very little variability the factors’ time series and mass
spectra (Fig.S4). The influence of the initial ciioths seed (corresponding to
pseudorandom starting-points of the PMF2 algorithenping from 0 to 59 (with steps of
1) was also verified. No influence of different dewas observed, which provides

evidence of the robustness of the chosen solution.
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Fig.S5: Factor spectral profiles derived from the 4 factolution PMF2 analysis for FPEAK 0
and seed=0.

S.6 Chemical Mass Balance analysis

Available data used here also included source ibanitons to OC, apportioned using a
Chemical Mass Balance analysis (CMB) in conjunctionth organic marker
concentrations, as fully described in El Haddadle{2011a). CMB model is based on
the mass conservation of individual organic markiershe mass conservation equations,
known concentrationsCf) of specific markers of primary sources at receptte k are
written as the product of known source profilas and unknown primary source

contributionssk (Watson et al., 1998) as expressed in equation 1:
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m
Cik = D3 Sik (1)
j=1

wherem denotes the total number of emission sourcesagrepresents the fractional

abundances of chemical species in the source @msssexpressed as marker-to-OC
ratios. The set of linear equations generated atsan 1 is solved with an effective

variance weighted least squares method using thedamental Protection agency EPA-

CMBS8.2 software.

Primary markers and source profiles selection imildel in EI Haddad et al., 2011a.
Primary markers include: levoglucosan as a speatfiarker for biomass burning
(BBOC), EC and three hopanes (i.e., 17(H),21(HRopane, 17(H),21(H)-hopane and
22S5,17(H), 21 (H)-homohopane) as key markers fhicudar emissions. In addition, a
series of C27-C32 n-alkanes was selected sinceahge demonstrates high odd-carbon
preference, specific to primary biogenic sources. order to apportion industrial
emissions, four PAH (benzo[b,K]fluoranthene, beehwmjrene, indeno[1,2,3-cd]pyrene,
and benzo[ghi] perylene), V, Ni and Pb were inctlids fitting species. Source profiles
comprise vehicular emissions derived from a tustedy held in Marseille (El Haddad et
al., 2009), biomass burning emissions (Fine e2aD?), vegetative detritus (Rogge et al.,
1993a) and natural gas combustion (Rogge et a@3H)9 Three industrial-emission-
related profiles were chosen, including metalluabicoke production (Weitkamp et al.,
2005), HFO combustion/shipping (Agrawal et al., 20@nd steel manufacturing (Tsai et
al., 2007).

In this study, emissions from the three industpiacesses were lumped together under
the term “industrial OA”. Biomass burning, vegetati detritus and natural gas
combustion contributed very little OC during theipd of measurements (El Haddad et
al., 2011a) and were not considered in the comparizetween CMB and AMS/PMF
results. CMB technique is unable to directly apiportsecondary sources; however, the
fraction of OC not attributed to primary sourcescinsidered to be an upper limit

estimate of secondary OC (SOC).

In order to compare CMB and AMS/PMF results, priyn@A associated with vehicular
and industrial emissions were calculated by apglyn OM-to-OC ratio of 1.2 (based on
Aiken et al., 2008). SOA was considered as theerdifice between the total OA,
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determined by scaling the total OC by an OM-to-@@orof 1.67, and the primary OA.
An OM-to-OC ratio of 1.82 can be inferred for SO ( SOA-to-SOC), consistent with

an overwhelmingly secondary origin of this fracti@duken et al., 2008).

S.7 Tracers’ diurnal profiles
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Fig.S6:Tracers’ diurnal profiles. Solid lines denote agerarofiles and shaded areas represent
[P25-P75] range.

S.8 HOA vs. EC

Fig.S7 presents a scatter plot of HOA vs. EC, fwnich it is possible to ascertain more
thoroughly the sources of this fraction. As HOA d@a@ mainly arise from the same
source (i.e., vehicular emissions (El Haddad et2fl11a)), it was expected that the data
point cluster around one line with a slope corresiiag to the HOA/EC ratio at the point

of emission. However, more scatter was observed ttee different clear patterns:

¥ OM-to-OC ratio of 1.67 is calculated by comparikigS OA with LPI OC measurements, see section S.3
and S.4.
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Most of the data scattered around one line chaiseteby a ratio of HOA/EC of ~0.4,
representative of average vehicular emissionsmtdly ambient concentrations (see for
e.g. Chirico et al., 2011 and references therdihjs is a clear indication that HOA was
mostly related to traffic. A second part of the adacattered around another line
characterised by a lower ratio of HOA/EC (<0.2%)ncomitant with the dilution of the
emissions as the boundary layer developed in tieenafon and with the enhancement of
the photochemical activity, which would increase tixidation of HOA. The depletion of
traffic emission markers with respect to EC dueptwmtochemistry was previously
demonstrated to occur during this field mission Kiaddad et al., 2011a). The third part
of the data presents more scattering, with highf@AHEC ratios (around 0.75), occurring
mostly during meal hours, especially during thengvg. This suggests that the HOA
factor was contaminated by cooking emissions thdtansimilar spectral profile as HOA.
Based on the comparison between EC and HOA, tmtagonation can be estimated as
20%, in agreement with the very low concentratiohsholesterol (0.13-3.32 ng mEl
Haddad et al., 2011a).

18:00
12:00

06:00

00:00

4
EC (ug m™)
Fig.S7:HOA vs. EC. Color scale: hour of the day

S.9 Apportionment of fossil and non-fossil OOA andelated uncertainties
S.9.1 Multiple regression model

AMS/PMF apportionments and'C measurements were combined using a multiple
regression model to estimate the fossil and thefassil contributions to both SVOOA
and LVOOA. It is worthwhile to note that such a domation is not straightforward,

involving a certain number of assumptions that lteaiconsiderable uncertainties.

11
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Firstly, *C measurements were conducted RM,sOC onto filter samples that are
subjected to well-known but non systematic adsonpartefacts of gas phase organic
compounds. In contrast, AMS provides real-time raeaments ofPM;0A with little
interference from gas phase organics. Howeveriggadollection efficiency (CE) of the
AMS, estimated in this dataset to be 0.65+0.14) lma highly variable and is dependent

on the aerosol chemical nature and mixing stateldMbrook et al., 2012).

Secondly,*"C measurements conducted in this study relateetaatal carbon (TC) mass
that can be oxidized at 850 °C under oxygen, agganic carbon (OC) and elemental
carbon (EC), whereas AMS quantifies OA that cossist OC and the associated
heteroatom (H, N, O, S ...). This fundamental diffex engenders two major limitations
for the assessment of fossil and non-fossil coatitins of the OOA fractions. First, as
the TC apportioned b}'C measurements also included EC, assumptions defatthe
origins of the latter must be made. Furthermorggesthe separation between EC and OC
measured using the OC/EC instrument is method-adigmenbiases associated with EC
determination can impact the estimations. Secdr@lAMS measurement of OA includes
heteroatom that can be unevenly distributed betweriossil carbon and the non-fossil
carbon. Here also, this distribution was not ergplty accessible and assumptions have
to be made to calculate our estimations. Furtheredainties can arise from PMF
calculations and residuals and from variability time biomass**C/*?C ratio. The
assumptions made to achieve the apportionmentxgiecidy presented in this section
and the resulting biases and uncertainties aretighty discussed in section S.9.2.2.

The procedure went as follows: First, in order stireate the fossil and non-fossil
fractions of OC, EC was assumed to be entirelytedldo fossil carbon (assumption
founded on Chemical Mass Balance calculations tedan El Haddad et al., 2011a).

This is described in equations (2) and (3):

OC; =TC¢ —ECs =TC; -EC(EC{ =EC||EC; =0) 2)
OCyf =TCrf ~ECys =TCpt (ECy = EC|| ECys =0) (3)
WhereTC; , OC; and EC; correspond to the fossil TC, OC and EC, respegtivaahd

TG, OCy and ECy¢ to the non-fossil TC, OC and EC, respectively.

12



269 The second step involved the transition frétl, sOC measured on filter samples to
270 PM;0A determined by the AMS. This conversion was actdefee each of the samples

271 by scalingdC; andOGC,; to fossil OA(OAf )and non-fossil O}QOAhf), respectively, by
272 afactom:
OA; =axOC; (a = PM;0A/PM »50C) @)
OAy =axOCps (@ = PMOA/PM »50C) (5)
273 wheren is the ratio between AM8M;0A and filterPM,sOC. a is variable depending
274  on the considered sample, but has an average 28@2ZL. The assumption underlying
275 this scaling is thaPM, sOC and PM;OA were associated with the same proportions of

276 fossil and non-fossil mass (i.e. the ratio fossiit was the same fdPM,sOC and

277 PM;OA). Biases arising form this assumption are disalgs¢éhe section S.9.2.2.

278 OA; and OAy; obtained in equations 4 and 5 can be accordingtyessed as a linear

279 combination of the AMS/PMF OA fractions derived rfro fossil
280 (fOA:POA; ,SVOOA andLVOOAs) and non-fossil GfOA: POA,s , SVOOAs and

281  LVOOA ) sources, respectively:

I
OA; =) fOA =POA; + SVOOA +LVOOA (6)
OA = i nfOA =POA; + SVOOA; + LVOOA¢ (7)
[

282 wherel andm are the total numbers ofOA andnfOA fractions, respectively. ABDA
283 andnfOAare not directly accessible, equations 6 and 7beanritten in terms of the OA

284  factors (OA) determined by AMS/PMF analysis and the respecthare of fossil and

285 non-fossil fractions to these factors such that

|
fOA
OAf = ; XOA = POA SVOOA+ LVOOA| g =————
f iZax A =83 x POA+ay % ag x (a, fOA+nfOAj (8)

oA :Zq <OA :bleOAerszVOOAF%xLVOOA[q :%j 9)

13
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whereg; andb, denote the relative share of fossil and non-fosattions taOA factors,

respectively ¢ for POAs ,ay for SVOOA ,az for LVOOAs by for POA, by for
SVOOA andby for LVOOAys ). This system of linear equations can be visudliae

the following matrix equation:

"POA SVOOA LVOOA 0 0 0 :1 OA; ]
0 0 0 POA SVOOA LVOOA a2 OA
1 0 0 1 0 0 [x|%|=] 1 (10)
0 1 0 0 1 0 El 1
0 0 1 0 0 1 2 1
i g | L1

As POA was assumed to be strictly related to fossf#ources

(.e.POA; = POA=HOA+F 4), the parametey can be assumed to equal 1, implying
that by equals O (i.ePOAy s = 0O the sensitivity of the results to this assumptisn

assessed in section S.9.2.2). Equation 11 carebestmplified as follows:

SVOOA LVOOA 0 0 ay SOA
0 0  SVOOA LVOOA| |ag| |SOAy
X = ( 1 1)
1 0 1 0 b, 1
0 1 0 1 bs 1

With SOA andSOAy; denoting the fossil and non-fossil fractions of S@éspectively,
calculated asSOA =OA; — POAs andSOAy; = OA; — POAs. The equations of the

resulting linear system (equation 11) are not ietelent and thus the system has no
solution. For that reason, a multiple linear regi@s analysis was applied instead to
solve equation 11, which found the average valaesfand Iy that fit best the equation,
in the sense of solving the quadratic minimizatipmoblem. In equation 11
AMS/PMFOA vectors were included as independent variables @A¢g andOA,; as

dependant variables.

It should be noted that the apportionment procetnllewed here is not unique. As this
study mainly focuses on AMS measurements, the chosthod is AMS data oriented in

that the resulting apportionments would exhibit #zene variability as the AMS/PMF
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factors (e.gSVOOA +SVOOA; = SVOOA. This is the result of the equation 11, in

which AMS/PMFOA vectors were chosen as independent variables.ifd&dation is a
self-consistent system (i.@A¢ + OA,; — POA=SVOOA+ LVOOA), another approach is
also possible; by considerin@A; andOA,; as independent variables, this second

approach yields the same average results but sritme variability towards“C

measurements.
S.9.2 Output quality control, uncertainty assessmea and potential biases

S.9.2.1 Output quality control and residual analyse

One of the major drawbacks of the multiple reg@ssnalysis applied here is that it
considers a constant contribution of fossil and -fomsil sources to each of the

OAfactors (i.e., constany and by ratios), while these contributions may signifidgnt
vary over the course of the measurements. Accolding; andb ratios should be
regarded as average contributions of fossil andfassil sources t®A . These ratios are

reported in Tab.S1.

Tab.S1: g andb ratios for the POA,

SVOOA and LVOOA fractions.
POA SVOOA LVOOA

q 1.0 0.33+0.11 0.082+0.085
Q 0.0 0.67+0.11 0.92+0.08
-A- 7s=0.96+ 0.10 -B- 7s=1.2+0.20 -C—14—s:1.01 0.12
w— 6-i=-0.13 +0.09 ¢ -i=0.72£055 © o 12 -i=-0.29 £ 0.73
' = = R=0.85
£ g|R=0.91 E  |R=0.77 € 10
(o)) > =)
> — [t}
= 4 = 4 o 8 -
- 3 _; 34 |:|'_J 6 -
Q ) <
S 2 T 2 O, 4
e}
<] IS =
e 14 £ 1 - o 2
— — O_
0 1 T T T T T 1 0 1 T T T T T 1 1 1 1 T T T 1
012345_367 012345_367 0 2 4 6 8 10 12 14
measured f [ugm ] measured nf [ugm ] 0.92xPM, sOC+EC [ug m'a]

Fig.S8: Scatter plots of modelled vs. measured data #ofdhksil ) and non-fossilB) fractions.
Measured fossil  fraction=EC+0.92xQC modelled fossil fraction=EC+HOA+F4+
SVOOA+LVOOA;, Measured non-fossil fraction=0.92xQCGnd modelled fossil fraction=
SVOOA+LVOOA,:. The 0.92 value is the average value of the factesed in equations 6 and
7. The comparison between filter measurements avi& Aeasurements is shown in panel C.
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For all panels, the slope of the linear regresg®n its intercept (i) and its coefficient of
determination (R) are also indicated (n=28 samifalesach plot).

Fig.S8 compares the measured and the modelled mwattens for the total fossil and
non-fossil fractions. It shows that the model cagduquite well the amounts and the
variability of the measured concentrations, espigcia the case of the fossil fraction
(Fig.S8a).

underestimate (overestimate) the measured levétsvathigh) concentrations (Fig.S8b).

In the case of the non-fossil fractidghe model tended to slightly

It should be noted though that most of the varigbidbserved in panels A and B of
Fig.S8 arose from discrepancies between the AWB OA and filter-based®M, s OC, as
shown in panel C of the same figure. Differencesvben the 2 measurement techniques
were accounted for in equations 4 and 5 prior ®rttultiple regression analyses by the
coefficient a that encompasses various conversion factors. Qvérase comparisons

validated the representativenessapandd, obtained in the multiple regression analyses.

-A- 16 -B- 10
—— Observations 75 —— Observations
14 4 - - - Gaussian fit ! Y = = = Gaussian fit
- _ ' 8- — -

o 12— X =000ugm S o " X = 005ugm™
c < PRak 2
3 10 o=031ugm=3 | | 3 o=078ugm 3,
o k i o 6 ’
c ' ] c
S 8- . ' S
i . [ =2
c ' ' 2
o 6 B ' @
72} [ (%}
G ' : S

4 — ; "

2 N

v
0 seaoe’
T T T T
-2 1 -2 1 0 1 2

Fossil fraction residuals [ug m's]

Non-fossil fraction residuals [ug m'3]

Fig.S9: Residuals’ normal distributions (modelled — meadyirderived from the multiple
regression approach applied above for the foggilahd the non-fossilB) fractions. Residuals

are fitted using a Gaussian fit, from which the me(g) and the standard deviatiqn) are

calculated for both fractions.

Assumptions underlying the residuals’ distributionere examined for the fossil and

non-fossil fractions in Fig.S9. Residuals followsarmal distributions with mean values

statistically equal to zero, implying that errore domoscedastic (variance = 0) and are

not correlated. From Fig.S9, it is possible toreate the uncertainties related to the total

fossil and non-fossil OA fractions. Fossil and rfossil OA were accordingly estimated
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to contribute 1.52+0.31 pg™(implying 20% of errors) and 2.52+0.78 p & iimplying
31% of errors), respectively. These uncertaintietuged: (1) measurement differences
between filter-based PM TC and AMS PM OA + EC (Fig.S8c) and (2) variability in

g; andb obtained in the multiple regression analyses (beerélated uncertainties in

Tab.S1).
S.9.2.2 General assessment of uncertainties and $g3

It is worthwhile to note that a great part of thecertainties assessed for the absolute
concentrations of fossil and non-fossil OA arosmnfrdiscrepancies between AMS and
filter measurements and hence is not representafitiee statistical significance of each
of the fractions. The statistical significance be trelative contributions of HOA, F4,
SVOOA;, LVOOA;, SVOOA and LVOOA; were assessed through a sensitivity test
using a random selection technique. Inputs to #ieut@tion are the PMF factor mass
concentrations’C data, and OC/EC measurements. The calculation peg®rmed
based on equations (2-11) and proceeded as follows:
o For each of the input parameters a range was a&skigvithin which these can
vary (see Tab.S2). The criteria on which we basedssessment of these ranges
are developed below, in Appendix A.
o The parameters were then allowed to randomly vaiyhinv the range
predetermined in the previous step, assuming aalatistribution. This approach
is somewhat similar to Monte Carlo calculations alldws vast numbers of
combinations of input parameters to be computedk@jcet al., 1979). A Monte
Carlo simulation would involve testing all possib®mmbinations of input
parameters, which would be prohibitive in termgpuodcessing time. In contrast,
random sampling is much more effective and for @urposes provided
essentially the same results as a full Monte Camklysis (McKay et al., 1979).
o Following the approach described above, 50 setsachmeters were generated

randomly and used subsequently in the equationk t-talculate the inputs for

the multiple linear regression analysis (iS04 , SOAs , SVOOAandLVOOA).

This provided for each set of parameters averafggesaora andb; plus the
corresponding uncertainties.
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o For each set of the coefficierdsandb; previously generated, the average values
of these coefficients were varied assuming a biabudistribution, derived based
on the corresponding uncertainties provided by rhétiple linear regression
analyses. In this step and for each set of paraméén values were generated for
a andb; and used to compute the contributions of SVQAQAOOA;, SVOOA
and LVOOA:. This gave in total 500 different solutions.

A great advantage of this approach is that comigingtof parameters which are very
unlikely (e.g., that only the minimum-possible vedufrom each parameter were used)
will represent only a small percentage of the outdine obtained 500 solutions are
presented graphically as a probability density gifiency distribution) of possible

solutions to the source apportionment problem wee st up, as shown in Fig.7 in the

manuscript.

This analysis provided strong support for our ressuhllowing the assessment of the
uncertainties underlying our measurements and g#sums and offering a measure of
our ability to separate the different componenttati&ical significance of each
component). It showed that the uncertainties ofestimations depend on the component
considered. Depending strictly on the PMF analgsisrs, the uncertainties associated
with the contributions of POA (HOA and F4) werede¢lan 10%. Conversely, for OOA
components the uncertainties were less homogenbuos. non-fossil OOAs the
uncertainties were around 10% as these were wstilvied by the regression model,
whereas for fossil OOAs uncertainties are highé&6fs and ~58% for SVOGAand
LVOOA;, respectively), as these were poorly resolved Hey regression model and
strongly dependant on the EC measurements andsghengtions made for POA. All 6
fractions were statistically significant with cabttions higher than 0 (Z equal 23, 7.4,
2.8,1.7,9.2, 12 for HOA, F4, SVOQA.VOOA;, SVOOA;: and LVOOA respectively,

with Z=average/uncertainty).

Additionally, the sensitivity test offered the assment of the biases on the
apportionments presented in the manuscript. Theitsety test results suggest that we
might underestimate the contributions of F4, HOXO®A and LVOOA by 9%, 6%,
5% and 23%, respectively and overestimate the SVQGOA LVOOA by 34% and 5%,

respectively. The main conclusion to be derivednftbis analysis is the robustness of the
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results presented and discussed in the manusEoptexample, OOA was clearly the
biggest contributor to OA. It is also clear that Q@A was derived predominately from
non-fossil precursors (LVOQA/LVOOA=89+7%), whereas SVOOA included a larger
fraction of fossil SOA (SVOOANSVOOA=751+8%). Given the wide range of
uncertainties used in the sensitivity test, thesellts demonstrate that, in general, we can

clearly identify the contribution from different kgonents.

S.10 Distribution of the a-pinene oxidation products in the 2D-VBS
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Fig.S10: 2D-framework fora-pinene SOA aging adapted fralimenez et al., 2009representing
OA oxidation state (approximated by O:C) vs. OAaiiity (log;o(C*) at 298 K). The ambient
OOA factors are represented in this 2D space bytheeen squares, with LV-OOA being less
volatile and more oxidized than SV-OOA (Jimenealet2009). First generation products from
a-pinene (yellow pentagon) + ozone reaction areridiged according to the blue contour.
Products derived from subsequent OH oxidation (kblifetimes) of first generation products
are represented with purple contour (Jimenez e2@09). This oxidation reproduces a substantial
shift toward ambient LV-OOA volatility and oxidaticstate. We added on this 2D spaeganene
first and subsequent generation oxidation prodomasured in this study by GC/MS (PNA, PA
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and A1-A7). The volatilities of these compounds avealculated using the approach proposed by
Donahue et al., 2011. O:C ratios of pure SV-OOA &WOOA retrieved by AMS/PMF2
analysis were calculated following the parametéiopaproposed in Aiken et al. (2009) and
indicated by the orange and dark red lines, resmdygt Following the same methodology, the
range of O:C ratios (0.48<0yea<0.72) of total OOA encountered during the measergm
period was determined and indicated by the dotted. a
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434  Appendix A: Calculations of the different parameters entereid@sts in the sensitivity test

435 For the parameters in Tab.S2, the ranges wereliskid as follows:

436 = For EC/OC measurements, the range was designedoonpass biases and uncertainties
437 associated with the separation between EC and O fange was bounded by
438 measurements determined following NIOSH and EUSAARRocoIs, respectively. For
439 EC and OC, a constant bias between the 2 protecatsdetermined to be 40+8% and
440 615%.

441 = The average uncertainty for the discrimination leetwfossil and non-fossil TC was 4%,
442 including uncertainties it‘C measurements and errors due to the correctior@r
443 inputs from the bomb testing.

444 = An assumption made in equations 4 and 5 relatethdoorigin of EC, which was
445 estimated to only pertain to the fossil fractiorhisT assumption would bias high the
446 contributions of fossil sources to the secondaryf@€tions. As there was little influence
447  from biomass burning, we assumed an upper limitrdmrtion of non-fossil sources to
448 EC to be 15%, (based on Minguillon et al., 2011 aeftrences), and varied this

449  contribution between 0 and 15%.

Tab.S2: Ranges [Low, High] of the different parameters eseas inputs to the uncertainty calculation. E*
denotes equations 2-11.

E* Parameters Variables Low High Remarks
2,3 OC;, OGy OC/EC NIOSH EUSAAR2
F 0.96%F 1.04xFy Uncertainties on measurements@ in TC
EG 0.85xEC EC Origin of EC:EC= EG+ EGy
4,5 a=PM;OA/PM,0C 0,°¢ 0.76 0.88 Diameter cut-offs:
see Tah.S3 2,°¢ =PM;0C/PM, s0C
a0 CI(-) CI(+) Positive artefacts based on Fig.S3:

CI(-) and CI(+) are the upper and lower bounds of
the confident interval on the linear regression

8,9 AMS/PMF2 OA Factors FPEAKO FPEAK1 AMS/PMF2 results obtained for FPEAKs between
0 and 1.
10,11 POA, POAy a;xPOA 0.75xHOA+F4  0.9xHOA+F4 a;xPOA is the fraction of fossil POA. Its

uncertainty is constrained based on Fig.S7

450 = The conversion fronPM, sOC measured on filter samples Bd1;OA determined by the
451 AMS was performed in equations 2 and 3, using angom factor a (with a=
452  PM;0APM,0C) for both fossil and non-fossil OC. This factorcempassed three key
453 corrections related to differences between the mmeasurement techniques, including

454  differences in diameter cut-offs between AMS andterfi sampling (referred to
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asPM;0C/PM,s0C ratio), the adsorption artefacts on the filtersj the OM/OC ratio.

The assumption underlying th&M, sOC to PM;OA conversion is that the aggregate of
the aforementioned corrections was similar for bfogsil and non-fossil OC and well
represented by . Indeed, these corrections can vary greatly betwee primary and the
secondary fractions, which exhibited variable abmtions to the fossil and non-fossil
OC. To address the biases resulting from the agpic of a single conversion factor,

the latter is deconvolved in equation (12) intoesal/factors, such that

]
In this equation, ajj denotes the factor used for a conversignapplied to a®G

nip
PM;OA=ax PM ,£0C =Z{|‘| aj Jxoq (12)

fraction.nis the total number of OC fractions; in our caseyas limited to two fractions
representing the primary and the secondary @fS.the total number ofr; conversions
applied tdOG ; in our case,pwas equal to 3, accounting for tHeM;0C/PM,:0C
ratio (=1), for the sampling artefacts=) and for the OM/OC ratig<3). The following

is an example performed for the campaign averadigeyvaepresenting the matrix of

aijj factors for primary and secondary OC (Tab.S3). ingalculations were performed

for all of the data set to complete the sensititiggt. In this calculationgj were

measured for the total @QC), assumed for the primary O@JPOCJ, and inferred
J J

for secondary Oéasocj_ The different conversions include the following:
J

- aloc denotes th®M,0OC/PM ,50Cratio, estimated using size resolved OC

measurements, i.e., 0.82+0.06%. POC was assumeqzkrtain entirely to the PM

fraction(alpoc :1), resulting in amlsocof 0.77 (i.e. 77% of the PM SOC are included

in the PM fraction).

- a?c is the ratio allowing the correction for the samgl artefacts retrieved from

Fig.S3, with an average value of 0.72. Artefactsensesssumed to be evenly distributed

between the primary and the secondary fractioesagoC = aZSOC (Tab.S3).
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479 - a:?c is the OM/OC ratio, obtained from the compariseteen PM AMS and LPI

480 measurements. An averagé)C value of 1.67 was found, and assuminga@’rpC value

481 of 1.2 for primary OC a value of 1.81 can be irddrfor thmg?oc.

482
Tab.S3: ajj factors estimated for POC,

SOC and total OC fractions.

ai gPOC  Soc  ,0C
j j j

aip 1.0 0.77 0.82
aio 0.72 0.72 0.72
ai3 1.20 1.81 1.67
p

|‘| ajj 0.84 0.98 0.95
i

p

483  Fromaj matrix, overall conversion factoﬁ ajj can be inferred for POC, SOC and total
i

p
484 OC, which were equal to 0.84, 0.98 and 0.95, rdapsy. Estimated|_| ajoc (0.95) is
i

485 comparable to the averageempirically determined and used in equations (#) @) to
486 convert from PM,sOC measured on filter samples ®M;0OA determined by the
487 AMS(a = 092+ 021).

P poc P soc
488 Using |_| aj~~and |_| aj - obtained above, one can apply different convertiotors
i i

489 to POA and SOA. In the sensitivity test such awalion has been made by considering

490 arange ofaf)cand a?c (Tab.S3).

491 = In the calculation of equations 10 and 11, we abered for the apportionments the
492 AMS/PMF2 results, includingPOA SVOOAand LVOOA One approach to assess the
493 uncertainties on the AMS/PMF2 apportionments cassié varying FPEAK within a
494 reasonable range, in our case between FPEAK =GFREAK =1.

495 = In the calculation of equations 10 and 11, we aered that POA pertains only to the
496 fossil fraction. However, we observed evidencanpiuts from cooking (a non fossil

497 primary source) to the HOA factor. To take this efation into account in the
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498 uncertainty calculations, we considered that theseking inputs contributed between
499 10% and 25% of total HOA, based on Fig.S7.

500
501

502
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