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Abstract. The annual and the monthly mean values of the
land-surface air temperature anomalies from 1880–2011,
over both hemispheres, are used to investigate the existence
of long-range correlations in their temporal evolution. The
analytical tool employed is the detrended fluctuation analy-
sis, which eliminates the noise of the non-stationarities that
characterize the land-surface air temperature anomalies in
both hemispheres. The reliability of the results obtained from
this tool (e.g., power-law scaling) is investigated, especially
for large scales, by using error bounds statistics, the autocor-
relation function (e.g., rejection of its exponential decay) and
the method of local slopes (e.g., their constancy in a sufficient
range). The main finding is that deviations of one sign of the
land-surface air temperature anomalies in both hemispheres
are generally followed by deviations with the same sign at
different time intervals. In other words, the land-surface air
temperature anomalies exhibit persistent behaviour, i.e., de-
viations tend to keep the same sign. Taking into account
our earlier study, according to which the land and sea sur-
face temperature anomalies exhibit scaling behaviour in the
Northern and Southern Hemisphere, we conclude that the
difference between the scaling exponents mainly stems from
the sea surface temperature, which exhibits a stronger mem-
ory in the Southern than in the Northern Hemisphere. More-
over, the variability of the scaling exponents of the annual
mean values of the land-surface air temperature anomalies
versus latitude shows an increasing trend from the low lat-
itudes to polar regions, starting from the classical random
walk (white noise) over the tropics. There is a gradual in-
crease of the scaling exponent from low to high latitudes
(which is stronger over the Southern Hemisphere).

1 Introduction

The land-surface air temperature (LSAT) is a crucial thermo-
dynamic parameter of the atmosphere (which is a subsystem
of the Earth’s climate system), affected, among other things,
by the atmospheric greenhouse effect. According to current
scientific understanding, the spatial and temporal fluctuations
of LSAT are generated by natural- and anthropogenically-
induced mechanisms. The prediction of these mechanisms is
of great importance for the description of the temporal evolu-
tion of various parameters of the other subsystems of the cli-
matic system (i.e., the hydrosphere, lithosphere, cryosphere
and biosphere), given that all the sub-systems of the climate
system interact between them via non-linear processes (e.g.,
Anthis and Cracknell, 2005; Alexandris et al., 1999; Chan-
dra and Varotsos, 1995; Efstathiou et al., 1998, 2003; Fer-
etis et al., 2002; Katsambas et al., 1997; Kondratyev and
Varotsos, 1995a, b, c, 1996; Melnikova, 2009; Tzanis and
Varotsos, 2008; Varotsos et al., 1994; Xue et al., 2011). In
other words, the temporal fluctuations of LSAT are of com-
posite nature, consisting of periodic and non-periodic com-
ponents (e.g., Chattopadhyay and Chattopadhyay, 2010; Ef-
stathiou and Varotsos, 2010). These interactions may occur
between different parts of the same subsystem. As an exam-
ple, the stratosphere plays a substantial role in the natural
and forced variability of the Earth system. In this regard, the
lower stratosphere plays an important role in the radiative
balance of the troposphere (two-way coupling), and addition-
ally changes in greenhouse gases (GHGs), such as ozone and
water vapour, in the lower stratosphere directly affect surface
temperatures (e.g., Gerber et al., 2012).

It has been stated by Koscielny-Bunde et al. (1998) that
the deviations of the daily maximum temperatures from their
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average values follow a universal scaling law (or persistence
law) with roughly the same exponent,a = 0.7. This behaviour
was said to be found in the atmospheric variability by 14 me-
teorological stations around the globe, but in a later study
Weber and Talkner (2001) found differences between these
exponent values, depending on the altitude of the meteoro-
logical station.

In this regard, Eichner et al. (2003) studied the appearance
of long-term persistence in surface air temperature records,
obtained at 95 stations all over the globe using several vari-
ants of the detrended fluctuation analysis (DFA). They ob-
tained correlation exponent values in the range 0.55–0.9 cen-
tered strongly at around 0.65 over continents, but systemati-
cally higher values for islands.

The DFA tool was also used by Maraun et al. (2004) in or-
der to study the existence of long-range correlations, which
mathematically denote that the correlation sum is divergent.
Maraun et al. (2004) demonstrated that if the autocorrelation
function of a process decays according to a power law for
large time lags, then it exhibits scaling, i.e., a long-memory
process, which in fact refers to a non-periodic process. In
addition, they claimed that power-law scaling of the fluctu-
ation function cannot be regarded a priori, but it should be
established in conjunction with the investigation of the local
slopes. They argued that the comparison of a long-memory
with a short-memory model does not specify the existence of
long-range correlations from the application of DFA on a fi-
nite dataset. Moreover, they remarked that scaling cannot be
concluded from a log-log straight line fit to the fluctuation
function.

Recently, six reconstructed records of the Northern Hemi-
sphere (NH) temperatures, analysed by Rybski et al. (2006),
revealed long-term persistence. Due to the long-term per-
sistent correlations, the mean temperature variationsσ (m,
L) betweenL years (moving averages overm years) were
substantially larger than for uncorrelated or short-term corre-
lated data.

Finally, in our previous study (Efstathiou et al., 2011)
we studied the scaling behaviour of the time series of the
hemispheric mean monthly land- and sea surface temper-
ature (LSST) anomalies during the period January 1850–
August 2008. The datasets employed were obtained from
the Climatic Research Unit (School of Environmental Sci-
ences of University of East Anglia;www.cru.uea.ac.uk/cru/
data/temperature/). We showed that there is persistent power-
law scaling in the time series of the LSST anomalies, which
stems from the time evolution of their values and not from
their marginal distribution. Remarkably, this persistency was
found to be stronger in the Southern Hemisphere (SH) (see
also Alvarez-Ramirez et al., 2008).

In the present paper, we substantially extend the above-
mentioned analysis by considering the LSAT anomalies for
various latitudinal zones of each hemisphere separately and
globally. Our principal aim is to investigate the intrinsic
scaling properties of the LSAT anomalies and to compare

them with those of LSST anomalies found in Efstathiou et
al. (2011). In other words, we investigate whether the fluc-
tuations of the LSAT anomalies in small time intervals are
significantly correlated to those in longer time intervals and
to identify with reasonable accuracy the type of this correla-
tion. The robustness (or not) of the result obtained (or not)
is critical to whether this can be exploited further. For in-
stance, the current climate models do not display scaling be-
haviour, especially for the scenario of the climate change in-
duced from the increased or even constant GHGs concentra-
tions (e.g., Koutsoyiannis et al., 2008). Therefore, there is
an urgent need for the development of such climate models,
which should be based on robust evidence for scaling be-
haviour at long time scales. The main insight of this paper is
the robustness of the long-memory evidence in LSAT, which
had not been studied to date.

2 Data and analysis

For the above mentioned purposes we employed the annual-
and monthly mean values of LSAT anomalies (in 0.01 de-
grees Celsius) obtained from the National Aeronautics and
Space Administration Goddard Institute for Space Studies,
covering the period 1880–2011 (http://data.giss.nasa.gov/
gistemp/). As it is clearly stated on this website, the analy-
sis is limited to the period since 1880 because of poor spatial
coverage of stations and decreasing data quality prior to that
time.

As discussed in the previous section, the main aim of this
paper is to search efficiently for time scaling in the LSAT
anomalies time series, by using an analytical tool that would
not be affected by the non-stationarities of the time series,
compared to the classical methods, like the autocorrelation
function, Fourier analysis, etc. The technique that has been
proved to satisfy this criterion is the well-established DFA,
which stems from random walk theory and permits the de-
tection of intrinsic self-similarity in non-stationary time se-
ries (Peng et al., 1994; Weber and Talkner, 2001; Varotsos,
2005a, b; Varotsos and Kirk-Davidoff, 2006; Varotsos et al.,
2002, 2003, 2005, 2006, 2007, 2009).

The sequential steps of DFA may be briefly described as
follows. Firstly, they(i) = LSAT anomalies time series is in-
tegrated and is divided into a series of non-overlapping boxes
of equal length,τ . Then in each box a best polynomial local
trend (of orderl) is fitted in order to detrend the integrated
profile by subtracting the locally fitted trend. Secondly, for
each box the root-mean-square fluctuationFd (τ ) is calcu-
lated. The squared fluctuation function of this integrated and
detrended profile is calculated by averaging over all boxes.
Thirdly, this procedure is repeated for several boxes’ lengths.
More specifically, the detrended fluctuation functionF is de-
fined by Kantelhardt et al. (2002):
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F 2(τ ) =
1

τ

(k+1)τ∑
i=kτ+1

[y(i) − z(i)]2,k = 0,1,2, . . . ,

(
N

τ
− 1

)
(1)

wherez(i) is the polynomial of orderl least-square fit to the
τ data points contained in a box. Due to natural variability,
a reasonable choice for the maximum scale is about 1/10 of
the total record length (Maraun et al., 2004). In our analysis,
below F(τ) is calculated for maximum scaleN /4 approxi-
mately.

It is worth noting that averagingF(τ) over theN/τ in-
tervals gives the fluctuation<F(τ) >as a function ofτ . For
scaling dynamics, the averagedF 2 (τ ) over theN /τ intervals
with lengthτ is expected to obey a power law, notably

<F 2(τ ) >∼ τ2α (2)

and the power spectrum function scales with 1/f β , with β =

2a − 1 (Taqqu et al., 1995).
A derived DFA exponenta 6= 1/2 denotes the existence

of power-law correlations for large scales, whilea = 1/2 re-
veals the classical random walk (white noise). If 0<α<0.5,
power-law anticorrelations are present (antipersistence). If
0.5<α<1.0, then persistent power-law correlations prevail.
The casea = 1 corresponds to the so-called 1/f noise (e.g.,
Hausdorff and Peng, 1996). In addition, when 1<α<1.5,
then long-range correlations are present (Weber and Talkner,
2001). In other words, the DFA exponent could be assumed
as a measure of the long-range dependence (LRD). A more
detailed description of the DFA tool is presented by Efs-
tathiou et al. (2011). It should be stressed that the power-law
scaling deduced by the DFA fluctuation function must not be
taken as evidence for long-range correlations. As mentioned
above, in order to reliably infer power-law scaling, it must be
established by investigating the constancy of local slopes in
a sufficient range, rejecting also the exponential decay of the
autocorrelation function (Maraun, et al., 2004; Rust, 2007;
Tsonis and Elsner, 1995).

The reason we have used both annual mean and monthly
mean temperature anomalies is due to the ongoing debate
about the minimum allowable amount of data required to re-
liably employ the DFA methodology (Bryce and Sprague,
2012). Some of the earlier studies claim that DFA requires
a large sample size (i.e., 1000+ data points), while oth-
ers suggest a definitive minimum sample size (e.g., 600 by
Ludecke et al., 2011, or less by Delignieres et al., 2006
and Cororando and Carpena, 2012). In particular, Coron-
ado and Carpena (2005) studied the influence of the length
of a time series on the results obtained from several tech-
niques used to detect long-range correlations. They reached
the conclusion that the DFA method is practically free of
size effects, providing consistently correct results for all the
ranges/blackbox[CE]Note that “range” was made plural for
this sentence to make semantic sense. But you may have
meant “for the entire range of time series lengths.” Please
check. of time series lengths. In this context, Delignieres et

al. (2006) tested similar methods for the estimation of the
scaling exponent, focussing in particular on short time se-
ries (i.e., series of 2048, 1024, 512, 256, 128 and 64 data
points). According to the results presented by Delignieres
et al. (2006), DFA worked particularly well with fractional
Gaussian noise (fGn) series with no significant bias and no
effect of data series length, whatever the true value ofα-
exponent.

In addition, there are other methods which give error
bounds, like spectral estimators (e.g., Geweke and Porter-
Hudak, 1983), which claim to be superior to DFA. In a later
study, Hurvich and Brodsky (2001) found that a few choices,
originally suggested by Geweke and Porter-Hudak (1983),
can lead to performance that is markedly inferior to that of
the optimal choice, even in reasonably small samples. Very
recently, Franzke et al. (2012) studied the performance of
tools (among them DFA) that were originally developed to
detect LRD, and have found application in the prediction
of dangerous bifurcations in dynamical systems, such as cli-
mate “tipping points”. The conclusion drawn by Franzke et
al. (2012) is verbatim: “While it is true that all of the es-
timators we tested perform reasonably well for fractional
Gaussian noise, once a time series is non-Gaussian or is non-
stationary (in trend or volatility) the estimators can be prob-
lematic.”

Under these circumstances one could argue that the annual
temperature anomalies should not be used for DFA due to
their limited sample size, and suggest that the monthly tem-
perature anomalies should be utilised instead. Thus, we de-
cided to analyse here both annual and monthly temperature
anomalies, including the corresponding error estimates.

In more detail, the data analysed here refer to annual mean
values of LSAT anomalies with 131 data points and 1572
data points for the monthly values of LSAT anomalies. It
should be emphasized that Audit et al. (2002) demonstrated
that the wavelet transform modulus maxima estimator leads
to larger mean squared errors (compared to those obtained
by DFA) when analysing short time series of length 102 data
points. That is why it was preferred to use DFA and not, for
example, wavelet based estimators of self-similarity (Varot-
sos et al., 2007; see also the interactive discussion, i.e., SC
S5324).

3 Results and discussion

3.1 DFA exponent in the time series of the annual mean
LSAT anomalies

As mentioned above, the annual means used in the present
study were based on LSAT anomalies covering the whole
Earth and both hemispheres (Fig. 1). The principal features
shown in Fig. 1 are the existence of non-stationarities in the
LSAT anomalies and the strong upward trend that can both
mask correlations and in particular long-term correlations.

www.atmos-chem-phys.net/13/5243/2013/ Atmos. Chem. Phys., 13, 5243–5253, 2013
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Fig. 1.Annual LSAT anomalies in 0.01◦ C, during the period 1880–
2011,(a) globally, (b) over the NH and(c) over the SH.

Fig. 2. Detrended annual mean LSAT anomalies in 0.01◦ C, during
the period 1880–2011,(a) globally,(b) over the NH and(c) over the
SH.

For instance, uncorrelated data with a long-term trend may
look like correlated data. Also, long-term correlated data may
look like uncorrelated data due to a trend. Thus, the long-
term trend was filtered out by calculating the departures of
the LSAT anomalies values from the polynomial best fit (of
sixth order) to the whole LSAT anomalies time series, over
the whole Earth and both hemispheres, separately (Fig. 2).

In the following, the results obtained from the application
of DFA to the detrended LSAT anomalies time series are pre-
sented and interpreted. The DFA exponent for the detrended
annual mean LSAT anomalies over the globe was found to
bea = 0.68 and over both hemispheresa = 0.65, with stan-
dard deviation 0.03 for all geographical areas. Therefore, the
fluctuations of the studied parameter exhibit long-range per-
sistence for large scales up to 32 yr (Fig. 3).

In order to examine whether the aforementioned value
of the a-exponent is attributed to the temporal evolution of
the LSAT anomalies and not from their marginal distribu-
tion, the investigated time series was randomly shuffled. If
the shuffled LSAT anomalies values followed the random
(white) noise, then the persistence found above would not
come from the data but from their temporal evolution. In
this regard, we applied the Monte Carlo method, relying
on 1000 repeated random samplings of the detrended an-
nual mean LSAT anomalies (over the NH, SH and globe,
separately) to compute the correspondinga-exponents. Ac-
cording to the Kolmogorov–Smirnov (Stephens, 1974) and
Anderson–Darling (Anderson and Darling, 1954) best fit

Fig. 3. Double logarithmic plot (10-base logarithms) of the root-
mean-square fluctuation functionFd (τ ) versus time intervalτ (in
years) for the detrended annual mean LSAT anomalies set(a) glob-
ally with the best fit equation (y = 0.68x + 0.32 with R2

= 0.97),
(b) over the NH with the best fit equation (y = 0.65x + 0.43 with
R2

= 0.97), and(c) over the SH with the best fit equation (y =

0.65x + 0.37 withR2
= 0.97).

tests, the dataset of the deriveda-exponents (for each ge-
ographical area) obey Gaussian distribution at 95 % confi-
dence interval (or significance level 0.05) with mean value
ā = 0.52 and standard deviationsa = 0.08. Moreover, the 95 %
confidence interval of̄a is(

ā −
1.96

√
1000

· sa, ā +
1.96

√
1000

· sa

)
i.e., (0.515,0.525). (3)

Thus, according to thet test, the hypothesis that the shuffled
values of the detrended annual mean LSAT anomalies follow
the random (white) noise (0.5± 0.04) is accepted at 95 %
confidence interval. As an example, Fig. 4 shows the DFA
results of one of the random samplings witha = 0.51 and
standard deviation 0.03 for each geographical area. In other
words, we find that the DFA exponent that characterizes the
fluctuations in the shuffled data is near 0.5, thus indicating
that the Joseph phenomenon is the main effect (Mandelbrot
and Wallis, 1968; Rybski et al., 2008). On the other hand, the
estimated DFA exponents depicted in Fig. 3 (i.e., 0.68± 0.03
and 0.65± 0.03) are obviously higher than the white noise-a,
indicating that the fluctuations of the detrended annual LSAT
anomalies time series exhibit power-law persistence.

The power-law persistence assumed above for the struc-
tural profile of LSAT anomalies signifies its impacts to the
climate system. We emphasize that the reliably modelled val-
ues of LSAT anomalies versus time period (i.e., past and
future simulations) must exhibit the same scaling proper-
ties with that existing in the real observations of the LSAT
anomalies during the covered period (1880–2012). Thus, the
assumed scaling property may serve as a unique criterion
of the reliability of a proposed climate model. In this re-
gard, Govindan et al. (2002) carried out a test for the scal-
ing performance of seven leading global climate models by
analysing the temperature records of six representative sites
around the globe simulated by the models. The test showed
that the simulated records fail to reproduce the scaling be-
haviour of the observed records. Consequently, the afore-
mentioned scaling found for the temporal evolution of the

Atmos. Chem. Phys., 13, 5243–5253, 2013 www.atmos-chem-phys.net/13/5243/2013/
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Fig. 4. Log-log plot (10-base logarithms) of the root-mean-square
fluctuation functionFd (τ ) versus time intervalτ (in years) for the
shuffled annual mean LSAT anomalies dataset(a) globally with the
best fit equation (y = 0.51x + 0.86 with R2

= 0.94), (b) over the
NH with the best fit equation (y = 0.51x + 0.89 with R2

= 0.92),
and (c) over the SH with the best fit equation (y = 0.51x + 0.82
with R2

= 0.93).

surface air temperature over land of both hemispheres or
globally must not be violated by the global climate models. It
is important to note here that the inference of long-range cor-
relations (or long-term memory) from the above-mentioned
DFA results, prerequisites that the power-law scaling needs
to be established, and a simple exponential decay of the au-
tocorrelation function at long time scales have to be rejected.
In relation to this, Maraun et al. (2004) reported verbatim:
“The main insight is, that power-law scaling of the fluctua-
tion function and thus long-memory may not be assumed a
priori but have to be established.” With regard to the rejec-
tion of the exponential decay of the autocorrelation function,
Maraun et al. (2004) confirmed the earlier finding of Taqqu
et al. (1995) and concluded verbatim: “For time series with
algebraically decaying autocorrelations it can be shown that
in the limit of large scales the fluctuation function increases
according to a power law (Taqqu et al., 1995).” Both prereq-
uisites will be analysed in the next sub-sections.

3.2 DFA exponent in the time series of the monthly
mean LSAT anomalies

In order to confirm the above discussed results, we also anal-
ysed the monthly mean values of LSAT anomalies covering
the whole Earth and both hemispheres, during the same pe-
riod 1880–2011.

Firstly, the long-term trend was excluded by calculating
the departures of the monthly mean values of LSAT anoma-
lies from the polynomial best fit (6th degree) to the whole
LSAT anomalies time series, over the whole Earth and both
hemispheres, separately.

Secondly, the analysis of the time series of the detrended
monthly mean LSAT anomalies started by asking if the LSAT
anomaly at a given instant has any correlation with the LSAT
anomaly in a later time, i.e., if the LSAT time series exhibits
long-range correlations. However, this presupposes the re-
jection of a simple exponential decay of the autocorrelation

Fig. 5.Power spectral density of the detrended monthly mean LSAT
anomalies (over the whole Earth) with the power-law (black line)
and the exponential (grey line) fit (y = 1499x0.75 with R2

= 0.75
andy = 42963e0.02x with R2

= 0.32, respectively).

Fig. 6. Log-log plot (10-base logarithms) of the root-mean-square
fluctuation functionFd (τ ) versus time intervalτ (in months) for the
detrended monthly mean LSAT anomalies dataset(a) globally with
the best fit equation (y = 0.80x+0.41 withR2

= 0.99),(b) over the
NH with the best fit equation (y = 0.75x + 0.60 with R2

= 0.99),
and (c) over the SH with the best fit equation (y = 0.73x + 0.60
with R2

= 0.99). Note: By removing the cross-over point that cor-
responds to around 50 months, the DFA exponent in(a) slightly
decreases (= 0.78± 0.01) and in(b) remains the same.

function. In this regard, the profile of the power spectral den-
sity of the detrended monthly mean LSAT anomalies over
the globe, shown in Fig. 5, is better fitted algebraically (by
a power law) than by an exponential function, a fact that is
certified by theF test at the 95 % confidence interval.

Thirdly, the DFA exponents obtained from the analysis of
the detrended time series of the monthly mean LSAT anoma-
lies over both hemispheres are almost equal (0.75± 0.01 and
0.73± 0.01 for the NH and SH, respectively) approaching
that of the global LSAT anomalies (a = 0.80± 0.01) (Fig. 6).
This result supports the equal contribution of the land to the
scaling of the surface air temperature over both hemispheres.
Moreover, the fluctuations of the monthly means of the LSAT
anomalies reveal persistent power law for scales up to 32 yr.

www.atmos-chem-phys.net/13/5243/2013/ Atmos. Chem. Phys., 13, 5243–5253, 2013
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It should be noted that the “cross over” shown in Fig. 6a, b at
logτ = 1.7 (which corresponds toτ = 50 months) stems from
the insignificant El Nĩno–southern oscillation (ENSO) signal
into the time series (Chen et al., 2002). Excluding this ENSO
signal with the application of Wiener filtering, the DFA expo-
nent in Fig. 6a slightly decreases, becominga = 0.78± 0.01,
while it does not change in Fig. 6b. Remarkably, such a cross-
over at Fig. 6c (i.e., SH) was not observed.

As mentioned in the Introduction, Efstathiou et al. (2011)
suggested that the monthly mean LSST anomalies data dur-
ing the period January 1850–August 2008 obey persistent
power-law correlations for long scales up to 39 yr, which are
stronger at the SH. In more detail, Efstathiou et al. (2011)
have found that the LSST anomalies scaling exponents are
a = 0.78± 0.01 anda = 0.89± 0.02 in the NH and SH, re-
spectively. This is a composite outcome of the air temper-
ature persistence over both land and sea, suggesting that the
air temperature of the SH behaves more persistently. The rea-
son, however, has not been explained so far.

The analysis presented here stresses that the scaling expo-
nents of monthly mean LSAT anomalies for NH and SH are
almost equal (a = 0.75± 0.01 anda = 0.73± 0.02, respec-
tively). It clearly suggests that the land contributes equally
to the scaling of the surface air temperature of both hemi-
spheres, independently of their peculiarities (e.g., NH, SH
land mass ratio and albedo). Thus, the net result drawn is
that the difference between the scaling exponents in both sea
and land contributions to the surface air temperature stems
mainly from the sea surface temperature (SST), which ex-
hibits stronger scaling in the Southern than in the North-
ern Hemisphere. This finding is in line with that of Mon-
etti et al. (2003), according to which a stronger persistence
is observed over the oceans (Atlantic and Pacifc Oceans)
than over the continents. Scaling in SST up to decades was
also demonstrated in observations and coupled atmosphere–
ocean models with complex and mixed-layer oceans by
Fraedrich and Blender (2003) and others (e.g., Ausloos and
Ivanova, 2001; Eichner et al., 2003). From a physical point of
view, the strong tendency of the air temperature over ocean at
a particular period to remain the same during the next period
(strong persistence) is expected, because the oceans have the
greatest capacity to store heat (covering almost three quarters
of the Earth’s surface), thus being able to regulate the tem-
perature on land. The latter may probably be the reason for
the less pronounced persistence of temperature over land.

It can be argued that simple correlations between SST and
LSAT or LSST anomalies over NH and SH could shed light
on the aforementioned difference in DFA exponents. In gen-
eral, however, it is not straightforward that two time series
that are significantly correlated will lead to the same DFA
exponents. In addition, it should be recalled that the local
changes of SST influences water vapour and clouds (through
the activation of thermodynamical processes). However, wa-
ter vapour and clouds are sensitive to many other factors that
may depend only partly on the local SST (e.g., the large-scale

atmospheric circulation, which transports heat and moisture
affecting the thermodynamical stability of the atmosphere on
large spatial scales). In this context, positive correlations be-
tween SST, water vapour, and clear-sky greenhouse effect
have been interpreted as manifestations of the positive water
vapour feedback (Bony et al., 1997; Raval and Ramanathan,
1989).

3.3 DFA – local slopes in the time series of the annual
and monthly mean LSAT anomalies

As discussed above (Sect. 2), Franzke et al. (2012) suggested
that the two phenomena of LRD and non-Gaussian behaviour
commonly occur together in a complex system, discussing, in
particular, two models which can simultaneously account for
both phenomena: autoregressive fractional integrated mov-
ing average (ARFIMA) and linear fractional stable motion
(LFSM).

Keeping this in mind, we checked the time series used
in our paper for Gaussian behaviour by employing the
Kolmogorov–Smirnov and Anderson–Darling best fit tests.
The outcome is that the detrended annual and monthly mean
LSAT anomalies time series obey a Gaussian distribution at
the 95 % confidence interval.

As we said above, another point which needs further ex-
ploration is pointed out by Maraun et al. (2004): “To reliably
infer power-law scaling, it has to be established and not be
assumed. This can be done by estimating local slopes and in-
vestigating them for constancy in a sufficient range.” There-
fore, since the single straight line of the DFA plot for the
detrended and deseasonalised (by Wiener filtering) monthly
mean global LSAT anomalies established in the whole range
of scales may be biased, we evaluated the local slopes of
logFd (τ ) vs. logτ , detecting for constancy in a sufficient
range. Along these lines, we first fitted a straight line to
logFd (τ ) vs. logτ within a small window. This window was
then shifted successively over all calculated scalesτ . Fig-
ure 7 illustrates the local slopesa vs. logτ for four differ-
ent window sizes. Inspection of Fig. 7 shows that for small
scales the variance of the local slopes is low, while for large
scales the variance is increased. Moreover, the local slopea

seems to be fluctuated around a constant value (a ≈ 0.78) at
the range 3–16 yr, approximately. In addition, we computed
the standard deviations,sa , of each estimated local slope over
all the scales considered, separately for both window sizes,
and the error bounds of each local slopea that were defined
asa ± 1.96·sa (see Fig. 7).

In the following, we applied the non-parametric Wald–
Wolfowitz statistical hypothesis test (Wald and Wolfowitz,
1940) in order to examine the hypothesisHo that the distri-
bution of the local slopes for the detrended and deseason-
alised monthly mean global LSAT anomalies could be con-
sidered identical to the distribution of the local slopes for
a simulated white noise time series. As it was derived, the
hypothesisHo is rejected at 95 % confidence interval, using
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Fig. 7. Local slopes of the logFd (τ ) vs. logτ (10-base logarithms)
calculated within a window of 8 points (dashed grey line), of 10
points (solid thin black line), of 15 points (solid bold black line) and
of 20 points (solid bold grey line) for the detrended time series of
the mean monthly global LSAT anomalies. The grey and black error
bars indicate the corresponding 1.96·sa – intervals of the slopes over
all the considered scales.

each of the windows (of 8, 10, 15 and 20 points) separately.
Furthermore, we calculated the weighted mean of the local
slopesa using the inverse of their standard deviations 1/sa
as weights; the derived value 0.79 seemed not to belong in
the 2s-interval of the Monte Carlo mean valuēa = 0.52. In-
spection of Fig. 7, regarding the bias and variability of the
estimated local slopesa vs. logτ , reveals all the features of
a long-memory process and differs adequately from a short-
range scaling behaviour (Maraun et al., 2004).

Next, the above mentioned analysis was repeated for the
case of the NH. In more detail, Fig. 8 depicts the results ob-
tained when applying the DFA–local slopes method on the
detrended and deseasonalised mean monthly data of the NH.
It is clearly seen from Fig. 8 that for large scales (3–16 yr) the
local slope is fluctuating around a constant value (a ≈ 0.75,
thus establishing the power-law scaling. The method of local
slopes was also applied to the mean monthly data of the SH,
giving similar results to the above. Additionally, we applied
the method of the DFA–local slopes to the annual data of the
global LSAT anomalies for two different window sizes. The
result obtained was that the local slopea vs. logτ is fluctu-
ates around a constant value (∼0.68). Moreover, a Wilcoxon
test showed that the mean value of the local slopes for the
large scales is different from 0.5 at 95 % confidence interval.
The same method was also applied to the annual data of the
NH and SH providing same results.

Finally, in order to clarify whether the annual and the
monthly mean time series reveal nearly equal scaling, we
applied the non-parametric Wald–Wolfowitz statistical test.

Fig. 8. As in Fig. 7, but for the detrended and deseasonalised time
series of the mean monthly LSAT anomalies of the Northern Hemi-
sphere.

We attempted to examine the hypothesisHo that the mean
value of the local slopes for the detrended annual mean LSAT
anomalies time series could be considered as equal to the
mean value of the local slopes for the detrended monthly
mean LSAT anomalies time series (over whole Earth, NH
and SH, separately). As it is derived, the hypothesisHo can-
not be rejected at the 95 % confidence interval, using indica-
tively the window of 7 (8) points for the annual (monthly)
data. Besides, Xu et al. (2010), studying coarse-graining in
time where data are averaged in non-overlapping time win-
dows, have reached the conclusion that the scaling curve
F(n) shifts down due to the decrease in the standard de-
viation of the coarse-grained signal, and that the scaling is
practically preserved for positively correlated signals, while
for anti-correlated signals there is a slight decrease in the
scaling exponent. For instance, in Fig.3a (where the annual
mean global LSAT anomalies set is analysed), logτ<1.5 (i.e.,
τ<31.6 yr) and in Fig. 6a (where the monthly mean global
LSAT anomalies set is analysed), logτ<2.58 (i.e.,τ<380.2
months = 31.6 yr), thus confirming that the persistent scaling
is practically preserved.

3.4 DFA exponent in the time series of the annual mean
LSAT anomalies versus latitude

In the following, we studied the annual mean values of LSAT
anomalies over selected latitude zones, during the period
1880–2011. Table 1 depicts the DFA value for the polynomi-
ally detrended time series of the annual mean LSAT anoma-
lies versus latitude. The obtaineda-exponent ranges between
(0.51, 0.79) with standard deviation 0.03. These DFA ex-
ponents point to power-law scaling, which, after the rejec-
tion of the exponential decay of the autocorrelation functions
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Table 1.DFA-exponent for the annual mean LSAT anomalies versus latitude.

NH Latitude Equator–24◦ N 24◦ N–44◦ N 44◦ N–64◦ N 24◦ N–90◦ N

a-value 0.52± 0.02 0.55± 0.03 0.6± 0.02 0.63± 0.03
SH Latitude Equator–24◦ S 24◦ S–44◦ S 44◦ S–64◦ S 24◦ S–90◦ S
a-value 0.51± 0.02 0.74± 0.03 0.76± 0.02 0.79± 0.03

for large scales and the investigation of the local slopes of
the fluctuation functions, imply long-range persistence over
the latitude zones 24◦ N–44◦ N, 24◦ S–44◦ S, 44◦ N–64◦ N,
44◦ S–64◦ S, 24◦ N–90◦ N, 24◦ S–90◦ S and the classical ran-
dom walk (white noise) over the zones Equator–24◦ N and
Equator–24◦ S.

The poleward increase of the power-law exponents of the
annual mean values of the LSAT anomalies in both hemi-
spheres could be associated with the poleward increase in
climate sensitivity predicted by global climate models. Nev-
ertheless, the plausible reasons for the classical random walk
over the tropics need further elaboration.

With regard to the poleward increase in climate sensitiv-
ity, several studies considering slow and fast feedbacks have
shown that climate sensitivity depends upon several climate
parameters (e.g., Varotsos, 2002). In particular, climate sen-
sitivity is closely associated with the levels of GHGs, albedo,
ice and snow, sea-ice coverage and thickness, moisture trans-
fer, heat transported by the atmosphere and/or ocean, cloudi-
ness, etc. The sum of these feedbacks yields net positive ra-
diative forcing at the surface in high latitudes (e.g., Govin-
dasamy et al., 2005; Holland and Bitz, 2003; Manabe and
Stouffer, 1980; Pagani et al., 2010). As an example, on a
warming Earth more energy is transported to the poles be-
cause the water vapour and cloud feedbacks are strongly pos-
itive at low latitudes and decrease drastically with increas-
ing latitude, thus generating an equator-to-pole gradient. In
this regard, Zelinka and Hartmann (2012) found that reduced
heat flux from the high-latitude ocean further amplifies the
equator-to-pole gradient in atmospheric energy loss, which
requires the atmosphere to increase its share of the total pole-
ward energy transport.

4 Conclusions

We applied the detrended fluctuation analysis to the annual
and the monthly mean values of the LSAT anomalies over
the globe and both hemispheres for the period 1880–2011 in
order to search for intrinsic dynamical properties.

According to the analysis and discussion presented above,
the following conclusions may be drawn:

1. The annual and monthly mean LSAT anomalies time
series, all over the globe and both hemispheres, exhibit
persistent power-law scaling. To confirm this result the
autocorrelation function and the method of the local

slopes of the fluctuation functions were employed. The
results obtained show a rejection of an exponential de-
cay of the autocorrelation function for large scales and a
constancy of the local slopes in a sufficient range. Both
results, along with the calculated error estimates, con-
firm the existence of LRD in the LSAT anomalies.

2. The scaling exponents of the annual (monthly) mean
LSAT anomalies,a = 0.65 (0.73–0.75), are roughly
equal in both hemispheres, approaching that of
the global annual (monthly) mean LSAT anomalies,
a = 0.68 (0.80), respectively. Comparing this result
with our earlier finding (Efstathiou et al., 2011) that
the LSST anomalies obey stronger scaling exponent
(a = 0.89) in the SH than in the NH (α = 0.78), we reach
the conclusion that the main contribution of the differ-
ence between the scaling exponents in both sea and land
to the surface air temperature stems mainly from the
SST, which exhibits stronger scaling in the SH than in
the NH. This conclusion is in accordance with the ba-
sic knowledge that oceans have the greatest capacity to
store heat, being thus able to regulate the temperature
on land with less pronounced persistence.

3. The annual mean values of LSAT anomalies over the
latitude zones 24◦ N–44◦ N, 24◦ S–44◦ S, 44◦ N–64◦ N,
44◦ S–64◦ S, 24◦ N–90◦ N, 24◦ S–90◦ S exhibit persis-
tent power-law scaling, with gradually increasing scal-
ing exponents with latitude and more pronounced over
SH. The investigation of the local slopes of the fluctua-
tion functions revealed the reliability of the scaling ef-
fect and the persistent long-range correlations. Remark-
ably, the tropical region (Equator–24◦ N and Equator–
24◦ S) obeys the classical random walk (white noise).

It should be emphasized that while it can never be ruled out
that a process is not truly scaling, the analysis presented
above for LSAT provides robust evidence for scaling be-
haviour over almost two decades (i.e., constancy of local
slopes at long time scales), and that a power law fits the spec-
trum better than an exponential function. These two findings
provide reasonably strong evidence for scaling behaviour in
LSAT, which is a new finding in the scientific literature. As
pointed out by Maraun et al. (2004), there have been sev-
eral attempts in the past to detect long memory at various
climatic parameters using the DFA tool, but in most cases
without scrutinizing the sensitivity (i.e., compatibility with

Atmos. Chem. Phys., 13, 5243–5253, 2013 www.atmos-chem-phys.net/13/5243/2013/



C. A. Varotsos et al.: Scaling effect in global surface air temperature anomalies 5251

LRD, whensoever present) and specificity (rejection of LRD,
when not present) of the DFA algorithm. In our case, the
DFA algorithm exhibited appropriate sensitivity and speci-
ficity. In addition, long-range correlations in the climate sys-
tem have been considered sometimes as recurrences or pe-
riodicities (e.g., the Milankovitch-cycles). However, as men-
tioned in the Introduction, the concept of long-memory refers
to non-periodic processes even if their (deterministic) be-
haviour generates correlations for infinite time lags (Maraun
et al. 2004; Markonis and Koutsoyiannis, 2013).

The observed poleward stronger persistence in LSAT
could be in general a result of either stronger positive feed-
backs or larger inertia. In addition, the scaling property de-
tected in the in-field observations of the LSAT anomalies
could serve as a test for the state-of-the-art and the scal-
ing performance of the advanced global climate models for
confident projections of climate change (e.g., Theme Issue,
Thompson and Sieber, 2012).
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