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Abstract. A 9yr air quality simulation is conducted from perature. This is mainly due to the fact that temperature has
2000 to 2008 over Europe using the Polyphemus/Polair3Ddifferent effects on the Pl components, unlike precipita-
chemical-transport model (CTM) and then evaluated againstion and wind speed, which impact most of the PiMcom-
the measurements of the European Monitoring and Evaluaponents in the same way.
tion Programme (EMEP). These results suggest that state-of-the-science air quality
The spatial distribution of Pl over Europe shows high models reproduce satisfactorily the effect of meteorology on
concentrations over northern ltaly (36 ugf and some ar- PM, 5 and therefore are suitable to investigate the effects of
eas of Eastern Europe, France, and Benelux, and low concemlimate change on particulate air quality, although uncertain-
trations over Scandinavia, Spain, and the easternmost part dfes remain concerning semivolatile Bilcomponents.
Europe. PM s composition differs among regions.
The operational evaluation shows satisfactory model per-
formance for ozone (§). PMzs, PMyo, and sulfate (S§)
meet the performance goal &oylan and Russel{2006.
Nitrate (NG;) and ammonium (NE1) are overestimated, al-
though Nl—[{ meets the performance criterion. The correla-
tion coefficients between simulated and observed data ar

iggﬁ) ffor ?fl ST% fgr;'\g&fsgr\? for_II_Dhl\/iz_5, o7 % for Sq_’h air quality regulations have been implemented for PM con-
6 for NG, an o Tor 'i e comparison with o hyrations. In particular, fine particles with an aerodynamic
other repent 1yr model simulations shows that all mOdelsdiameter less than or equal to 2.5 um (PYlare regulated in
overestimate nitrate. The performance of f\isulfate, and  \511h America and Europe as a consequence of their effects
ammonium is comparable to that of the other models. on human health (respiratory and cardiovascular diseases).
The dynamic evaluation shows that the response oiM o\, i 5 complex mixture of particles of different sizes

to changes in meteoro_logy dlffer§ depend|_ng on location ang, 4" chemical compositions. These chemical compositions
the meteorological variable considered. Wind speed and pre-

S . ) - “include primary PM, which is directly emitted in the atmo-
Cipitation show a strong negative day-to-day correlation with sphere from various sources (e.g., road traffic, construction

PM.5 and its components (except for sea salt, which ShOW,S %ites, soil dust, fires), and secondary PM, which is formed in

positive correlation), which tends towards 0 as the day lag Nthe atmosphere via chemical reactions in the gas and aqueous

creases. On the other hand, the correlation coeff|C|en_t IS neapghases, leading to the oxidation of precursors such as sulfur
constant for temperature, for any day lag andBMpecies, dioxide (SQ), nitrogen oxides (N§), and volatile organic

but it may be positive or negative depending on the Specie%ompounds (VOC) to nonvolatile and semivolatile species.

and,_fpr §ulfate;j dgpindlng don the '°Ca;'9”- The effects c’fThe processes that govern the secondary particle concen-
precipitation and wind speed on BMand its components  qtions are various and complex. In particular, they de-

are better reproduced by the model than the effects of tembend strongly on meteorology (temperature, solar radiation,

1 Introduction
Atmospheric particulate matter (PM) pollution has become

a field of great interest because of its impacts on human
ﬁealth, climate change, and atmospheric visibility. Therefore,
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humidity, presence of clouds and fog). Emissions of primaryformation on the ability of a model to predict the response
particles and precursors of secondary PM are also stronglpf PM, 5 components to changes in meteorology. Four lev-
affected by meteorology (wind speed, temperature, solar raels of model performance evaluation may be considered: op-
diation). Furthermore, precipitation removes PM from the erational, diagnostic, dynamic, and probabilistgeigneur
atmosphere. Therefore, climate change is expected to affeat al, 2000 Dennis et al.2010. The operational evaluation
PM concentrations via the effect of meteorological variablestests the ability of the model to correctly estimate PM con-
on the emissions, formation, and removal of PM. centrations, while the diagnostic evaluation focuses on the
Studies of the effect of climate change on air quality haveestimation of the components of PM and precurs@rsnt
focused initially on ozone (e.gMeleux et al, 2007 Loon nis et al.(2010 included PM components in the operational
et al, 2007 Mahmud et al. 2008 Wu et al, 2008 Chen  evaluation and we follow their categorization here for sim-
etal, 2009 Katragkou et al.2011), and the study of its effect  plicity). The dynamic evaluation tests the ability of the model
on PM concentrations is more recent. So far, most of the PMo predict the response of PM concentrations to changes in
studies have focused on the United States and, to a lesser emieteorology and emissions. Finally, the probabilistic evalua-
tent, Europe (e.gRacherla and Adam2006 Dawson etal.  tion takes also into account the uncertainties associated with
2007, 2009 Zhang et al.2008 Avise et al, 2009 Pye et al, the model predictions and observations of PM. To date, dy-
2009 Tagaris et al.2009 Mahmud et al.201Q Singh and  namic model performance evaluations have been limited to
Palazoglu 2012 Tai et al, 201Q 2012 Kelly et al, 2012, emission changes of ozone{)precursors over the United
but simulations have typically been limited to a year or sev-States (e.gGilliland et al, 2008 Yarwood et al.2003 and
eral months. The individual effects of various meteorologicalto the response of £) nitrogen dioxide (N@), and PMg
variables have been examined for the United States by pemver Europe Colette et al.2011). To our knowledge, there
turbing each meteorological variable separately. The resulthas been no comprehensive dynamic evaluation conducted
suggest that the strongest effects of changes in meteorologyith respect to meteorology. Therefore, the goal of this study
on PMp 5 concentrations are the effects of temperature, windis to conduct such a dynamic evaluation using a multi-year
speed, absolute humidity, mixing height, and precipitation.simulation of PM 5 over Europe. Such an assessment of
According to these studie®éwson et al.2007 Mahmud  model performance appears needed since air quality models
et al, 201Q Galindo et al. 2011), temperature tends to in- are increasingly being used to investigate the effect of climate
crease average sulfate concentrations and decrease averagenge on future PM concentrations.
nitrate and organic concentrations, leading to an overall de- A brief description of the Polyphemus/Polair3D model-
crease in PM5 concentrations. Increasing absolute humidity ing system used here is given in Se2t.along with the
increases nitrate aerosol, which leads to increaseggidn- characteristics of the model simulation and the spatial dis-
centrations. Changes in mixing height lead to mixing and di-tribution and composition of modeled BN. The Polyphe-
lution effects, with PM s concentrations generally decreas- mus system is used for simulating concentrations over Eu-
ing as mixing height increases. BMl concentrations de- rope for years 2000 to 2008. An evaluation is then made for
crease with increased precipitation rate and the extent of theach year for both gases and aerosols. An operational model
precipitation area. Increases in wind speed lead to changgserformance evaluation using available data is presented in
in advection and transport resulting in decreases ip®M Sect.3. Those results are compared with those obtained re-
concentrations. Because meteorology may affect Pbm- cently in the AQMEII project and in other 1 yr model perfor-
ponents in opposite ways (e.g., an increase in temperaturmance evaluations for P, PMy 5 and its components. A
favors the emissions of biogenic VOC and their oxidation dynamic evaluation performed with respect to meteorology
to semivolatile organic compounds (SVOC) but increasess presented in Secd. Conclusions and future prospects are
SVOC volatility), no strong consensus has yet been reachegresented in Sech.
on the effects of the overall present and future climate on
PMy 5 concentrations. To date, there have only been a few
studies about the effect of climate on Phover Europe, as 2 Model simulation
a consequence of the limited amount of daily PMobser-
vations. Nevertheless, some observations provide alsgsPM 2.1  Input data and model configuration
chemical composition, which is important to understand the
effect of meteorology on Pk, thus the present study fo- We used the Polyphemus/Polair3D mod®&laflet et al,
cuses on PMs. 2007 Debry et al, 2007 Sartelet et a).2007 Couvidat
Before one investigates the effects of climate change oret al, 2012 to simulate 9 yr (2000-2008) of concentrations
PM concentrations, it is primordial to ensure that our cur- of gaseous and particulate pollutants over Europe. Polyphe-
rent understanding of the relationships between meteorologynus is an air quality modeling platform that has been used
and PM concentrations is correct. Typically, the evaluationfor many applications at different scales (from local to conti-
of model performance is limited to the ability of the model nental). Polair3D is the chemical-transport model (CTM) of
to reproduce PWl5 and its components and provides no in- Polyphemus.
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The modeling domain covers a geographical area that
spreads from 15W to 34.5 E in longitude and from 35N —
to 69.5 N in latitude. Therefore, the domain covers an area n
of 100° x 70° with a step of 0.5 along both longitude and ;.. |
latitude, as shown in Figl. Fourteen levels are considered
from the ground up to 12 000 m. The boundary heights of the s5°x
different model layers are 30, 60, 100, 150, 200, 300, 500,

750, 1000, 1500, 2400, 3500, 6000, and 12 000 m. 50N 7

Meteorological data were obtained from the reanalyses of
the European Centre for Medium-Range Weather Forecasts
(ECMWEF). The horizontal resolution (both longitude and 4.y
latitude) for specific years of these meteorological fields is
1.125 for 2000, 0.36 for 2001—-2005, and 0.25for 2006— 35°N
2008. The vertical resolution includes 36 levels for 2000—
2002, 2005, and January 2006, 31 levels for 2003—2004, and. _ . . _ _
54 levels for the remainder of 2006 and 2007—2008. Fig. 1. Geographlca] domain pf the simulation apd EM_EP stations
. .. . used for the dynamic evaluation (Sed}. The stations with a col-
Anthropogenic emissions for gases and particles were gen- . ) X

) . - =2~ ored dot provide data for P&, sulfate, nitrate, and ammonium,
erated with the Enwrpnmental Monitoring and Evaluation | .« those with a black dot only provide P data.
Programmé (EMEP) inventory for 2000 to 2008 for all
sectors. Surface emissions were directly injected into the
model surface layer and elevated point source emissions were
injected into the model layers following the EMEP table MOZART4 among four size sections (0.05-0.5, 0.5-1.25,
for vertical distribution. No horizontal disaggregation was 1.25-2.5, and 2.5-5.0 um for dust and 0.1-0.5, 0.5-1.5, 1.5—
needed because the model and EMEP inventory have sink.0, and 5.0-10.0 um for sea salt). The concentrations from
ilar grid spacings. Temporal profiles by source sectors prothe input data are proportionally redistributed among the five
vided by EMEP were used. Biogenic emissions were com-sections of Polair3D (0.01-0.04, 0.04-0.16, 0.16-0.63, 0.63—
puted with the Model of Emissions of Gases and Aerosols2.5, and 2.5-10.0 um). Black carbon, organic carbon, nitrate,
from Nature (MEGAN,Guenther et al.2006. NOy from ammonium, and sulfate aerosol input data follow a normal
soils was excluded from SNAP10 of the EMEP inventory to size distribution, which is distributed over the five sections
avoid double counting. Sea salt emissions are parameterizeaf Polair3D. We used 60 species from MOZART-4 in the
following Monahan et al(1986. Forest fire emissions were boundary conditions. The MOZART-4 VOC species were
not considered as they were not available. Moreover, modelmatched to CBO05 following information available Em-
ing the impact of forest fires is still an area of research due tanons et al(2010. For example, BIGALK is considered as
uncertainties in emission rates and smoke plume heights. ALK3 and thus matched to 3.0 PAR, BIGENE to 1.0 PAR +

The chemical mechanism chosen for the simulation is1.0 OLE, and TOLUENE to TOL (instead of a combination
CBO05 (yarwood et al. 2009. It has been shown to perform of TOL and XYL). The aerosol species were also matched to
satisfactorily in previous applications to Eurogén et al, Polair3D species. Most of the species were directly matched
2009. to Polair3D, except OC1 and OC2, which were converted to

Boundary conditions are obtained from the outputs of the2.25 PSOAIP + 2.88 PSOAmMP + 3.87 PSOAhP. These co-
Model of Ozone And Related Tracers (MOZARTEIMmons  efficients, which depend on the SVOC/POA and OM/OC
et al, 2010 for the years 2004 to 2008, with 6 h resolution. ratios are taken fror@ouvidat et al(2013.

No MOZART output is available for years 2000 to 2002, and  Photolysis rates are computed offline using the photoly-
the year 2003 is incomplete; we thus computed the mean o$is preprocessor Fast-J, which calculates photolysis rates in
years 2004 to 2008 to create climatological boundary condithe presence of an arbitrary mix of cloud and aerosol layers
tions for years 2000—2003. The year 2004 alone could havéWwild et al., 2000. The dynamics of the PM size distribution
been considered for those boundary conditions since emiss simulated according to a sectional representation of the
sion control policies led to decreases in emissions in EuPM mass distribution@ebry et al, 2007). Aerosol dynam-
rope and North America over the period of interest. How- ics (coagulation, nucleation, condensation, and evaporation)
ever, boundary conditions depend also on meteorology, ané treated. Inorganic PM is simulated with the ISORROPIA
a mean over 5yr provides more robustness. The MOZART-4thermodynamic modeNenes et a).1998 and organic PM
chemical mechanism includes 85 gas-phase species, 12 buik modeled with a hydrophilic/nydrophobic organic®)
aerosol compounds, 39 photolysis and 157 thermal gas-phaseaodel using a molecular surrogate approdcbi(vidat et al.
reactions. Dust and sea salt aerosol data are distributed iB012). Nitrate aerosol in the coarse fraction is treated. The
dry deposition velocities for gases are preprocessed with the
Ihttp://emep.int/ parameterization aZhang et al(2003. Vertical diffusion is
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computed using th@roen and Mahr{1986 parameteriza-

tion within the planetary boundary layer. For land use cover-
age, the United States Geological Survey (USGS) cover map
is used. For each year of simulation, the initial conditions are ., |
computed by using a spin-up period of 15 days from 15t0 31 -
December of the previous yeatr.

65°N -

22 PMs spgﬂal distribution and chemical = o [ L T N RERE
composition over Europe (2) PMa.s (b) Sulfate

The spatial distribution of particulate species over Europe is
shown in Fig.2 for the 9 yr averaged surface concentrations
of PMa 5, sulfate, nitrate, ammonium, sea salt, organic mat-
ter, black carbon, and mineral dust. Figita shows high
concentrations of Pl over northern Italy (36 ug ?), the
Netherlands (25 ug 1), northeastern Spain and France, and
Eastern European countries (around 22 gd)nwhile con- o I A O T ~E .-
centrations are lower in the northern and easternmost parts of (¢) Nitrate (d) Ammonium
Europe and in Spain (between 4 and 14 pgfjn Figure2b E *
depicts higher concentrations of sulfate over Eastern Europe,_ |
with two peaks in Romania and Bulgaria (5.5 pg¥hand
a general south—north gradient and a land—ocean gradient..
Figure 2c shows high concentrations of nitrate at the center «-
of the domain (up to 12 ugn¥ over northern lItaly), while
low concentrations are less than 4 pghover the restof the "
continent. High concentrations of ammonium are localized in e 155 755 355 255 555 605 g S 4 55 v 35 0TIn1s et
northern Italy, Benelux, and southern Poland (Rd), with (e) Sea salt (f) Organic matter
a maximum of 5 pg me in the Milan area. As expected, sea =
salt concentrations are highest over the Atlantic Ocean (be-""
tween 4 and 7 pg ?), the Mediterranean Sea and the Baltic
Sea (between 2.5 and 4 pg#), and along the coasts of the .,
countries bordering the sea and the ocean (between 2 and-
3 g nt3). Sea salt concentrations are near zero on the conti- <
nent (Fig.2e). There is a sea salt gradient in the northwestern **
part of the domain, which is a consequence of two factors: | L I N
high sea salt emissions in this part of the domain, and dif- (2) Black carbon (h) Mineral dust
ferent parameterizations used in the model computation of ) )
sea salt emissiondfonahan et a).1986 and in the bound- Fig. 2. Nlng-year (2000-2008) averaggd surface concentrations of
ary conditions Kahowald et al.200§. PMy 5 organic mat- - Mz.5 and its components, expressed in Hgn
ter concentrations are high in northwestern Portugal, eastern
France, and over northern Italy (between 8.5 and 13 )m
Slovenia, Poland, and Romania also show high concentrasists mainly of mineral dust (from 14 % to 20 %), nitrate for
tions of organic matter (around 8 ug) (Fig. 2f). As ex- the southernmost (and most industrial) part of Scandinavia
pected, there is an ocean—land gradient since both anthr@12 to 30 %), and organic matter (from 40 % to 60 %). The
pogenic and biogenic emissions are higher on land than oveMEGAN emissions show high monoterpene emissions over
water due to the presence of vegetation and human activitiesScandinavia, which, combined with the low pollution in this
Black carbon concentrations are below 1 pgPnover all of  region, explain the high fraction of organic matter in P
Europe, except for the northeastern part of France (3T m  Nitrate, ammonium, and organic matter account for around
and in some localized areas in France, Italy, and Romani®0 % of PM 5 in Germany, Switzerland, Austria, and north-
(1.25 pg nT3) (Fig. 2g). The concentrations of mineral dust ern Italy, while sulfate and mineral dust represent together
vary from 1.5 to 5 ug m® below 52 N, while they vary from  around 20 %.
0.75 to 1.5 ug m® above 52 N. As expected, PMs is mainly sea salt over the ocean and
Figure3 presents the 9 yr averaged surface fractions of sulthe sea (from 22 % to 60 % of its composition); P¥along
fate, nitrate, ammonium, sea salt, organic matter, black carthe west coast of France, Ireland, Great Britain, the Nether-
bon, and mineral dust in PM. In Scandinavia, PMs con- lands, and Denmark is around 20 % sea salt. Organic matter

Atmos. Chem. Phys., 13, 43194337, 2013 www.atmos-chem-phys.net/13/4319/2013/
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3 Operational evaluation
3.1 Statistical scores

The operational evaluation was performed for each year for
ozone (Q) and PM. Available PM measurements include
PM1o and PMs mass concentrations and BM sulfate
e I oA LS I IS B B < (SO;), nitrate (NG), and ammonium (NH) concentra-
(a) Sulfate (b) Nitrate tions. Although organic carbon and elemental carbon data are
. : available at the EMEP stations for 1 yft{ri et al., 2007, no
operational evaluation was performed for these species as Po-
lair3D has recently been evaluated for carbonaceous species
(Couvidat et al.2012. The correlation coefficient (%) and
the root-mean-square error (RMSE) (ughare presented
in Table1 to provide a common overview of model perfor-
mance for @ and PM. Other statistical metrics that are used
1 TTT 1 [T F routinely to evaluate model performance are presented in Ta-
() Ammonium ble 2. The model fits best to the observations when the RMSE
; is small compared to the observed mean and the correlation
coefficient is large. The U.S. EPAPA, 1991 Russell and
Dennis 2000 recommends using the mean normalized bias
(MNB) (%) and the mean normalized error (MNE) (%) with
an observation-based minimum threshold of about 80-120
pug 2 to evaluate hourly @ A threshold of 80 pg m? was
used here. The suggested performance criterighikB | <
EEE R N [ TR 15% and MNE< 35 %. Bias indicates whether the model
() Seasalt () Organic matter tends to under or overpredict the observations, and error and
, RMSE indicate how much it deviates from the observations.
The mean fractional bias (MFB) (%) and the mean fractional
error (MFE) (%) are recommended to evaluate FBdylan
and Russe]l2006. The model performance goal is met when
both MFE and|MFB| are less than or equal to 50% and
30 %, respectively, and the model performance criterion is
met when both MFE<75 % andMFB| < 60 %.
EEEEEEEES T [T ] [ The total number of stations that provide data for at least
() Black carbon (@) Mineral dust 1yr in the whole period is 91 for § 77 for SG, 34 for
_ ) ) NH; , 33 for NO; and PMy, and 22 for PMs. If the num-
Fig. 3. Nine-year (2000-2008) averaged surface fractions of sul-per of stations for which data are available each year is about
E‘:ﬁé:‘;tlrgzt?r:"g"\z”'”m‘ sea salt, organic matter, black carbon, anflo\qtant for @ (around 70 stations), SP(around 20 sta-
-5 tions), and PMp (around 10 stations), that number is more
variable for the other species. For example, 20 stations pro-
Belgium, southeasterwde data for PM s in 2005, while there are only 2 in 2000.

represents around 20 % in Germany, o ‘
England, and northwestern France, and from 30 % to 50 % inl Nere are some uncertainties in the observational data. Al-

the rest of Europe. Black carbon accounts for less than 4 9410Ugh most of the sites are remote rural background sta-
in all of Europe, except for some localized areas in Portu-tons: they could nevertheless be impacted by SOME proxi-
gal, France, Romania, and Turkey (4 % to 8 %) as well as 4nate source or be affected by local meteorological condi-

peak of 10% that is observed at the border of France withtions that are not resolved by the model (representativeness
Luxembourg and Germany. issue). Moreover, artifacts associated with N@nd Nl-[f

measurements occur due to evaporation (or condensation)
of semivolatile ammonium nitrate (\fO3) from the par-
ticles collected on the filter due to fluctuations in tempera-
ture and relative humidity and/or pressure drop across the
filter, which perturb the gas-particle equilibrium. In Cali-
fornia these uncertainties have been estimated to be up to
30% (Hering and Cass1999; however, they could be less

www.atmos-chem-phys.net/13/4319/2013/ Atmos. Chem. Phys., 13, 431327, 2013
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Table 1. Temporal correlations between the simulated and observed gagagressed in %), RMSE, mean of the observatigngd and
of the simulation fgjm)(expressed in pug ﬁ?’) for O3 (hourly basis), PMo, PMz 5, SO;, NO3, and NI—Q (daily basis).

O3 ‘ PM1o ‘ PMo 5

Year Y RMSE wops Msim‘ p RMSE wops Msim‘ o RMSE wobs  Hsim

2000 616 341 588 80.2595 13.0 16.1 247511 13.0 136 223
2001 64.0 28.6 56.0 74.0 610 9.9 18.0 18.0 62.0 85 14.0 165
2002 62.8 28.6 605 753560 11.0 179 19.260.2 9.3 133 174
2003 65.0 284 64.2 75.669.3 11.8 204 195616 104 153 175
2004 60.1 28.1 605 75.0545 9.3 16.8 17.7 60.5 8.0 13.4 148
2005 59.9 277 63.7 749533 113 176 16.8 60.4 8.0 11.8 14.6
2006 65.3 27.1 615 742489 114 187 17.3529 9.8 150 143
2007 62.8 26.0 619 72.656.6 9.4 15.3 16.8 69.1 7.6 108 14.1
2008 65.1 25.2 583 721494 93 154 16.1 51.3 7.0 105 11.8

Average 2000-2008 62.9 28.2 60.6 74.$ 56.6 10.7 17.3 18.41 59.1 9.0 13.3 159

s. 1w, |y
Year P RMSE wobs ,U-sim‘ p RMSE Lobs Msim‘ p RMSE wobs  isim
2000 58.8 2.2 21 3.0] 271 63 1.8 6.4 477 24 09 27
2001 53.3 1.7 2.2 23| 286 3.1 1.8 34| 475 11 1.1 1.4
2002 59.6 1.8 2.7 25| 432 33 2.2 36| 514 1.0 0.7 0.9
2003 60.5 2.0 2.7 25| 522 29 2.1 3.3| 70.8 1.0 0.6 1.1
2004 573 15 22 22| 39.0 3.0 20 3.6| 67.0 0.6 05 07
2005 50.4 1.6 22 20| 394 29 20 3.3|550 1.0 10 15
2006 56.2 1.9 2.6 22| 511 27 2.8 34| 564 1.2 1.3 1.8
2007 57.0 1.3 19 18| 443 27 1.9 29| 609 1.0 10 15
2008 55.6 1.2 18 16| 495 24 1.7 24| 654 0.9 09 13

Average 2000-2008 56.5 1.7 23 22| 416 33 20 36|58 11 09 14

Table 2. Operational evaluation of the model using the critevfdRussell and Denni€000 for O3 and ofBoylan and Russe(2006 for
PM and its components (expressed in %).

O3 | PMyp | PMps | SO | NOy | NHF

Years MNB MNE | MFB  MFE | MFB MFE | MFB  MFE | MFB MFE | MFB MFE
2000 17 238| 47 54| 55 62| 28 48| 89 103| 84 89
2001 9.8 195 10 41| 25 @ 42 0 45 3 93 1 55
2002 7.6 19| 17 44| 36 50| -6 44| 25 84| -7 55
2003 34 195 7 38| 25 45| -9 43| 28 76| 43 59
2004 52 176 13 39| 22 42| -3 40| 29 8| -5 52
2005 12 181 8 45| 33 48| -7 45 6 86 7 57
2006 24 173 3 40| 10 40| -12 44 5 71| 23 50
2007 0.9 17| 21 45| 37 53| -3 41 8 78| 24 47
2008 02 141| 11 40| 25 47| -7 39| -8 75| 17 40
Average

2000-2008 53 184 152 429| 298 47.4| —21 432| 205 832| 208 56

* The performance criteria at®INE| < 35 % and MNB< 15 % for O; modeling; a threshold of 80 ugn? was used here. The performance goal (resp.
criterion) is met whenMFB| < 30 % (60 %) and MFE< 50 % (75 %) for PM modeling.

in Europe, where most NHNOs formation occurs during the the RMSE, and the mean concentrations of the observed
cold season. An unbiased uncertainty of 15% has been redata (1ops) and of the simulated datauéim), expressed
ported for NG measurementsSchaap et al.2004. Also, in ugni 3. On average, hourly ©is overestimated by
the aerosol water content is not taken into account in modelabout 23 %, the correlation coefficient is 62.9 %, and the
to-data comparisons, but a small amount of water may reRMSE is 28.2 ug m? (the observed mean concentration is
main in the PM mass measurements. 60.6 pug nT3). The criteria ofRussell and Denni&000 are

Table 1 shows the annual mean correlations betweenmet with an MNE of 18.4% and an MNB of 5.3% on
the simulated and the observed concentratignsn( %),

Atmos. Chem. Phys., 13, 43194337, 2013 www.atmos-chem-phys.net/13/4319/2013/
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average. Those criteria are met for all years except 2000from the AirBase and EMEP databases, while we only used
when MNB is 17 % (instead of 15 %, see Tabl@). the latter (AirBase does not provide data for the components

PMjg is estimated with a correlation coefficient of 56.6 % of PM, while EMEP does). TablA1l summarizes the statis-
and a RMSE of 10.7 ug n¥ on average (the observed mean tics obtained for Pl and PM 5.
concentration is 17.3 ugni). On average, MFB and MFE Daily PMyg is slightly overestimated by Polair3D over
are 15.2% and 42.9%, respectively, meeting the perfor2000-2008 (15.9 pg n¥ measured against 16.6 ugfsim-
mance goal ofBoylan and Russel{2006 (see Table2). ulated), while the AQMEII model concentrations are on aver-
The performance goal is met every year except in 2000age 10 pg m? lower than the observations. The Polair3D av-
when both MFB and MFE exceed the goals but meet theerage RMSE is about half the mean observed value, whereas
criteria. PMy5 is overestimated by 20% on average with the mean RMSE for the AQMEII models is commensurate
an RMSE of 9 ugm? (the observed mean concentration is with the observed value. The Polair3D average correlation
13.3pugnt3) and a correlation coefficient of 59%. On av- coefficient is significantly higher than the best correlation co-
erage, MFB (29.8 %) and MFE (47.4 %) also meet the per-efficient for the AQMEII models. The MFE and MFB of Po-
formance goals. These performance goals are met for 5ykair3D meet the performance goal criteria, while the AQMEII
(2001, 2003, 2004, 2006, and 2008); for the other yearsmodels do notSolazzo et al(2012 performed statistical
PM2.5 meets the performance criteria. 3@rovides the best  analysis for PMo for 10 model simulations in the context of
results: the correlation coefficient is 56.5% and the RMSEAQMEII for the whole of year 2006. The RMSE ranges from
is 1.7 ug nT2 on average (the observed mean concentratior7.3 to 15.2 ug m for the different models, which is consis-
is 2.3 ug nT3). Simulated concentrations are on average 4 %tent with the RMSE obtained here, which is 10.7 pgfnon
lower than the observations. Both MFB 2.1 %) and MFE  average (see Tabl®. The MFB for PMy at rural stations
(43.2%) meet the model performance goals for every sintanges betweer70 % and +10 % for the different AQMEII
gle year. Model performance is lower for NCand NI—[{. models, while in this work it is 15.2 % on average. The MFE
Simulated concentrations are overestimated compared to thier the AQMEII models spreads from 25 % to 75 % for the
observed concentrations (80 % for N@d 55 % for NI—I different models, while it is 42.9 % on average in this work.
on average). Ni has a better correlation coefficient and  Daily PMy5 is overestimated compared to the observa-
RMSE (58 % and 1.1 pgm, the observed mean concentra- tions (11.5ugm?® measured against 16 ugrh simulated
tion is 0.9 pug nT3) than NG (42% and 3.3 g me, the ob-  ON average_). The AQMEIlI models show _both under and
served mean concentration is 2 pg¥hbecause a fraction of overestlmat|on§ (13.3 ugm measured against a range of
NH; is associated with S NO; does not meet the perfor- 5to21.4 leg_m simulated). The Polair3D average RMSE
mance criteria (MFB=20.5 % and MFE=83.2 % on average),(7-2HgnT~) is smaller than those of the AQMEIl models,
but NHI does (MFB=20.8 % and MFE=56 %). For Qhe wlth s_;lml_lar_r_nean observed values. The correlation coeffi-
performance criteria are met for 4yr (2003, 2006, 2007, andcientis S|g_n|f|cantly better than those of the AQMEII models
2008). For NH the performance goals are met for the last (68 % against 3 to 21 %). Compared to the AQMEII models,
3yr (2006-2008), and the performance criteria for all yearsthe MFE and MFB of this S|mulayon_ show better results and
except 2000. meet the model performance criteria®dylan and Russell

(2008, while the AQMEII models do not.
3.2 Comparison with other model evaluations in the
context of AQMEII 3.3 Comparison with the performance evaluation of
1yr simulations

Sartelet et al(2012 summarized the results of an operational
model performance evaluation conducted for the PolypheWe also compared our model performance evaluation to
mus/Polair3D model and nine other models, applied in thethat of four other chemical-transport models that have been
context of the Air Quality Model Evaluation International used for 1yr simulations over Europe (see Appendix B):
Initiative (AQMEII, Solazzo et a).2012. The mean of the CHIMERE (Péré et al, 2010, CALIOPE-EU (Pay et al,
statistics of the nine AQMEII models was computed, along2010, WRF/Chem Tuccella et al.2012, and CMAQ @Ap-
with the minimum and maximum values, for RMand pel et al, 2012, which respectively simulated 2003, 2004,
PMz.5. We compare here our model performance evaluatior2007, and 2006. The Polair3D results are averaged over
to that of the other AQMEII models. The AQMEII model 2000-2008 for this comparison.
evaluation was performed for a 2-month period (from 7 July  All models simulated different years, with different mod-
to 31 August 2006). We thus computed the performanceels and configurationPéré et al.(2010 used respectively
statistics for this study from 7 July to 31 August for each yearEMEP and MEGAN to generate anthropogenic and biogenic
and averaged the results over 2000—-2008 for the comparisoemissions. PM and trace gases (CO, VOC, NO Nf2-
Itis interesting to ensure that our model performance did noteased by the important fires in 2003 were also taken into
degrade when simulating a longer time period. The observaaccount.Pay et al. (2010 used the Advanced Research
tional data for the AQMEII model evaluation include stations Weather Research and Forecasting (WRF-ARW) Model to
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provide meteorology, the EMEP database for anthropogeniover 5 yr to generate pseudo-climatological boundary condi-
emissions and the Dust Regional Atmospheric Model (BSC-tions for aerosols and gases is also a source of uncertainties.
DREAMS8Db) to simulate the atmospheric cycle of mineral The overestimation of PM is slight (18.4 ug m® simu-
dust. Boundary conditions were provided by LMDz-INCA2. lated against 17.3 pg™ in the measurements), but Polyphe-
Appel et al.(2012 forced WRF with boundary conditions mus tends to simulate greater Pjoncentrations than other
from the North American Model from the National Cen- models over EuropeSartelet et a).2012. The comprehen-
ters for Environmental Prediction to generate meteorologi-sive treatment of organic aerosols in Polyphemus, which
cal data. Anthropogenic and biogenic emissions were respedeads to reasonable agreement with observations of carbona-
tively provided by MEGAN and TNOHttp://www.tno.nlj. ceous aerosolsCpuvidat et al. 2012, can explain in part
Fire emissions from the Moderate Resolution Imaging Spec+his slight overestimation because the NQverestimation is
trora diameter (MODIS) fire radiative power product were not compensated by an organic underestimation as it was the
taken into account. Boundary conditions were generated viaase in some earlier modeling studies). The overestimation of
the Global and Regional Earth System Monitoring using daily PM; s can be explained by the overestimation of NO
Satellite and in situ data (GEMS) product with the help of which is a greater fraction of P than of PMy.
data provided by GEOS-Chem for chemical boundary con- The evolution of model performance over the years shows
ditions. The AEROO5 aerosol module and the CB05 mech-a clear improvement for §) NHI, and NG; from 2000 to
anism were usedluccella et al(2012 forced WRF/Chem  2008. This improvement could be due to improvement in the
with meteorological initial and boundary conditions provided measurements, the emission inventory, the meteorology (bet-
by ECMWF. The chemical boundary conditions of trace ter spatial resolution for the more recent years), the boundary
gases are based upon the results from the NOAA Aeronconditions (year-specific values starting in 2004) or a combi-
omy Lab Regional Oxidant Model (NALROM). The gas- nation thereof. It is not possible at this point to identify con-
phase chemistry model used is the Regional Acid Depositiorclusively the driving source of this evolution; nevertheless,
Model, version 2 (RADM?2), and the aerosol module includesmodel performance is satisfactory on average fonRlnd
the Modal Aerosol Dynamics Model for Europe (MADE) for its components and is similar to that of other models.
the inorganic fraction, and the Secondary Organic Aerosol
Model (SORGAM) for the carbonaceous secondary fraction.

The performance of P obtained is comparable to that 4 Dynamic evaluation
of the other models; CHIMERE shows better correlations
but similar normalized mean bias (NMB), the correlation ob- 4.1 Data sets and method
tained with Polair3D is better than those of CALIOPE-EU
and WRF/Chem, but WRF/Chem shows lower MNB and A dynamic evaluation of an air quality model with respect
MNE than Polair3D. For S, Polair3D and CHIMERE to meteorology requires a long period to provide sufficient
show good agreement with the observations on averageneteorological variability to evaluate the response obBM
(within 0.1pgnT3), whereas WRF/Chem underestimates concentrations to variations in meteorology. The long dura-
significantly. All models overestimate NO but the bias is  tion used here (2000-2008) allows one to perform such a dy-
lower for CHIMERE than for WRF/Chem and Polair3D. namic evaluation and test the ability of the model to correctly
Performance results for I\QH are similar for Polair3D, reproduce the variability of the concentrations of £vand

CHIMERE, and WRF/Chem. of its components in response to meteorology (e.g., tem-
perature, wind speed, precipitation). Available PAMVEMEP
3.4 Discussion measurements provide 23 stations, which give daily observa-

tions for at least a year, but only 5 stations have EMEP joint
The operational model evaluation showed that;N@nd  observations for Pis, SC;, NO; and Nl—g for the same
NHjlr are overestimated. This overestimation results from aperiod and for which a reasonable percentage of the data is
combination of various factors. First, artifacts in the mea- available. The station locations are shown in HigThe five
surements methods, due to the volatilization of JNI®D3 stations, which include joint observations of Pyand inor-
from filters, can contribute to the model overestimation, al- ganic components, are AT02 in Austria (2003—2008), DE02
though an evaluation of nitrate measurement methods in Euand DEO3 in Germany (2006—2008), ITO1 in Italy (2007-
rope did not show any significant biaSdhaap et al2004). 2008), and NOO1 in Norway (2002—2008). NOO1 does not
In addition, the overestimation of nitrate could be due to theprovide daily PM 5 observations (only 2 to 3 times per
slight underestimation of sulfate by the model (2.2 ©@dm  week); however, it provides SO NO;, and Nl—[f observa-
simulated against 2.3 ugT in the measurements). Thus, tions on a daily basis. The AT02 station is located near Lake
not enough ammonia is consumed by,S@voring the for-  Neusiedl in Austria at 117 m above mean sea level (a.m.s.l.).
mation of additional NHNOs. Also, there is still a signif-  The closest city is Ilimitz (2416 inhabitants). The DEO2 sta-
icant uncertainty about ammonia emissions, including theirtion is located at 74 a.m.s.l., in a forest with agriculture and
magnitude and temporal variability. Finally, taking the mean meadows at a distance of 1 km and is surrounded by small
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stationary S@ and NQ, sources at distances greater than ation between a meteorological variable and a PM concen-
1km. The two largest and closest cities afzen (35600 tration for the same day. It is the case at several stations (see
inhabitants, 22 km from the station) and Salzwedel (21 000station specific discussions below) for wind speed and pre-
inhabitants, 27 km from the station). Local emissions from cipitation. A negative correlation between precipitation and
cars should not affect the measurements as there are approRM concentrations can be interpreted as wet scavenging of
imatively 3 cars per day within 3 km around the station. The PM: greater precipitation leads to lower PM concentrations.
DEO3 station is situated on a mountain in the Black Forest, aSimilarly, a negative correlation between wind speed and PM
1205 a.m.s.l. and surrounded by forests and meadows, whencentrations can be interpreted as greater dispersion of pri-
there is minor agricultural activity for some parts of the year. mary PM emissions (and/or emissions of precursors): greater
Freiburg (206 000 inhabitants) is 12 km from the station andwind speed leads to lower PM concentrations. Because the
there are approximatively 5 vehicles per day within 10 km PM concentration is a 24 h average value, a meteorological
around the station. The high altitude of the DEOQ3 stationevent (e.g., precipitation) may impact the PM concentrations
compared to the other sites should not impact the results ofnore the following day than the same day if it occurs near
the dynamic evaluation as both measured and simulated corithe end of that same day at a large spatial scale. The concen-
centrations are surface data (Polair3D uses terrain-followingrations measured the following day will thus represent an
coordinates). The ITO1 station is located at 48 a.m.s.l. andiir mass that has been affected by the meteorological event.
is 30km from Rome. The station has the particularity to belf the spatial scale of the meteorological event is significant
inside the Research Area of the National Council of Italy; and/or if there is stagnation, the “memory” of the meteoro-
therefore, the site could be influenced by the vehicles of thdogical event may last for several days and the correlation
research personel. There is no relevant industry near the aremay remain significant for a few days. The correlation be-
but there is a highway situated 1.7 km from the station. Thetween PM and wind speed/precipitation reaches its maxi-
proximity to a large city and a highway could lead to greater mum value (absolute value) for a lag equal to 0 or +1 and
concentrations of primary PM, as well as some lesser influthen tends towards 0 for the lag equal to 10. This suggests
ence on concentrations of secondary PM (i.e.; SRO;, that wind speed/precipitation have little impact on PM be-
and Nl—[f), but those should be taken into account by theyond 4 days. The correlations between temperature and pol-
model. The NOO1 station is surrounded mainly by forest,lutants are nearly constant for a given station and a given
meadows, freshwater lakes, and low-intensity agricultural arpollutant. This suggests that temperature impacts PM over
eas; it is located at 190 a.m.s.l. There are some local know@& much longer period compared to wind speed and precipi-
emissions, which have minor or negligible influence on thetation. This behavior reflects the fact that temperature differ-
air quality of the site. Some local agricultural activities occa- ences are significant among seasons and synoptic systems but
sionally yield elevated ammonia concentrations. show little day-to-day variation except for frontal passages.

For the observation data set, we used the EMEP obser- We divide our dynamic evaluation into two parts. We first
vations for the pollutants, the ENSEMBLE®bservations  focus on the 23 stations that provide P/measurements in
for temperature and precipitation (horizontal resolution of Sect4.2 We conduct a greater in-depth analysis on the 5 sta-
0.5 x 0.5°), and the ERA Interifidata for wind speed (hor-  tions that provide PMs, SO;, NOj, and NH; in Sect4.3
izontal resolution of 1.5x 1.5%). The Polyphemus/Polair3D
simulation results were used for both PMconcentrations 4.2 Dynamic evaluation of PM, 5 at EMEP stations
and meteorology of the simulation data set.

We computed for each station the correlations between thdhe correlations computed above may be represented with
meteorology on a given day and the PM daily concentra-curves depicting the evolution of the correlations as a func-
tions ranging from 0 to 10 days after for both observed andtion of the day lag (one graph per station). The large number
simulated values. We refer to the differences between thosef stations providing Pl¥ls measurements (23) prevents us
days as the lag (i.e., ranging from 0 to +10). For example,from using this approach, which is used for a detailed anal-
at lag=0, the computed correlation corresponds to a day-to-ysis at the five stations that include R¥icomponents. In-
day correlation. For lag: + 10, the correlation is computed stead, we choose to perform here a linear regression analysis
with the meteorology on a given day and the PM concen-to describe the evolution of these correlations as a function of
trations 10 days later. Therefore, it may reflect the impactthe day lag, in both simulation and observation, allowing us
of meteorology on the PM concentrations 10 days later. Wea more compact presentation of these results (see Bble
assume in our analysis that the association between a metet? this evaluation, the day lag ranges from 0 to 2 for two
rological variable and a PM concentration reflects the impacteasons. First, the general evolution of the correlation as a
of meteorology on PM levels. If the correlation is highest function of the day lag does not show linear relationships
when the lag is 0, then the correlation represents an assocéver 10 days but does over the first 3 days. Moreover, the
best correlation coefficients for precipitation and wind speed
2http://eca.knmi.nl/download/ensembles/ensembles.php suggest that they have little impact on PM beyond 4 days. If
3http://www.ecmwf.int/research/era/do/get/era-interim both the regression coefficients and the best correlations are
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Table 3.Dynamic evaluation for P¥l5 (without speciation): linear regression analysis of the correlation coefficients between sheaPill
temperature (T°C), precipitation (PR), and wind speed (WS) as a function of the day lag (ranging from 0 to 2) for the observed (obs) and
simulated (sim) concentrations. reg is the regression coefficient obtained from the regression anahyisihanokst correlation coefficient.

Correlation of PM 5 vs. T°C Correlation of PM 5 vs. PR Correlation of PM 5 vs. WS

Station obs | sim obs | sim obs | sim

| |
| |
reg r | reg r| |

AT02 -0.02 -046| -0.01 -043| -0.02 -0.21| -0.01 -0.19 0.03 -0.11| 0.1 -0.46
AT48 —-0.03 -0.09 | —0.03 0.14| 0.02 -0.22 0.02 -0.19 0.02 -0.16| 0.09 -0.45
CHO02 —-0.03 -0.41| —-0.02 0.11| -0.03 -0.34 005 -03 0.02 -0.22| 0.05 -0.41
CHO04 —-0.03 0.18| —0.02 0.11 0 -0.37 0.06 -0.32 0.02 -0.32| 0.06 —-0.38
DEO2 -003 -03| -0.02 -0.11| -0.04 -0.23| -0.02 -0.18 0.02 -025] 0.05 -041
DEO3  -0.03 0.32| —-0.03 0.21| -0.01 -0.27 0.06 -0.35 0.02 -03 ] 0.06 -0.53
DEO4 -0.03 -0.12| —-0.04 0.18| -0.01 -0.39 0.06 -03 0.08 —-0.38 | 0.08 -0.54
DE44 -0.03 -0.31| -0.02 -0.14| -0.03 -0.25 0 -0.22 0.05 -0.31| 0.06 —-0.47
ESO7 -0.04 0.48| —0.01 0.26| -0.02 -0.19 0.08 -0.32 0.03 -0.18| 0.05 -0.31
ES08 —-0.05 0.23| —-0.02 0.1| 001 -0.27 0.04 -0.22 0.07 -0.31| 0.05 -0.24
ES09 -0.03 0.55| —-0.03 0.06 0 -0.16 0.03 -0.2 0.03 -0.39| 0.06 —-0.53

reg r| reg r reg r| reg r

ES10 -0.02 0.12| —-0.03 0.16| —-0.03 -0.12 0.07 -0.28| -0.03 -0.24| 0.06 -0.5
ES11 -0.03 0.44| —-0.01 -0.05 0 -0.23 0.05 -0.22 0.03 -0.35| 0.08 -0.48

ES12 -0.03 0.38| —0.01 0.2| 0.03 -0.17 0.05 -0.2 0.06 -0.41| 0.07 -0.57
ES13 -0.04 0.37| -0.02 -0.05 0.01 -0.21 0.05 -0.27 0.08 —-0.37| 0.08 -0.54
ES14 -002 -005| -0.02 -01| -0.01 -0.14 0 -0.09 0.11 -042| 01 -0.53
ES15 -0.03 0.51| -0.02 -0.15| -0.01 -0.16 0.05 -0.27| -0.01 -0.25| 0.06 —0.48
GB36 -0.02 -0.13| -0.02 -01| -0.04 -0.2| -0.01 -0.18 0.04 -031| 006 -04
GB48 -0.01 -0.19 0.04 -0.27| -0.02 -0.17 0.03 -0.16| -0.01 -0.19| 0.03 -0.19

ITO1 -0.03 -0.18 | -0.02 -0.18 0.02 -0.27 0.04 -0.24 0.08 -0.24| 0.12 -0.53
ITO4 0 -055| -0.01 0.12| -0.01 -0.22 | —-0.04 -0.29 0.03 -0.23| 0.09 -0.27
NOO1 —-0.03 0.14| -0.01 -0.16 | —0.04 -0.17 | —0.06 0.08 -0.01 -0.2|0.03 -01
SI108 -0.02 -0.09| -0.02 -0.11| —0.07 -0.29 0.1 -0.32 0.02 0.09| 0.07 -0.26

close in the observations and in the simulation for a givention and observation. AT02, ES12, ES14, and ITO1 present
station and a given meteorological variable, then we assumsimilar results.
that the evolution of the relationship between this meteoro- The evolution of the correlation between the Pdvcon-
logical variable and the Pp% concentrations as a function centrations and the precipitation is typically what is best re-
of the day lag is well reproduced by the model. produced by the model at most of the stations (AT02, AT48,
The stations that give the best results are AT02, CHO4DEO2, DE44, ES08, ES09, ES11, ES12, ES13, ES14, GB36,
ESO08, ES12, ES14, GB36, and ITO1 (values of the regresGB48, ITO1, and 1T04). The correlation curves at most of
sion coefficients and correlations given in this section are thahese stations are nearly identical, which can be seen on the
arithmetic means of the observational and simulation datayalues of the regression coefficients, ranging fref04 to
unless noted otherwise; the individual values are given in Ta0.05 among the stations, with close values between observa-
ble 3). At CHO4 the regression coefficients for temperaturetion and simulation (with a difference lower than 0.03 except
are—0.02 and—0.03, respectively, in simulation and obser- at ES11 and ES13). The lag for which the best correlation is
vation, and the maximum correlation (0.18 in the observa-observed is lag- 1 for most of the cases and for both sim-
tion, 0.11 in the simulation) occurs at lag0 in both cases. ulation and observation. The values of the best correlation
The regression coefficients for both simulation and observacoefficients are also close in both simulation and observa-
tion are close to 0.04 for wind speed and precipitation, andion within 30% at 17 out of 23 stations, for example, at
with a maximum correlation of around0.35 at lag=1. At CHO2 (around-0.33), DE44 (around-0.23), ES11 (around
ESO8 the regression coefficients for temperature, precipita—0.23), and ITO1 (around-0.25). The differences between
tion, and wind speed are close .03, 0.02, and 0.06, re- the values of the regression coefficients in simulated and ob-
spectively, and the maximum correlations for temperature served data mainly come from a difference between the val-
precipitation, and wind speed are close to 0.15, 0.25, andies of the correlation for lag 0 and 1 (at ES10 for exam-
—0.27, respectively, in both simulation and observation. Atple). At other stations the profile is the same between obser-
GB36 the regression coefficients for temperature, precipitavation and simulation, but with a slight constant difference
tion, and wind speed are respectively close-th02,—0.02, (at NOO1 for example).
and 0.05 for both simulation and observation. The maximum The evolution of the correlation between temperature and
correlations are also close for each variable in both simulafPM, 5 concentrations is not as well reproduced by the model.
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The results are best at the AT02, ES10, ES14, GB36, ITO1Such an analysis is conducted below for the 5 stations that
and SI08 stations, where the curves are nearly identical. Ahave joint observations for PA, SO, NO;, and Nl—[f.
these stations the regression coefficients are eitfed2 or
—0.03 and are nearly the same in simulation and observa4.3 Dynamic evaluation of PM5 and its main
tion. The best observed correlation is arour@l45 at AT02, components at EMEP stations
+0.15 at ES10-0.07 at ES14-0.12 at GB36,—0.18 at
ITO1, and around-0.10 at SI08 for both simulation and ob- We analyze here the ability of the model to reproduce the ef-
servation. Other stations present similar regressions, but wittiects of meteorology on P4 inorganic components, i.e.,
a constant difference between the values of the correlatio80;, NO;, and NHf, by comparing the correlations be-
between the observed and the simulated data (AT48, DEO2Zween concentrations of P\ components and meteorolog-
DEO3, DE44, ES07, ES08, ES09, ES12, and GB48). Foical variables obtained in the observations and simulation.
some other stations, the correlation is not well reproduced Figure4 presents these correlations for the ATO2 station in
by the model (CH02, DEO4, ES11, ES13, ES15, IT04, andAustria. Figureda shows that the model represents well the
NOO01). For these stations the best correlation is of oppositevariation of PM 5 as a function of changes in meteorology,
sign in the simulation compared to the observation. particularly for temperature and precipitation. Correlations
The evolution of the correlation between wind speed andfor temperature and precipitation versus f¥Vare nearly
PM, 5 concentrations is also difficult to correctly reproduce, identical for both simulated and observed data, while cor-
mainly because of the resolution of the ERA Interim datarelations for wind speed versus BNl have the same pro-
(150 km instead of 50 km for Polyphemus and the ENSEM-file but not the same intensity—0.38 for simulated data
BLES data). The GB36 station provides the best results withagainst—0.11 for observational data with a lag taken at 0).
the two correlation curves nearly identical (regression coeffi-The evolution of S§, NO3, and Nl-[f concentrations as a
cients of 0.05, and best correlation of aroun@.35 observed  function of changes in precipitation and temperature are well
at lag= 0 in both simulation and observation). However, at represented. The evolution of Qs a function of changes
most of the stations, the profile of the evolution is correctly in temperature is well represented by the model, while the
reproduced by the model, but with a tendency of the modelmodel gives a slightly larger correlation in absolute values for
to overestimate the values of the correlations (at 21 out of 2NO; (~ —0.4 vs.~ —0.3) and NI—I (~—0.3 vs.~—0.25).
stations). For wind speed, the simulated data give a larger correlation
The ability of the model to predict changes in PMin in absolute value than the observations for all three species,
response to changes in meteorology may be summarized aghich is consistent with the P4 results. Simulation data
follows. Correlations with precipitation are always negative show that the negative correlation between temperature and
as expected as it removes PM from the atmosphere. The beBtM, 5 is driven by all the PM components (arourd.15
correlation is observed for lag0 or lag= 1, and the regres- for SQ,, —0.2 for sea salt-0.4 for NG;, NHI, and or-
sion coefficient is positive for both observation and simula-ganic matter, and-0.6 for black carbon), except mineral
tion. We conclude that the model reproduces the effect ofdust (near 0). Lower temperatures in winter are associated
precipitation on PM correctly. Correlations with wind speed with greater emissions of NQ SO, elemental carbon and
have the same profile as for precipitation, suggesting thaprimary organic carbon (residential heating and fossil-fuel-
greater wind speed disperses the polluted air mass more efired power plants), which may explain the greater concentra-
ficiently. This effect is reproduced by the model; however, it tions of S, carbonaceous PM, and nitric acid. Lower tem-
tends to be overestimated. Correlations with temperature arperatures also favor the formation of semivolatile /5.
more difficult to reproduce. The best correlation coefficient Higher temperatures favor emissions of biogenic precursors
can be either positive or negative, depending on the station®f secondary organic aerosol (SOA); however, the results
The regression coefficients are almost always 0, suggestinguggest that the variability of primary organic aerosol (POA)
that temperature impacts BM in the same way for sev- dominates over that of SOA. Profiles for wind and precipita-
eral consecutive days. The difficulty to correctly reproducetion are identical for all species with some variation on the
these correlations is mainly due to the fact that temperaturéntensity of the correlation for a lag taken at 0 (the correla-
has different effects on the P components (i.e., SP tion then increases from lag0 to lag= +10), except for sea
NO3, NHZ, organics,...), unlike precipitation and wind salt, for which the maximum value of the correlation is posi-
speed, which impact PM components in the same way. tive. Over the sea, increases in wind speed are often linked to
Exceptions are sea salt and mineral dust, for which emisincreases in precipitation rate and lead to the emissions and
sions increase with wind speed; however, these componengubsequent transport of suspended sea salt particles. The neg-
are mostly present in coarse PM. A more detailed analysistive correlation of sea salt with temperature may result from
could not be performed here because most of these statiorfse association of low temperature with high wind speeds
do not provide daily observations of $ONO;, and NH;.  (winter storms).
Figure5 presents correlations for the DEQ2 station in Ger-
many. The evolution of SP as a function of changes in
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Fig. 4. Correlations between meteorology (temperature in red, pre-Fig. 5. Correlations between meteorology (temperature in red, pre-
cipitation in blue, wind speed in green) on a given day and pollutantcipitation in blue, wind speed in green) on a given day and pollutant
concentrations (PMls, sulfate, nitrate, and ammonium), ranging up concentrations (PMs, sulfate, nitrate, and ammonium), ranging up

to 10 days after at AT02 (2003—-2008). Simulated data are repreto 10 days after at DE02 (2006-2008). Simulated data are repre-
sented with a star, while observational data are represented with gented with a star, while observational data are represented with a
dot. ot.

meteorology is well represented. As for AT02, the model re- -
produces well the evolution of PM concentrations as a func-
tion of changes in precipitation. Similarly, the observations *=
show correlations between PM and wind speed that have sim-
ilar profiles but are greater than those of the simulation. The ~
evolution of PM 5 as a function of changes in temperature is
not as well represented by the model((10 for the simula- L X
tion against-0.25 for the observations) as for AT02 because (@ Winter

of the difficulty of the model to correctly represent changesrig g average sulfur dioxide emissions over Europe in winter, and
in NO3 and NH; (correlations of-0.30 to—0.40 forthe ob- gifference () between winter and summer, expressed in gg¢m
servations and 0f0.05 to—0.10 for the model). NQ mod- ~ h~1.

eled concentrations are similar in winter (3.7 ug¥nand in

summer (3 ug m3), whereas they are significantly different

in the observations (4.7 ugm in winter against 1.1 ug The AT02 and DEO2 stations show negative correlations
in summer) (see Tabld). The differences between mod- between temperature and 3C50; concentrations depend
eled and observed concentrations could be due to artifacts ion SG emissions (shown in Fig), which may vary by sea-
the NO; measurements in summer due to NO3 volatil- son, and on the conversion rate of 5@ SQj, which is

ity (Hering and Cassl999, which would then explain the greater in summer when oxidant concentrations are greater
differences between the modeled and simulated correlationgnd kinetics faster. SOemissions are greater over Poland
but it could also result from uncertainties in the simulation, in winter than in summer (i.e., when temperatures are low,
which, as shown in Secg, overestimate NQ. Simulation  which suggests that SOconcentrations at these two stations
data show that the negative correlation between temperaturare governed more by SGemissions than by the kinetics
and PM 5 is driven by all the PM components (arour0.10  of SO, to SO conversion). A first reason comforting this
for SO, , NO3, NHj{, and organic matter;-0.20 for sea salt, hypothesis is that the SGemission impact is more visible
and —0.30 for black carbon), except mineral dust (aroundat the ATO2 station (correlation of arouned.3), which is
0.15). As for AT02, profiles for wind speed and precipitation closer to the S@ emission sources, than at the DEO2 sta-
are identical for all species, except for sea salt. tion (correlation of around-0.15). Furthermore, daily mean

(b) A = Winter - Summer
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Table 4. Mean simulated (sim) and observed (obs) concentrations of sulfate, nitrate, and ammonium in winter (December-January-February,
DJF) and in summer (June-July-August, JJA) at the five stations, expressedﬁﬁug m

Slon \ NO3 \ NH;

sim obs | sim obs \ sim obs
DJF JJA DJF JJN DJF JJA DJF JJA‘ DJF JJA DJF JJA

ATO2 31 22 35 25 49 18 20 070 24 13 15 0.8
DEO2 22 16 35 27 37 30 47 11} 18 14 20 0.7
DEO3 14 15 10 21 37 32 08 09|15 14 04 05
ITO1 12 20 18 35 41 18 44 225 16 12 17 14
NOO1 09 11 10 15 13 07 07 08| 07 05 04 04

o3 oo precipitation are between0.2 and—0.35 at lag=0 or +1

L ] r compared to observed correlations betwedhl and—0.2
also at lag=0 or +1. The modeled correlations for BMl
and its components versus wind speed are betwdér# and
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.32 R —0.5 at lag=0 or +1 compared to observed correlations be-
R HEEEEE S - tween—0.15 and-0.3 also at lag= 0 or +1. The correlations
I o L] i with temperature and precipitation show better agreement
N A for PMz s and S@ than for NG, and NI—[{.NOg modeled
(a) PMy.5 (b) Sulfate concentrations are four times greater than the observations,

which may be the result of the overestimation of N©@y
S e — the model and/or negative artifacts in the measurements. The
model overestimates the correlation between wind speed and
NO; and NI—Q, but it correctly reproduces the low correla-
EELELERR tion between temperature and both N@nd NH{ . Simula-

£ L tion data show that the positive correlation between tempera-
ture and PM;s is the result of low positive correlations with
SQ; (0.05), mineral dust (0.20), and organic matter (0.25)
and of low negative correlations with l\lH(—0.0S), NG
(—0.05), black carbon-{0.25), and sea salt-0.15). The

Fig. 7. Correlations between meteorology (temperature in red, pre-correlation between Spand temperature is positive (+0.3).
cipitation in blue, wind speed in green) on a given day and pollutantThis result is opposite to those at AT02 and DEO2. It reflects
concentrations (PMs, sulfate, nitrate, and ammonium), ranging up the fact that this station is remote from large S&@nission

to 10 days after at DEO3 (2006-2008). Simulated data are represgyrces that show strong seasonal variability and that it is
sented with a star, while observational data are represented with finpacted by S@sources with low seasonal variability (e.g.,
dot. maritime traffic). The fact that the model correctly repro-
duces this opposite response suggests that it represents the
. . . . . relationship between meteorology and S@rmation dur-
concentrations of SP are higher at these stations in v_vm- ing long-range transport correctly. The effect of wind speed
ter (3.1ugnT® at AT02 and 2.2ugm® at DEO2) than in and precipitation on concentrations of Pyand its compo-
summer (2.2 pugm® at ATO2 and 1.6 ugm® at DEO2; See  nents is similar to those at the previous stations.

Table 4); these seasonal differences demonstrate thgt SO Figyre8 presents correlations for the ITO1 station in Italy.
concentrations at ATO2 and DEO2 are more affected by SO The evolution of PMs as a function of changes in temper-
emissions than by the kinetics of $@ormation. ature and precipitation is well represented by the model; for
Figure 7 shows the results for the DEO3 station in Ger- yind speed, the correlation coefficient has the same profile
many. The general evolution of B as a function of  for the simulation and observations but differs by around 0.30
changes in meteorology is well represented by the modelyyith the model overestimating the strength of the anticorre-
the correlation coefficients for the simulation and observa-|tion. For a lag equal to or greater than 3, the correlation
tions have similar profiles, but they differ by about 0.10. petween wind speed and BMlis positive (up to 0.15 for a
The model correctly reproduces the evolution of;S@ a |59 equal to 5). This profile, which differs from the other sta-

function of changes in precipitation and wind speed. Thejjons, is driven by NG and NH{ and is well represented by
modeled correlations for Pp and its components versus

Correlation
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Fig. 8. Correlations between meteorology (temperature in red, pre<Fig. 9. Correlations between meteorology (temperature in red, pre-
cipitation in blue, wind speed in green) on a given day and pollutantcipitation in blue, wind speed in green) on a given day and pollutant
concentrations (PWs, sulfate, nitrate, and ammonium), ranging up concentrations (PWls, sulfate, nitrate, and ammonium), ranging up

to 10 days after at ITO1 (2007—-2008). Simulated data are repreio 10 days after at NOO1 (2002-2008). Simulated data are repre-
sented with a star, while observational data are represented with sented with a star, while observational data are represented with a
dot. dot.

the model. The model correctly reproduces the evolution ofature is not well represented (0.1 for the observations versus
SO;, NO;, and NH; as a function of changes in temperature —0.1 for the simulation as a consequence of the performance
and precipitation (although the strength of the correlation befor NO3). In the observations, the dependence of;BMn
tween precipitation and NplS Sllghtly underestimated by temperature is driven by that of %‘@nd N"Q— because Ng)
the model). The correlation between F@nd temperature  shows very low correlations. The correlations between PM
is positive as for DEO3 and therefore shows a relationshipand precipitation or wind speed are very low in the observa-
opposite to that obtained at ATO2 and DE0O2. The model retjons, which is a major difference with the four other sites.
produces this correlation perfectly. The model overestimateshe model correctly reproduces this behavior with negative
the strength of the anticorrelation between wind speed angyyt low (between—0.15 and 0) correlations compared to
NH; or NO;. Simulation data show that the negative cor- those obtained at the other stations. The evolution of SO
relation between temperature and PMs driven by NH  as a function of changes in meteorology is well represented,
(=0.2), NGy (—0.35), black carbon0.5), sea salt{0.15), although the strength of the correlations is slightly overesti-
and organic matter<0.2). mated for precipitation and wind speed. NOO1 correlations
Correlations between I\gONHjlr and wind speed present are smaller in absolute value than the correlations at the
large differences between the observations and the simulasther stations in both observations and simulation, especially
tion at the AT02, DEO2, DEO3, and ITO1 stations. Simulatedfor NO; and NI—;{. This can be explained by the fact that
NO; is overestimated, which is a recurring issue in PM mod- PM, 5 observed mean concentrations at NOO1 (4.4 pg)m
eling over Europe. Moreover, there is less N@& summer  are significantly lower than those at most of the other stations
than in winter in the simulation, and significantly less at some(19.9 ug n73 at AT02, 12.9 uygm? at DE02, 5.9 ugm? at
stations (63 % AT02,—20 % at DE02-14 % at DE03,and DEO3, and 22 ugm at IT01), added to the fact that there
—56 % at ITO1, see Tabld). The correlations obtained with  are significantly fewer PMs data at the NOO1 station com-
the model are strong and may reflect the availability of daily pared to the four other sites.
and gridded data. These strong correlations may not be seen The positive correlations between temperature ang 80
in the observations because of the lower concentrations oDE03, ITO1, and NOO1 suggest that atmospheric oxidation
NOj in the measurements, especially in summer, and the facdf SO, (favored by faster kinetics at higher temperatures and
that observations are not always available everyday. greater oxidant concentrations in summer) dominates over
Figure9 presents results for the NOO1 station in Norway. greater S@ emissions (expected with low temperatures in
The evolution of PM 5 as a function of changes in temper- Eastern Europe, see Fi§). The fact that there are no large
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sources of emissions around these stations @jignd that  the model shows good agreement for half of thesi3Mta-
daily mean concentrations of §Oare higher in summer tions. The correlations show that the response of, Pltb
(1.5pugnT3 at DE03, 2.0ugm? at IT01, and 1.1 pg e at changes in meteorology differs according to the location of
NOO1) than in winter (1.4pugm? at DE03, 1.2ugm?3 at  the station and the meteorological variable considered. Wind
ITO1, and 0.9 ug m® at NO01) comforts this hypothesis. and precipitation show mostly a strong negative correlation
This dynamic evaluation needed to be performed on stawith pollutants (except for sea salt, for which a positive cor-
tions that provide daily data of PM and its components for  relation is modeled) for lags of 0 or 1 day, and a correla-
a common period of over at least a year. There requirementtion near 0 with a larger day lag. The correlation coefficient
were meant to increase the significance of the statistical inis nearly constant for temperature, for any lag and pollutant
dicators. Since Pl measurements are relatively recent in species. The response of P¥and SG to changes in tem-
Europe, the number of stations meeting these requirementgerature varies significantly among stations and can be oppo-
is small, which is a limitation of this study. Therefore, one site depending on the distance of the station from certain SO
should be cautious not to extrapolate the model dynamic peremission regions with strong seasonality. These different re-
formance to regions far remote from these stations. Neversponses are correctly reproduced by the model. The corre-
theless, the ability of the model to reproduce the effect oflation profiles for observed data at the NOO1 station differ
meteorology on PMs and its inorganic components is satis- from those at the other stations; the model also reproduces
factorily characterized at several stations, which are locatedhese differences correctly.
in various parts of Europe and which provide different types  This dynamic evaluation is limited by the amount of data
of responses. on PM 5 and its composition over large periods at European
stations. For example, the lack of Biichemical composi-
tion data in the western part of the domain (i.e., the countries
5 Conclusions near the Atlantic Ocean: Ireland, France, the United King-

. o . dom, Spain, and Portugal) is a limitation of this study. The re-
A 9yr air quality simulation has been conducted over Europe,

. . _"=sults of studies on the impact of meteorology/climate change
W'th. the Polyphemus/PoIe}erD CTM. The results of the sim- on PMp s compositions on that westernmost part of Europe
ulation were compgred W',th ava|liable EMEP measuremen'%hould therefore be treated with caution. Analyses of correla-

evaluation (with respect to meteorology) were conducted.
Modeled PM 5 concentrations vary over Europe by a fac-

in the US have shown results that differed from modeled re-
: ) sponses of N@ to temperatureTai et al, 2010. Such analy-
torlof 6, ;‘rom high concgntraﬂ;ms of%G ugrhover r:jqrthe_rn ses in Europe would require conducting the dynamic evalua-
ltaly to low cqr!centra_Uonsl 0 ngf_ ovler Scan mavlla).h tion by season; however, the observational data set is not suf-
PMz.5 Compfos'“?” V_‘"mﬁ_s E sosigni icantly. For exar;:p €, the ficient to conduct a meaningful statistical analysis by season.
PMz5 SO fraction is highest in Eastern Europe, the NO - £ ihermore, it would be interesting to extend this analysis
fraction is highest in Central Europe, and the organic frac-y, ¢4 honaceous P, particulary since particulate organic
tion is highest in Scandinavia, Portugal, eastern France, anFEatter displays a complex relationship to temperature. As the

Eastern Europe. , _ monitoring of PN s with chemical speciation increases over
The operatlonalldlagnosyc eyaluaﬂon shows thatr@ets Europe, further dynamic evaluations should be conducted to
the model performance criteria and that PMPMao, and o4 the ability of air quality models to reproduce the effect of
SG; meet the performance goals. §@nd NH; are OVeI"  meteorology on PMs concentrations and composition. Nev-
estimated by the model; NHmeets the performance criteria, grtheless, the results of this study provide the first dynamic

but NOBT does not. The correlation coefficients between Sim-eva|uation on an P% air qua“ty model with respect to me-
ulated and observed data are 63 % fay, 67 % for PMy, teorology.

59 % for PMy 5, 56.5 % for SG, 58 % for NHj{, and 42 %
for NO; . The comparison with other recent 1 yr model simu-
lations over Europe shows that all models overestimatg NO
and that the bias for Polair3D is comparable to the bias for
WRF/Chem, but greater to that for CHIMERE. The perfor-
mance for PMs, SG;, and Nl-[f is comparable to that of the
other models.

The dynamic evaluation shows that the evolution of2M
as a function of changes in meteorology is well represented
for precipitation and wind speed overall, although the model
tends to overestimate the BMlresponse to wind speed. Re-
sults are mixed for temperature because of the complex re-
lationships between Pp components and temperature, but
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Appendix A
Comparison with other modeling studies in the context of AQMEII

Table Al1. Comparisons to observations for surfacefgdnd PM 5 over Europe (concentrations and RMSE are in E&Mrom 7 July to
31 August for this simulation (2000-2008) and the AQMEII models (208@ytelet et a).2012).

PM1g ‘ PMy 5
This work AQMEII models \ This work AQMEII models

Min Mean Max | Min Mean Max
Number of stations 12 235 235 235 7 39 39 39
Mean observed 15.9 23.2 23.2 2312 115 13.3 13.3 13.3
Mean simulated 16.6 6.2 12.9 23/4 16 5 12.3 21.4
RMSE 7.7 16.2 23.2 24. 7.2 11.4 24.1 69.2
Correlation 57.3% 8.2% 17.3% 25% 67.6% 3.2% 11.8% 21.1%
MFB 76% —-111.0% -643% 3.9% 327% —-857% —-305% 449%
MFE 35.4% 44.5% 80.8% 1139 43.4% 55.1% 72.3% 94.2%

Appendix B
Comparison with model performance evaluations of 1 yr simulations over Europe

Table B1.Comparison for PM 5 with Péeré et al.(2010, Pay et al(2010, Tuccella et al(2012), andAppel et al.(2012. The data from this
work are averaged over 2000—2008.

References & etal Payetal. Tucellaetal. Appeletal. This work
Models CHIMERE CALIOPE-EU  WRF/Chem CMAQ Polair3D
Year(s) simulated (2003) (2004) (2007) (2006) (averaged 2000—-2008)
Number of stations 11 16 NA 160 22
Obs (g nT3) 12.2 13.0 12.6 13.3
Sim (ug nt3) 15.1 6.3 8.6 15.9
Correlation (%) 73 45 41 59
RMSE (ug nT3) 11.6 9
MFB (%) —74 29.8
MFE (%) 81 47.7
MNB (%) -7.3 62
MNE (%) 59.6 76
NMB (%) 242 —46.6 26.4
NME (%) 55.2 53.1

Table B2. Comparison for sulfate witReré et al.(2010 and Tuc- Table B3. Comparison for nitrate witlPéré et al.(2010 andTuc-
cella etal(2012. The data from this work are averaged over 2000— cella et al(2012. The data from this work are averaged over 2000—

2008. 2008.

References &eetal. Tucellaetal. This work References &eetal. Tucellaetal This work
Models CHIMERE  WRF/Chem Polair3D Models CHIMERE  WRF/Chem Polair3D
Year(s) simulated (2003) (2007) (averaged 2000-2008) Year(s) simulated (2003) (2007) (averaged 2000-2008)
Number of stations 11 NA 77 Number of stations 11 NA 33
Obs (ug nT3) 3.9 2.4 2.3 Obs (ug nr3) 3.1 2.9 2
Sim (ug n3) 4.0 0.9 2.2 Sim (ug nt3) 46 4.4 3.6
Correlation (%) 50 50 56 Correlation (%) 59 48 42
MNB (%) —46.9 16.6 MNB (%) 115.2 123.8
MNE (%) 64.9 51.3 MNE (%) 169.3 163.7
NMB (%) 4.25 45 NMB (%) 36.7 112.2
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Table B4. Comparison for ammonium witRéré et al.(2010 and Dawson, J. P., Racherla, P. N., Lynn, B. H., Adams, P. J., and Pandis,
Tuccella et al(2012). The data from this work are averaged over  S. N.:Impacts of climate change on regional and urban air quality

2000-2008. in the eastern United States: Role of meteorology, J. Geophys.
Res., 114, D0530&]0i:10.1029/2008JD009842009.
References & etal. Tucellaetal This work Debry, E., Fahey, K., Sartelet, K., Sportisse, B., and Tombette,
Models CHIMERE  WRF/Chem Polair3D M.. Technical Note: A new Slze REsolved Aerosol
Year(s) simulated (2003) (2007) (averaged 2000—2008) Model (SIREAM), Atmos. Chem. Phys., 7, 1537-1547,
Number of stations 1 NA 34 doi:10.5194/acp-7-1537-2002007.
Obs (ug ”Tg) 21 18 0.9 Dennis, R., Fox, T., Fuentes, M., Gilliland, A., Hanna, S., Hogrefe,
(S:'::rglgtg ()%) 3';0 1'577 1;‘8 C., Irwin, J., Rao, S., Scheffe, R., Schere, K., Steyn, D.,
MNB (%) 96.4 599 and Venkatram, A.: A framework for evaluating regional-
MNE (%) 139 86.2 scale numerical photochemical modeling systems, Environmen-
NMB (%) 485 477 tal Fluid Mechanics, 10, 471-48%0i:10.1007/s10652-009-
9163-2 2010.

Emmons, L. K., Walters, S., Hess, P. G., Lamarque, J.-F., Pfister,
G. G., Fillmore, D., Granier, C., Guenther, A., Kinnison, D.,
Edited by: J. Brandt Laepple, T., Orlando, J., Tie, X., Tyndall, G., Wiedinmyer, C.,
Baughcum, S. L., and Kloster, S.: Description and evaluation of
the Model for Ozone and Related chemical Tracers, version 4
(MOZART-4), Geosci. Model Dev., 3, 43—6d0i:10.5194/gmd-
References 3-43-20102010.
EPA: Guideline for regulatory application of the urban airshed
Appel, K., Chemel, C., Roselle, S. R., Francis, X., Hu, R.-M., Sokhi,  model, Tech. rep., EPA, 1991.
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