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Abstract. Observed reductions in Earth’s surface tempera-
ture following explosive volcanic eruptions have been used
as a proxy for geoengineering of climate by the artificial
enhancement of stratospheric sulfate. Earth cools follow-
ing major eruptions due to an increase in the reflection of
sunlight caused by a dramatic enhancement of the strato-
spheric sulfate aerosol burden. Significant global cooling has
been observed following the four major eruptions since 1900:
Santa Maŕıa, Mount Agung, El Chich́on and Mt. Pinatubo,
leading IPCC (2007) to state “major volcanic eruptions can,
thus, cause a drop in global mean surface temperature of
about half a degree Celsius that can last for months and even
years”. We use a multiple linear regression model applied to
the global surface temperature anomaly to suggest that ex-
change of heat between the atmosphere and ocean, driven by
variations in the strength of the Atlantic Meridional Over-
turning Circulation (AMOC), has been a factor in the de-
cline of global temperature following these eruptions. The
veracity of this suggestion depends on whether sea surface
temperature (SST) in the North Atlantic, sometimes called
the Atlantic Multidecadal Oscillation, but here referred to as
Atlantic Multidecadal Variability (AMV), truly represents a
proxy for the strength of the AMOC. Also, precise quantifi-
cation of global cooling due to volcanoes depends on how
the AMV index is detrended. If the AMV index is detrended
using anthropogenic radiative forcing of climate, we find that
surface cooling attributed to Mt. Pinatubo, using the Hadley
Centre/University of East Anglia surface temperature record,
maximises at 0.14◦C globally and 0.32◦C over land. These

values are about a factor of 2 less than found when the AMV
index is neglected in the model and quite a bit lower than
the canonical 0.5◦C cooling usually attributed to Pinatubo.
This result is driven by the high amplitude, low frequency
component of the AMV index, demonstrating that reduced
impact of volcanic cooling upon consideration of the AMV
index is driven by variations in North Atlantic SST that oc-
cur over time periods much longer than those commonly as-
sociated with major volcanic eruptions. The satellite record
of atmospheric temperature from 1978 to present and other
century-long surface temperature records are also consistent
with the suggestion that volcanic cooling may have been over
estimated by about a factor of 2 due to prior neglect of ocean
circulation. Our study suggests a recalibration may be needed
for the proper use of Mt. Pinatubo as a proxy for geoengi-
neering of climate. Finally, we highlight possible shortcom-
ings in simulations of volcanic cooling by general circulation
models, which are also being used to assess the impact of
geoengineering of climate via stratospheric sulfate injection.

1 Introduction

It is well established that both natural and anthropogenic fac-
tors influence climate. Natural factors include variations in
the intensity of sunlight driven by the∼11 yr cycle of so-
lar activity, variations in exchange of heat between the at-
mosphere and Pacific Ocean following the shift in ocean
circulation recorded by the El Niño-Southern Oscillation

Published by Copernicus Publications on behalf of the European Geosciences Union.



3998 T. Canty et al.: A critical evaluation of volcanic cooling

(ENSO), and periodic volcanic eruptions with enough en-
ergy to dramatically enhance the stratospheric aerosol burden
(e.g., Mass and Portman, 1989; Sects. 2.7 and 3.6.2 of IPCC,
2007; Lean and Rind, 2008). Anthropogenic factors include
increases in the radiative forcing at the tropopause (RF) due
to rising levels of greenhouse gases (GHGs) that cause the
lower atmosphere to warm as well as the industrial release of
precursors of tropospheric aerosols that can cause the lower
atmosphere to either cool or warm, depending on a myriad of
factors (Sect. 2.4 of IPCC, 2007). Throughout, we use RF to
refer to the stratospheric-adjusted RF described in Sect. 2.2
of IPCC (2007).

Atmosphere ocean general circulation models (GCMs) are
commonly used to quantify the relative importance of natu-
ral (i.e., volcanoes and ocean circulation) and anthropogenic
(i.e., GHGs and tropospheric aerosols) factors on global cli-
mate. Soden et al. (2002) used a GCM to show that the
0.5◦C cooling of the global lower troposphere, measured
by the Microwave Sounding Unit (MSU) after the eruption
of Mt. Pinatubo (hereafter, Pinatubo), was well simulated
provided: (a) there is a significant positive feedback due to
changes in atmospheric H2O, in response to the perturbation
of the shortwave (SW) solar and longwave (LW) thermal ra-
diation fields induced by Pinatubo; (b) the MSU data record
is adjusted for a∼0.2◦C warming due to ENSO. The need
for a significant climate feedback to quantitatively account
for the temperature perturbation following the Pinatubo erup-
tion was also discussed by Hansen et al. (1993), Lacis and
Mischenko (1995), Forster and Collins (2004), and Wigley
et al. (2005).

Multiple linear regression (MLR) of the global surface
temperature anomaly (1T ) has also been used to quantify the
relative importance of natural and anthropogenic factors on
climate (Lean and Rind, 2008, 2009; Foster and Rahmstorf,
2011; Kopp and Lean, 2011; Tung and Zhou, 2013; Zhou
and Tung, 2013). Typically, coefficients are found that relate
a time series of1T to the temporal variation of proxies that
represent RF due to total solar irradiance (TSI), volcanoes,
ENSO and anthropogenic radiative forcing of climate (AF)
due to GHGs and aerosols. Time series of stratospheric op-
tical depth (SOD), available for the past century from one
of two independent analyses (Sato et al., 1993; Ammann
et al., 2003; see Fig. 2.18 of IPCC, 2007) are used to repre-
sent the volcanic term. Lean and Rind (2008) used an MLR
analysis to estimate that Pinatubo caused a∼0.3◦C cooling
of global surface temperature, considerably smaller than the
canonical 0.5◦C cooling of global mean surface temperature
commonly attributed to Pinatubo (e.g., Crutzen, 2006; IPCC,
2007).

Here we conduct an MLR analysis of the global temper-
ature record from 1900 to present. Our model uses as input
globally averaged mixing ratios for greenhouse gases from
the Representative Concentration Pathways (RCP) database
provided for the upcoming IPCC report (Meinshausen et al.,
2011; van Vuuren et al., 2011). Mixing ratios of GHGs are es-

sentially identical in the four RCP scenarios, for our period of
interest, 1900 to present. Abundances from the RCP 8.5 sce-
nario (Riahi et al., 2007, 2011) are used. Results would be
unchanged had a different scenario been chosen; the abun-
dance of GHGs differs very slightly between the scenarios
starting in 2005 (CH4 and N2O) and 2008 (CO2). In our com-
panion paper, Mascioli et al. (2012), we examine the sensitiv-
ity of future climate to the four RCP scenarios, which diverge
strongly for GHGs midway through this century.

The start date of year 1900 for our analysis allows exam-
ination of perturbations to global climate following the ma-
jor eruptions of Santa Marı́a (October 1902), Mount Agung
(March 1963), El Chich́on (April 1982), and Mt. Pinatubo
(June 1991) and all minor eruptions strong enough to affect
stratospheric optical depth, but precludes examination of per-
turbations due to eruptions of Tambora in 1815 and Krakatoa
in 1883. Data needed for our analysis becomes more scarce
and uncertain prior to 1900. Also, some of the key figures in
IPCC (2007) important for our work, such as Figs. TS.23 and
9.14, begin around 1900. Our time period covers the same set
of major volcanic eruptions examined by Wigley et al. (2005)
and Thompson et al. (2009).

In addition to the commonly used regressor variables
SOD, TSI, Anthropogenic RF and ENSO, we introduce to
the regression proxies representing variations in the strength
of the Atlantic Meridional Overturning Circulation (AMOC),
the Pacific Decadal Oscillation (PDO) and the Indian Ocean
Dipole (IOD). The detrended Atlantic Multidecadal Vari-
ability (AMV) index is used as a proxy for the strength
of the AMOC (Andronova and Schlesinger, 2000; Knight
et al., 2005; Stouffer et al., 2006; Medhaug and Furevik,
2011; Srokosz et al., 2012). Throughout, we provide exten-
sive discussion of AMOC and AMV, and little discussion
of the PDO and IOD, because we compute small contribu-
tions of the PDO and IOD to variations of global temper-
ature. Indeed, this is the basis upon which Schlesinger and
Ramankutty (1994) first identified the global, climatic sig-
nificance of multi-decadal variations of sea surface temper-
ature (SST) in the North Atlantic basin. We use the term
AMV (e.g. Semenov et al., 2010) to represent North Atlantic
SST, rather than the more commonly used Atlantic Multidec-
dal Oscillation (AMO), because the purely periodic nature of
North Atlantic SST has been questioned (Vincze and Jánosi,
2011) and is of no consequence to our study. Below, we show
that the AMV index accounts for a strong component of the
variations in the century long temperature record provided by
four data centres.

We find that global cooling attributed to volcanoes
(1TVOLCANO) declines sharply, by almost a factor of 2, when
the AMV index is introduced into the regression. Much of
this paper focuses on the robustness of this result. We show
that the precise value of1TVOLCANO depends on how SST
in the North Atlantic, the basis for the AMV index, is de-
trended. Details of the various empirical parameters used in
this analysis are provided in Sect. 2. A description of the
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model is given in Sect. 3. Results of the regression analysis
are provided in Sect. 4. Discussion of these results, including
the physics of the AMOC as well as implications for geo-
engineering of climate, is provided in Sect. 5. A brief con-
clusion follows. Many abbreviations and symbols are used;
although each is defined, a Glossary of terms is provided in
Appendix A. Appendix B contains web addresses (URLs) for
the many sources of data used in the analysis. Appendix C
details how we have arrived at an estimate for the empirical
range of net anthropogenic aerosol radiative forcing (NAA
RF) from IPCC (2007).

2 External sources of data

This study uses many sources of data. We describe here data
used in the manner provided: i.e., data obtained from exter-
nal websites without further processing. Data records that re-
quire internal processing, such as the index for the AMV and
the terms used to define anthropogenic RF of climate, are
described in Sect. 3 (Model description).

2.1 Global temperature

Our regression model, described in Sect. 3, uses as input
monthly mean near surface air (hereafter, surface) temper-
ature anomalies (either global or land) (1TOBS i) and the 1-
sigma uncertainties of each monthly measurement (σOBS i).
Some of the papers and/or data files provide 2-sigma un-
certainties: if so, we have multiplied these values by 0.5
to obtain an estimate of the 1-sigma measurement uncer-
tainty. Throughout, the use of italics, as for CRU4 below,
denotes that a web-link for this data source is provided in
Appendix B.

2.1.1 Surface

CRU4: the Climate Research Unit (CRU) of the University
of East Anglia together with the Hadley Centre of the UK
Met Office provide a global, monthly mean surface tempera-
ture (Morice et al., 2012) and land temperature (Jones et al.,
2012) record. We use the most recent version of each: Had-
CRUT4 for global and CRUTEM4 for land. Below, we re-
fer to both HadCRUT4 and CRUTEM4 as CRU4, with clear
notation for global or land. The land record is based on data
from 5583 stations. The global record combines this informa-
tion with a SST record based on ship and buoy observations
from the International Comprehensive Ocean-Atmosphere
Data Set (ICOADS).

The HadCRUT4 dataset incorporates an SST record
termed HadSST3 (Kennedy et al., 2011a, b). HadSST3 ac-
counts for ocean sampling bias described by Thompson
et al. (2008). The HadSST3 dataset is used for our various
definitions of AMV (Sect. 3.2.2).

Both HadCRUT4 and CRUTEM4 time series represent
anomalies relative to the mean value of1TOBS from 1961

to 1990. The uncertainties for HadCRUT4 are provided in
data files accessible from the website noted in Appendix B.
Uncertainties for CRUTEM4 were obtained from Jones
et al. (2012).

The CRU4 record is the only dataset used for our “lad-
der plots” that compare modelled and measured surface1T .
We have chosen CRU4 for these plots due to the prominence
placed on this record by IPCC (2007). Other datasets for
global and land1T are represented in summary figures that
illustrate the conclusions of this study are similar for all long
term climate records.

GISS: the Goddard Institute for Space Studies (GISS) pro-
vides a climate record based on SST from a combination
of the Hadley Centre analysis (HadISST1) for 1880 to 1982
and satellite observations for 1982 to present (Hansen et al.,
2010) and land temperature from over 700 surface meteoro-
logical stations that are part of Global Historical Climatology
Network-Monthly (GHCN-M). Data from GISS are avail-
able from prior to 1900 until the end of 2011. Uncertainty
estimates are from Hansen et al. (2006) for global temper-
ature and from Hansen et al. (2010) for land. Values of1T

from GISS are presented as the anomaly with respect to 1951
to 1980. The use of a different time period for the anomaly,
compared to CRU4, affects only the constant term (variable
C0 in Eq. (2) below) in the regression and is, therefore, of no
significance for the present analysis.

NCDC: the National Climate Data Center also provides
global and land1T , from prior to 1900 until the end of 2011
(Smith et al., 2008). The land temperature anomalies are
based on GHCN-M and SST is from ICOADS. Uncertainty
estimates are from Smith et al. (2008) for global1T and
from Smith and Reynolds (2005) for land. This temperature
record is presented as an anomaly relative to mean tempera-
ture from 1901 to 2000. We only show1TVOLCANO versus
SOD for NCDC Land; the1TVOLCANO versus SOD relation
for NCDC Global is virtually indistinguishable from similar
relations using the global record from CRU4 and GISS.

BEG: the Berkeley Earth Group provides an estimate of
1T over land, from prior to 1800 to May 2010, based on
measurements from 39 390 unique meteorological stations
(Rohde et al., 2013). The estimate for1T from BEG uses
data from many more sources than considered by other data
centres. GHCN-M has strict criteria for record length, com-
pleteness and establishment of a station baseline before data
from a particular station becomes part of their record. The
BEG has developed a methodology for the use of all data
(Rohde et al., 2013). This record is available only for land
at the present time. Uncertainties are provided in the BEG
data file. The BEG temperature anomaly is relative to 1950
to 1980.

2.1.2 Atmosphere

MSU: the Microwave Sounding Unit (MSU) and the
Advanced Microwave Sounding Unit (AMSU) provide
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measurements of atmospheric temperature, from December
1978 to present, from a series of National Oceanic and Atmo-
spheric Administration (NOAA) satellites. We use the global
LT5.4 (lower troposphere) product provided by the Univer-
sity of Alabama, Huntsville (Christy et al., 2000) and the
land TLT product provided by Remote Sensing Systems (Ap-
pendix B). The MSU anomalies are relative to the mean tem-
perature over the January 1979 to April 2002 period. Uncer-
tainty estimates for MSU are from Christy et al. (2003). The
global MSU lower troposphere record shown below agrees
well with data in Fig. 2 of Soden et al. (2002).

2.2 Regression variables

Here we describe the origin of variables used in the regres-
sion model that require no processing.

SOD, GISS: we use a monthly mean, globally averaged
time series of stratospheric optical depth (SOD), available
from 1850 to present from GISS (Sato et al., 1993) as a proxy
for the volcanic perturbation to the stratospheric sulfate layer.
This dataset is based on ground, balloon-borne, and satel-
lite observations. Satellite observations are available only
from late 1978 to present. The scarcity of observing stations
early in the record requires assumptions to be made regarding
the geographic distribution of volcanic aerosols. We use the
GISS record for SOD in the main body of our paper because
it is the only SOD record regularly updated.

SOD, NOAA: a time series of monthly mean, globally av-
eraged stratospheric optical depth (SOD) is also available
from NOAA (Ammann et al., 2003). This time series is based
on a 4-member ensemble simulation of volcanic eruptions,
within a GCM that resolves the troposphere and stratosphere.
This record is available from 1890 to 2008. Figure 2.18 of
IPCC (2007) compares the Sato et al. (1993) and Ammann
et al. (2003) records for SOD. Generally, the peak SOD from
Ammann exceeds the peak SOD from Sato after major vol-
canic eruptions. As shown in the Supplement, use of SOD
from NOAA rather than SOD from GISS in our regression
has no bearing on our finding regarding the sensitivity of
1TVOLCANO to consideration of the AMV index.

TSI: the total solar irradiance (TSI) time series used in our
regression model is from the Naval Research Laboratory re-
construction of Lean (2000) and Wang et al. (2005). This
dataset is based on measurements from a variety of space-
borne sensors starting in 1978, such as the Solar Stellar Ir-
radiance Comparison Experiment on the Upper Atmosphere
Research Satellite. For earlier periods of time, the reconstruc-
tion uses information such as number, location, and dark-
ening of sunspots as well as time series of Mg-II and Ca-
II Fraunhofer lines recorded by ground based instruments.
There has been recent debate over the absolute value of TSI
(e.g., Kopp and Lean, 2011) as well as the variation of so-
lar output in the ultraviolet (UV) at different phases of the
11 yr cycle (e.g., DeLand and Cebula, 2012; Lean and De-
Land, 2012). Neither affects our study. The 11 yr periodicity

of TSI is well established and the timing of the peaks and
valleys are known. The regression model results are insensi-
tive to the absolute value of TSI as well as variations of solar
irradiance in the UV that have little consequence for TSI.

ENSO: we use the NOAA Multivariate El Niño-Southern
Oscillation Index (MEI) of Wolter and Timlin (2011). This
index is derived from observations of cloud fraction, sea-
level pressure, surface wind, sea surface temperature and sur-
face air temperature. Unlike other ENSO indices, such as
those based on surface pressure, this ENSO index is dimen-
sionless.

PDO: the Pacific Decadal Oscillation (PDO) represents
the temporal evolution of specific patterns of sea level pres-
sure and temperature of the Pacific Ocean, poleward of 20◦ N
(Zhang et al., 1997), that have been shown to correlate
with salmon, anchovy and sardine populations in the Pacific
(Chavez et al., 2003). We use a dimensionless index based
on analysis of Empirical Orthogonal Functions of the SST
anomaly conducted by the University of Washington (Zhang
et al., 1997). The PDO is caused by the response of the
ocean to spatially coherent atmospheric forcing (Saravanan
and McWilliams, 1998; Wu and Liu, 2003). This may ex-
plain why the PDO has little influence on the global climate
record: the PDO is a response to local wind patterns, rather
than an indicator of major release (or uptake) of oceanic heat
at a magnitude important for global climate.

IOD: the Indian Ocean Dipole (IOD) index represents the
temperature gradient between the Western and Southeastern
Equatorial Indian Ocean. We use an index, with units◦C,
provided by the Japan Agency for Marine-Earth Science and
Technology (Saji et al., 1999). We have decided to show re-
sults using the IOD so that all three major ocean basins are
represented. There is little effect of the IOD on global cli-
mate, probably due to the size of the Indian Ocean as well as
the fact oceanic deep water does not originate in the Indian
Ocean basin.

2.3 Atmospheric radiation

ERBE: we show satellite observations of perturbations
to Earth’s radiation budget following the eruption of
Mt. Pinatubo, at shortwave (solar) wavelengths and long-
wave (thermal) wavelengths, as measured by Earth Radiation
Budget Experiment (ERBE) instruments on three satellites:
ERBS, NOAA-9, NOAA-10. The ERBE instrument mea-
sures incoming solar radiation, reflected shortwave radiation
and outgoing thermal radiation (Wielicki et al., 2002). We
use Edition 3, Revision 1 ERBE data provided by the Na-
tional Aeronautics and Space Administration, Langley Re-
search Center, Atmospheric Science Data Center.
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3 Model description

3.1 Model overview

Our MLR model builds on the work of Lean and Rind (2008)
and Kopp and Lean (2011). However, our approach differs in
four important manners.

First, we explicitly represent the observed increase in
ocean heat content (OHC) (Domingues et al., 2008; Carton
and Santorelli, 2008; Church et al., 2011). This term was ne-
glected in prior MLR studies, including all of the MLR stud-
ies cited in Sect. 1.

Second, we quantify the sensitivity of the regression co-
efficients to uncertainty in NAA RF. Tropospheric aerosols
that drive RF of climate can either cool (sulfate, dust, am-
monium nitrate, organic carbon) or heat (black carbon and
biomass burning) the lower atmosphere. Prior MLR studies,
as well as many climate models, examine only a single sce-
nario for NAA RF. Uncertainties in this term are large. We
allow the regression to determine the best value of the cli-
mate feedback parameter (variableλ described in Sect. 3.2)
for prescribed values of NAA RF and OHC. Quantification of
the sensitivity of MLR climate simulations to uncertainty in
NAA RF, even in a highly parameterised fashion, constitutes
an important step forward.

Third, we conduct a weighted MLR that accounts for un-
certainties of the climate record. Knowledge of1T has be-
come better over time. As a result, the output of the MLR
model tends to follow the climate record more closely during
the latter half of the century, which is the proper interpre-
tation of the climate record upon consideration of time de-
pendent uncertainties. We also compute the 95 % confidence
interval for each regression coefficient using the method out-
lined in Sect. 8.4 of von Storch and Zwiers (2002).

Finally, in our regression model, we do not allow for mul-
tiple ENSO indices that are offset in time (Kopp and Lean,
2011) or a decade-long delay in the response of1T to An-
thropogenic RF (Lean and Rind, 2008). While most of our
simulations are based on the use of a single multivariate
ENSO index, we also show results using an independent es-
timate of the response of global-mean surface temperature
induced by the spatial variability in ENSO (Thompson et al.,
2009). The decade-long delay used by Lean and Rind (2008)
is a surrogate for ocean heat uptake, which is explicitly rep-
resented in our approach.

Section 3.2 describes our regression model. The external
forcing of global climate due to variations in the abundance
of GHGs, black carbon (direct and indirect effects), TSI,
stratospheric aerosols and sulfate (direct and indirect effects)
from 1900 to present are in close agreement with the rep-
resentation of these terms illustrated in Fig. 1a of Hansen
et al. (2005) (see the Supplement).

3.2 Model details

Our regression model minimises:

Cost Function=
NMONTHS∑

i=1

1

σ 2
OBS i

(1TOBS i − 1TMDL i)
2 (1)

where1TOBS i and 1TMDL i represent time series of ob-
served and modelled global, monthly mean temperature
anomalies, andσOBS i is the 1-sigma uncertainty associated
with each temperature observation. We write1TMDL i as:

1TMDL i =
1+ γ

λp

{(GHGRFi) + NAA RFi)} + Co+

C1 × SODi−6 + C2 × TSIi−1 + C3 × ENSOi−2+

C4 × AMV i + C5 × PDOi + C6 × IODi−

QOCEAN i

λp

(2)

whereλp = 3.2 W m−2 ◦C−1 (Bony et al., 2006) andi de-
notes month.

The termλp, the Planck feedback parameter (or Planck
response), represents the response of RF to perturbations
in surface temperature in the absence of any feedbacks,
for Earth’s present-day overall albedo. The numerical value
corresponds to an Earth effective temperature of 241 K
(Sect. 1.4.4 of McGuffie and Henderson-Sellers, 2005) and
is similar to values commonly used in other empirical analy-
ses (e.g., Bony et al., 2006; Forster and Gregory, 2006; Soden
and Held, 2006; Murphy et al., 2009).

Model parameterγ represents the sensitivity of climate to
feedbacks that occur in response to a perturbation of RF at
the tropopause due to GHGs and aerosols:

1+ γ =
1

1−
λ
λp

(3)

where

λ =

∑
(Feedback Parameters)

i.e.λ = λWater Vapor+ λLapse Rate+ λClouds+ λSurface Albedo

The relation between RF and1TMDL i in Eqs. (2) and (3) is
the same model framework used by Bony et al. (2006) and
in Sect. 8.6 of IPCC (2007). Numerical values ofλ given
in our figures are comparable to values ofλ “ALL” given
in Fig. 8.14 of IPCC (2007) as well as values of6x 6=pλx

described in Appendix A of Bony et al. (2006) (i.e., the sum
of all feedbacks other than the Planck response).

Even though upon first inspection it may appear that cli-
mate feedbacks are not allowed to operate on ocean heat ex-
port, based on the treatment ofQOCEAN i in Eq. (2), we note
that climate feedback is inherent in the model formulation of
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QOCEAN i described in Sect. 3.2.4. Our model framework is
consistent with the representation of Earth’s energy balance
used in Raper et al. (2002) and Bony et al. (2006).

We work exclusively in a global, monthly mean frame-
work. Values of the regression coefficients (Cj, j=0 to 6) and
the climate sensitivity parameter (λ) are found such that the
cost function is minimised, for specified NAA RFi and OHC
(via model variableQOCEAN i , described in Sect. 3.2.4) over
the time period of consideration. Below, we show results for
1900 to the end of 2011 (ground-based observations of sur-
face temperature) and 1978 to the end of 2011 (satellite ob-
servations of lower tropospheric temperature).

The indexi − 6 for SOD represents the 6 month delay
between volcanic forcing and surface temperature response.
This lag is the same as used by Lean and Rind (2008) as well
as Foster and Rahmstorf (2011) and agrees with the 6.8±1.5
month lag estimated by Douglass and Knox (2005). Since
the volcanic perturbation occurs in the stratosphere and our
model is based on stratospheric-adjusted RF (second panel,
Fig. 2.2 of IPCC, 2007), this 6 month delay represents the
time needed for the stratosphere to respond to a volcanically
induced perturbation in sulfate aerosol loading. Various vol-
canic eruptions could exhibit different lags due to the latitude
of the eruption, which could drive hemispheric and/or latitu-
dinal asymmetries in SOD, especially soon after the erup-
tion (Wigley et al., 2005). Our central result is unchanged if
we vary the lag time by±1 month but begins to vary with
larger shifts. For simplicity, we assume all eruptions exhibit
the same 6 month lag.

We impose a 1 month delay between variations in TSI and
the related temperature response. A delay of 1 month yields
the largest value of C2, the solar irradiance regression co-
efficient. This is the same delay for the response of surface
temperature to variations in solar irradiance used by Lean
and Rind (2008) as well as Foster and Rahmstorf (2011); the
latter paper discusses the physical basis of this delay.

A 2 month delay is used for the response of1T to ENSO.
This delay is based on the lag that yields the largest value for
the correlation coefficient of MEI versus the time series of
TENSO calculated by Thompson et al. (2009). Here,TENSO
represents the simulated response of global mean surface
temperature to ENSO variability, taking into consideration
the effective heat capacity of the atmospheric-oceanic mixed
layer. Our 2 month delay is shorter than the 3 and 4 month
delays used by Foster and Rahmstorf (2011) and Lean and
Rind (2008), respectively. Lean and Rind (2008) and Foster
and Rahmstorf (2011) obtained these delays based on the lag
that yielded maximum values of their ENSO regression coef-
ficients. Their analyses did not consider the AMV as a proxy
for the strength of the AMOC, which could affect their esti-
mate of the ENSO delay. For analysis of the 111 yr surface
temperature record there is little variation in the value of C3,
the ENSO regression coefficient, for either a 3 or 4 month de-
lay compared to the value found using a 2 month delay. Inter-
pretation of the shorter MSU temperature record is somewhat

Fig. 1. Direct RF due to greenhouse gases (GHG RF) used as in-
put for all model calculations. The coloured regions show individ-
ual contributions from CO2 (red), CH4 (blue), tropospheric O3 (or-
ange), halocarbons (green) and N2O (purple), all based on global,
monthly mean mixing ratios from the RCP 8.5 scenario.

sensitive to specified ENSO delay. However, our overall sci-
entific conclusions are robust for any reasonable choice of
the delay in the response of1T to TSI or ENSO.

The product of each regression coefficient (Cj, j=0 to 6)
and its associated regressor variable represents the contri-
bution of this term to the global, monthly mean tempera-
ture anomaly. For instance, a time series of the effect of
volcanoes on global temperature,1TVOLCANO i is given by
C1 × SODi−6. The maximum cooling due to the eruption
of Pinatubo,1TPINATUBO, is given by the absolute value of
C1 × 0.15, where 0.15 is the maximum value of SOD ob-
served after this eruption.

The origin of the SOD, TSI, ENSO, PDO and IOD terms,
which are all based on external sources of data, has been de-
scribed in Sect. 2. The anthropogenic RF terms are described
in Sects. 3.2.1 (GHGs) and 3.2.2 (Aerosols), the treatment
of the AMV index is detailed in Sect. 3.2.3, and Ocean Heat
Export is the focus of Sect. 3.2.4.

3.2.1 Anthropogenic radiative forcing: GHGs

Figure 1 shows time series of direct RF due to GHGs,
a model input represented as GHG RFi in Eq. (2). Monthly
values of this forcing are specified from the RCP 8.5 sce-
nario. We use global, annual mean mixing ratios of CO2,
CH4 and N2O provided on theRCP website (see Ap-
pendix B), which we interpolate to a monthly time grid. We
then compute RF relative to year 1750 based on formula
given in Table 6.2 of IPCC (2001). These relations were
found using a model that allows for adjustment of strato-
spheric temperature in response to the radiative perturbation
(Myhre et al., 1998).
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The RF attributed to tropospheric O3 is obtained directly
from a radiative forcing file provided on theRCP Potsdam
website. The RF due to tropospheric O3 given by RCP 8.5
compares reasonably well to the Shindell et al. (2006) value:
the RCP values exceed the Shindell values from 1900 to
about 1950, and the Shindell values exceed the RCP estimate
for the last few decades. We have run some of our simula-
tions using the Shindell et al. (2006) estimate for RF due to
O3, and the results are essentially identical to those shown
here using O3 RF from RCP 8.5.

The RF due to halocarbons shown in Fig. 1 is the
sum of 30 compounds. For each compound, we have used
global, yearly mixing ratios from either RCP 8.5 (Lamar-
que et al., 2011), Table 5A-3 of WMO (2011), or Velders
et al. (2009) (updated by G. Velders, personal communica-
tion, 2011). Mixing ratios for HFC32, HFC125, HFC134a,
HFC143a, HFC152a, HFC245fa, and HFC365mfc are from
Velders. Mixing ratios for CFC11, CFC12, CFC113, CCl4,
HCFC141b, HCFC142b, Halon 1301 and Halon 2402 are
from WMO (2011). All other halocarbons are from RCP
8.5. For each halocarbon, the RF term has been found us-
ing the formula given in Table 6.2 of IPCC (2001) com-
bined with the radiative efficiency tabulation given in Ta-
ble 2.14 of IPCC (2007). The use of mixing ratios from
Velders et al. (2009) and from WMO (2011) has no bearing
on the present study because the differences, with respect to
RCP values, are quite slight. However, use of HFC mixing ra-
tios from Velders and the aforementioned halocarbons from
WMO have a modest bearing on our companion paper, Mas-
cioli et al. (2012), which projects1T to 2060. Future mixing
ratios of these species are projected by Velders and WMO to
be higher than future mixing ratios in any of the RCP scenar-
ios. Also, radiatively active HFC152a was overlooked in the
RCP database.

3.2.2 Anthropogenic radiative forcing: tropospheric
aerosols

Figures 2, 3 and 4 detail our treatment of radiative forc-
ing due to anthropogenic tropospheric aerosols, the model
input represented by NAA RFi in Eq. (2). The estimate of
NAA RFi is tied to values of direct RF of mineral dust
(Dust), ammonium nitrate (NHx), fossil fuel organic carbon
(OC), fossil fuel black carbon (BC), and biomass burning or-
ganic and black carbon (biomass) emissions given by RCP
Potsdam (parenthetical terms refer to Fig. 3). First, we de-
scribe how we obtain direct and total RF for sulfate. Then
parametersαCOOL andαHEAT used to define NAA RFi are
described.

The direct RF for sulfate aerosols (RFSULFATE−DIR) given
by RCP Potsdam exhibits a steady rise until about 1992, fol-
lowed by a modest decline until about 2000, then a second
peak occurring about around 2010. This time series does not
follow the temporal evolution of sulfur emissions (SEMISS)

given by either Stern (2006b) or Smith et al. (2011) (Fig. 2a).

a

b

c

Fig. 2. (a) Global, annual anthropogenic emission of sulfur
(SEMISS) from RCP Potsdam compared to values published by
Stern (2006b) and Smith et al. (2011).(b) Direct RF due to sul-
fate aerosols (RFSULFATE−DIR) from RCP Potsdam (post 2005)
and the estimate of RFSULFATE−DIR (1900 to 2005) used in our
model, labelled Smith∗, which is tied to SEMISS from Smith
et al. (2011) and the IPCC (2007) estimate of−0.4 Wm−2 for year
2005.(c) Total RF due to sulfate aerosols (RFSULFATE−TOT) from
David Stern, Australian National University, provided at the URL
given in Appendix B, compared to the value of RFSULFATE−TOT
used in our model, labelled Smith∗, found by multiplying Smith∗

RFSULFATE−DIR by αCOOL, for a value ofαCOOL = 2.4, chosen
to yield match our estimate of RFSULFATE−TOT of −0.96 Wm−2

for year 2005. Panels are all extended to 2060 for illustrative pur-
poses, to support the statement in the paper that tropospheric aerosol
forcing of climate will be diminishing over time.

www.atmos-chem-phys.net/13/3997/2013/ Atmos. Chem. Phys., 13, 3997–4031, 2013



4004 T. Canty et al.: A critical evaluation of volcanic cooling

a

b

c

Fig. 3. (a)Total RF of tropospheric aerosols that cool, as labelled,
based on our Smith* estimate of RFSULFATE−DIR and RCP 8.5
estimates of direct RF for other components, all multiplied by
αCOOL = 2.4. The curve labelled Sum denotes total RF due to
aerosols that cool.(b) Same as(a), except for aerosols that heat.
Direct RF components, from RCP 8.5, have been multiplied by
αHEAT = 2.4, chosen so that net anthropogenic aerosol RF (NAA
RF) in year 2005 equals−1.0 Wm−2 (IPCC, 2007). The curve la-
belled Biomass refers to emissions of OC and BC due to biomass
burning, and the curves labelled OC and BC refer to fossil fuel burn-
ing emissions of these components.(c) total RF of aerosols that
cool (blue, found forαCOOL = 2.4), of aerosol that heat (red, found
for αHEAT = 2.4), and their difference that defines NAA RF (black
curve). The value of NAA RF in year 2005 is marked. It is coinci-
dence that the two scaling parameters both require a value of 2.4 to
match IPCC (2007) estimates of RFSULFATE−DIR and NAA RF in
year 2005. Model results are shown for a variety of values ofαCOOL
andαHEAT.

RCP provides values for SEMISS that are quite similar to those
given by Smith et al. (2011), but only on a decadal time scale
that does not reflect known, interannual variations (Fig. 2a).

We have, therefore, formed our own estimate for
RFSULFATE−DIR, labelled Smith∗ in Fig. 2b, that is tied to the
Smith et al. (2011) estimate of SEMISS and the Stern (2006a)
estimate of total RF due to sulfate (RFSULFATE−TOT). We
have scaled RFSULFATE−TOT from Stern (2006a) by the ra-
tio of SEMISS from Smith et al. (2011) divided by SEMISS
from Stern (2006b). We scale by this ratio because the
emissions from Smith et al. (2011) are an update to those
from Stern (2006b). The resulting, scaled curve is multi-
plied by a constant factor, at all times, such that the value
of RFSULFATE−DIR in 2005 equals−0.4 Wm−2, the best es-
timate of this quantity given in Table 2.12 of IPCC (2007).

The next step in the calculation of NAA RF is to scale
RFSULFATE−DIR to RFSULFATE−TOT. Our best estimate for

Fig. 4. Contours of net anthropogenic aerosol RF in year 2005
(NAA RF2005) (black solid lines) as a function ofαCOOL and
αHEAT, scaling parameters used to relate direct RF of aerosols
to total RF. The contour for NAA RF2005= −1.0 Wm−2, the
best estimate from IPCC (2007), is shown in red. The dashed
green lines denote the range of NAA RF2005 inferred from data
analyses given in Table 2.12 of IPCC (2007) (Appendix C). The
black dashed/yellow highlight lines denote various manners upon
which values of NAA RF2005, ranging from the lower limit of
−2.2 Wm−2 to the upper limit of−0.4 Wm−2, can be sampled.

RFSULFATE−TOT in year 2005 is−0.96 Wm−2, based on
values of RFSULFATE−TOT from Stern (2006a) that extends
to 2000, SEMISS from Stern (2006b) that extends to 2000
and SEMISS from Smith et al. (2011) that extends to 2005.
A value of 2.4 forαCOOL is needed to scale RFSULFATE−DIR
in year 2005 (value of−0.4 Wm−2) to this best estimate of
RFSULFATE−TOT in year 2005.

Figure 3 shows time series for total RF of anthropogenic
aerosols that cool (Fig. 3a), aerosols that heat (Fig. 3b), and
net anthropogenic aerosol RF (Fig. 3c). Figure 3a, b also
show components that contribute to the cooling and heat-
ing terms, respectively. All time series shown in Fig. 3 are
based on direct RF from RCP Potsdam for specific types of
aerosols, except for RFSULFATE−DIR (described above). For
aerosols that cool, the direct RF terms from RCP are all mul-
tiplied byαCOOL and these components are summed to arrive
at total RF for aerosols that cool (Fig. 3a). The same proce-
dure is used for aerosols that heat, except a different scaling
parameter,αHEAT, is used (Fig. 3b).

While use of two scaling parameters may seem overly sim-
plistic, these parameters capture the essence of the tempo-
ral variation of NAA RF in a tractable manner. Chapter 2 of
IPCC (2007) establishes that total RF due to aerosols is much
larger than direct RF due to aerosols. Our scaling parameters
represent the various aerosol cloud indirect effects that occur
in the atmosphere, which have a myriad of names such as the
first indirect effect, the second indirect effect, cloud albedo
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effect, the Twomey effect, the Albrecht effect and the cloud
lifetime effect (Fig. 2.10 and Sect. 2.4.1 of IPCC, 2007).
Aerosol cooling is dominated by sulfate particles and aerosol
heating is dominated by black carbon. Aerosol cloud interac-
tions that occur, for aerosols that cool, will be dominated by
the interactions of sulfate and clouds. Interactions that occur
for aerosols that heat will be dominated by effects related to
black carbon. While it is possible aerosol cloud interactions
may have changed over time, for example, due to a change in
the height of power plant smokestacks, movement of meteo-
rological fronts relative to point sources, or a change in the
ratio of sulfate to nitrate emissions that alters the chemical
composition of aerosols that cool, the simplest assumption
is that the effect of aerosols on clouds is constant over time.
The present state of knowledge regarding aerosol cloud inter-
actions is so uncertain that, as noted above, quantification of
uncertainty in NAA RF in this highly parameterised manner
constitutes an important step forward.

Figure 3 shows time series of total RF from aerosols
that cool, total RF from aerosols that heat, and the net af-
fect (NAA RFi) for specific values ofαCOOL and αHEAT.
We choose year 2005 as a benchmark for NAA RFi due to
the large number of tables and figures in IPCC (2007) that
quantify RF of anthropogenic aerosols between 1750 (when
NAA RFi was essentially zero) and 2005 (e.g., Figs. FAQ
2.1, 2.20 and 2.21 as well as Table 2.12 of IPCC, 2007). The
value of NAA RFi at the end of 2005, denoted NAA RF2005,
is marked on Fig. 3c. The value forαHEAT = 2.4 used
in Fig. 3b, which coincidentally is the same value used
for αCOOL, was chosen such that a value of−1.0 Wm−2

for NAA RF2005 is obtained (Fig. 3c). This matches the
IPCC (2007) central value for NAA RF2005 (Appendix C).

There is a final important detail regarding the scaling pa-
rametersαCOOL andαHEAT. There are infinitely many com-
binations ofαCOOL andαHEAT that yield the same value of
NAA RF2005, as shown in Fig. 4. The red line and black
solid lines on this figure denote isopleths of NAA RF2005.
The green dashed lines represent the empirical range for
NAA RF2005, which we have computed as−0.4 Wm−2 to
−2.2 Wm−2 based on Table 2.12 of IPCC (2007) (see Ap-
pendix C). The lines marked “High Road”, “Middle Road”,
and “Low Road” show three ways thatαCOOL andαHEAT can
be combined to arrive at the same values of NAA RF2005.
The region of Fig. 4 bounded by the two limits of the empir-
ical range as well as the High and Low Roads represents our
estimate of realistic limits forαCOOL andαHEAT.

The value for NAA RF2005 of −1.0 Wm−2 (red line,
Fig. 4) can result from many combinations ofαCOOL and
αHEAT. However, simulations of climate using Eq. (2) are
extremely insensitive to which combination ofαCOOL and
αHEAT is used to arrive at NAA RF2005. In the Supplement,
we show simulations for different time series of NAA RFi ,
all having NAA RF2005= −1.0 Wm−2, based on values of
αCOOL andαHEAT at the intersection of the red line and the
“High Road”, “Middle Road” and “Low Road” of Fig. 4.
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Fig. 5. (a) Area weighted, monthly mean SST in the North At-
lantic (equator to 60◦ N) based on HadSST3 data.(b) AMV index
(blue and red) found by detrending North Atlantic SST using area
weighted SST between 60◦ S and 60◦ N (gray curve).(c) AMV in-
dex (blue and red) found by calculated by detrending North Atlantic
SST using a linear regression (gray line).(d) AMV index (blue and
red) found by detrending North Atlantic SST using anthropogenic
RF of climate (gray line). The particular anthropogenic RF curve is
an MLR simulation constrained to match the CRU4 global temper-
ature record, NAA RF2005= −1.0 Wm−2 along the Middle Road,
and OHC from Church et al. (2011).

Simulations of1TMDL are nearly identical. This model be-
haviour occurs because the RF terms, for aerosols that both
cool and heat, are all tied to precursor emissions. Precur-
sor emissions of all aerosol types have generally risen over
time, driven by population growth, economic productivity,
and technology (e.g., Myhre et al., 2001; Stern, 2006b; Smith
et al., 2011). Values of SEMISS peaked in 1980 according to
Smith et al. (2011) (Fig. 2b), but the deviation of present day
emissions from the peak value is too small to discern whether
the “High Road”, “Middle Road” or “Low Road” analysis
provides a better simulation of climate.

The key factor for simulating1T from 1900 to present
is the value of NAA RF for the modern epoch (repre-
sented as NAA RF2005 on Fig. 4). When NAA RF2005 is
towards the upper limit of the empirical range (close to
−0.4 Wm−2), small values of the climate feedback param-
eter are found following minimisation of the Cost Function.
When NAA RF2005 is towards the lower limit of the empiri-
cal range (close to−2.2 Wm−2), larger values of the climate
feedback parameter result. Model parameters NAA RF2005
andλ cantilever in a similar manner within GCMs (Kiehl,
2007). In Sect. 4, we show this cantilevering has little effect
on our primary result: volcanic cooling term is much more
sensitive to whether the AMV index is included in the regres-
sion and how this index is detrended than it is to the value of
NAA RF2005.
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3.2.3 Atlantic multidecadal variability

The Atlantic Multidecadal Variability (AMV) index is a mea-
sure of the time evolution of SST in the North Atlantic
Ocean, generally between the equator and 60◦ N. Schlesinger
and Ramankutty (1994) first described the relation of the
modern climate record to the temporal variations of SST in
the North Atlantic (Fig. 5a, top panel). Analysis of output
from numerous oceanic GCMs shows that variations in the
strength of the Atlantic Meridional Overturning Circulation
(AMOC), also called the thermohaline circulation, are re-
flected by changes in North Atlantic SST (Knight et al., 2005;
Stouffer et al., 2006; Zhang et al., 2007; Medhaug and Fure-
vik, 2011; Srokosz et al., 2012). However, the temporal lag
and magnitude of the correlation coefficient between North
Atlantic SST and AMOC vary considerably between differ-
ent ocean GCMs, with some showing considerably stronger
relations than others (Medhaug and Furevik, 2011; Srokosz
et al., 2012). There is considerable debate regarding the phys-
ical processes that drive variations in the strength of the
AMOC, which is described in Sect. 4.3. Sutton and Hod-
son (2005) have shown that boreal summer climate in North
America and Europe is modulated by the variations in the
strength of the thermohaline circulation on multidecadal time
scales.

Most pertinent to our analysis is whether variations in the
strength of the AMOC exert an influence on global climate.
Artificially induced variations in the strength of the thermo-
haline circulation, within an ensemble of GCMs, have pri-
mary influence on the North Atlantic, but there is global
propagation of the signal (Stouffer et al., 2006). Dima and
Lohmann (2007) show empirical evidence for the influence
of variations in the strength of the AMOC in the North Pa-
cific as well as the Atlantic basin. Further evidence for the
influence of variations in the strength of the AMOC ex-
tending beyond the North Atlantic is provided by Semenov
et al. (2010), DelSole et. al. (2011), Wu et al. (2011), Chi-
ang and Friedman (2012), and Srokosz et al. (2012). Re-
cently, Zhou and Tung (2013) and Tung and Zhou (2013)
published MLR analyses of the global temperature record
using an AMV index similar to the work reported here. The
focus of both of these papers was improved quantification of
the amount of global warming that can be attributed to an-
thropogenic activity upon the consideration of an index for
variations in the strength of the AMOC. Neither paper dis-
cussed the effect of the AMOC on volcanic cooling.

There is also debate whether the strength of the AMOC
has changed monotonically over time, due perhaps to ris-
ing GHGs (e.g., Box 5.1 of IPCC, 2007; Willis, 2010). Here,
we exclusively use an AMV index that is detrended for the
time period of the regression. Our sole focus is quantification
of the impact of variability in the strength of the AMOC on
1TVOLCANO.

There are several groups that provide an index for North
Atlantic SST. These groups commonly use the abbreviation

AMO for this index. We use AMV because it is unimpor-
tant whether the SST signal repeats in a purely periodic man-
ner. The NOAA AMV is based on SST measurements in the
Atlantic from the equator to 70◦ N, detrended using a lin-
ear regression (Enfield et al., 2001). The Royal Netherlands
Meteorological Institute (KNMI) provides multiple AMV in-
dices: one based on Atlantic SST from the equator to 60◦ N
detrended using near global SST (60◦ S to 60◦ N) (Tren-
berth and Shea, 2006) and another based on Atlantic SST
from 25◦ N to 60◦ N detrended using a regression against
global temperature (van Oldenborgh et al., 2009). Guan and
Nigam (2009) compute an AMV based on principal compo-
nent analysis of the SST poleward of 20◦ N. Ting et al. (2009)
also report an AMV based on principal component analysis,
combined with a low pass filter, using output from six ocean
GCMs.

We have examined the impact of these AMV indices in
our model framework. The most important detail is how each
index is detrended. Below, results are presented using three
methods for detrending the AMV, performed internally based
on SST data from two data centres.

The SST records are from the Hadley Centre (HadSST3)
and NOAA (Kaplan Extended SST V2, hereafterKa-
planSST2). In the main paper, we show results using
HadSST3. In the Supplement, we show that our overall con-
clusions are unaffected if KaplanSST2 is used.

Figure 5 shows various representations of the AMV in-
dex from HadSST3. The top panel shows area weighted SST
in the Atlantic (equator to 60◦ N). The bottom three panels
show different representations of the AMV, based on how
the index has been detrended. Figure 5b shows use of near
global SST (60◦ S to 60◦ N), as suggested by Trenberth and
Shea (2006). This results in an AMV index with less inter-
annual variability (in an absolute sense) than the other de-
trending methods and, most importantly, a larger value in the
1900 to 1930 time period. Figure 5c shows use of a linear
regression, as described by Enfield et al. (2001). We believe
both of these methods for detrending can be critiqued. If the
expression of changes in the strength of the AMOC truly
extends beyond the North Atlantic, as suggested by Dima
and Lohmann (2007), Zhang and Delworth (2007), Zhang
et al. (2007) and Srokosz et al. (2012), then use of near-global
SST to detrend the AMV index removes some of the phys-
ical signal. As noted by Trenberth and Shea (2006) as well
as Ting et al. (2009), use of a linear regression to detrend the
AMV index could result in the aliasing of a global warming
signal into the resulting index. The intent of the AMV index
is to arrive at a proxy for the internal variability of a compo-
nent of the climate system independent of anthropogenic RF,
which is known to have varied in a nonlinear manner over
time.

Figure 5d shows a method for detrending the AMV in-
dex that uses the anthropogenic radiative forcing (AF) of cli-
mate. We import, to the model, the record of North Atlantic
SST shown in Fig. 5a. For each iteration of the model, prior
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to computation of regression coefficients, North Atlantic
SST is used to form a detrended AMV index by regression
against(1+γ )(GHG RFi+NAA RFi). Figure 5d shows con-
verged results for GHG RF from RCP 8.5, NAA RF2005=

−1.0 Wm−2 andλ = 1.22 W m−2 ◦C−1 (i.e., model results
shown in Fig. 6d). An AMV index computed in this man-
ner accounts for the fact that growth in background SST over
time was nonlinear, which provides a more realistic means to
infer variations in the strength AMOC from North Atlantic
SST than detrending using a linear fit.

3.2.4 Ocean heat export

As atmospheric levels of GHGs rise, the associated RF per-
turbation leads to an increase in the temperature of the at-
mosphere as well as the world’s oceans (e.g., Raper et al.,
2002; Church et al., 2011; Schwartz, 2012). There has been
a concerted effort within the oceanographic community to
define the heat content of the upper 700 m of the global ocean
(Ocean Heat Content, orOHC) from 1950 onwards, based on
a variety of oceanic temperature measurements and data as-
similation products (e.g., Carton and Santorelli, 2008). The
ocean also responds to the GHG-induced RF perturbation at
a depth below 700 m. We simulate rise in OHC below 700 m
using a scaling parameter, described below.

We have based our analysis on the OHC record of Church
et al. (2011). Their data span the 1950 to 2009 time pe-
riod (bottom panel, Fig. 6a). We have conducted a linear
least squares fit of their data to determine that OHC rose
by 21.3× 1022 J from 1950 to 2009. To represent this rise
in ocean heat within our model, we first convert OHC to
heat flux (power), termed Ocean Heat Export (OHE), which
represents the flow of energy from the atmosphere to the
ocean. Using the surface area of the ocean considered in
the measurement (3.3× 1014 m2) and the time interval of
the data record (59 yr or 1.86× 109 s), the OHE has aver-
aged 0.347± 0.0221 Wm−2 over the observational period.
Schwartz (2012) examined the time constant for the upper
700 m of the ocean to respond to an atmospheric RF pertur-
bation within 5 GCMs and reported a median value of 6.3 yr,
which we round to 6 yr.

We have designed our model to match observed OHE over
the 59 yr period of observation, taking into consideration this
6 yr time lag. We make no attempt to model the ups and
downs in the observational record, because the uncertain-
ties in the reconstruction of OHC are the same magnitude
as the fluctuations. Furthermore, these fluctuations are often
not coherent in time for various OHC estimates (Carton and
Santorelli, 2008). We assume a fixed fraction of the anthro-
pogenic radiative forcing of climate (AF) at the tropopause
can either flow into the ocean or can remain in the atmo-
sphere, where it heats the land surface and ocean skin. If
the transfer of heat from the atmosphere to ocean is propor-
tional to thermal gradients between these components of the
climate system and if1T is linearly proportional to AF as

commonly assumed in models of this nature (see for instance
Eq. (3) of Raper et al., 2002), then the approach below pro-
vides an accurate representation of the physical process that
drives OHE.

The export of heat from the atmosphere to the ocean in
Eq. (2) is given by:

QOCEAN i = �(1+ γ ){GHG RFi−72+ NAA RFi−72} (4)

and

� =
OHE ×

1
0.7

〈(1+ γ ){GHG RF+ NAA RF}〉Time Init to Time Final
(5)

Equations (4) and (5) represent the export, to the oceans, of
a fixed fraction of the anthropogenic RF of climate. The in-
dex i − 72 in Eq. (4) represents the 6 yr (72 month) lag be-
tween an atmospheric RF perturbation and heat export to the
upper ocean (Schwartz, 2012). The term OHE in Eq. (5) rep-
resents the rise in OHC over the period of observation in the
upper 700 metres of the world’s oceans, which accounts for
70% of the rise in OHC for the entire ocean (Sect. 5.2.2.1
of IPCC, 2007; see also Gregory, 2000 and Levitus et al.,
2005). The increase in OHC for ocean depths below 700 is
accounted for by multiplying OHE by 1/0.7 in the numera-
tor of Eq. (5). For the Church et al. (2011) measurement of
OHC, Eq. (5) becomes:

� =
0.347 W m−2

×
1

0.7

〈(1+ γ ){GHGRF+ NAA RF}〉1944 to 2003
(6)

The notation〈 〉1944 to 2003denotes the mean value of the term
enclosed within brackets over the 1944 to 2003 time period.
Years 1944 to 2003 are used for the average of anthropogenic
RF in the denominator of the expression because of the 6 yr
delay between atmospheric perturbation and upper ocean re-
sponse: OHC was measured by Church et al. (2011) from
1950 to 2009. For each iteration of the model involved with
minimisation of the Cost Function, asλ adjusts to prescribed
NAA RF, � is updated.

The red curve on the bottom panel of Fig. 6a compares
the integral over time of the modelled value of QOCEAN with
the Church et al. (2011) estimate of OHC. Clearly the mea-
surement of OHC is matched, on average. The representation
of heat flow into the ocean as a fixed fraction of the anthro-
pogenic RF perturbation allows us to simulate QOCEAN from
1900 to present in a physically consistent manner. Figure 6a
shows results for a simulation that excludes the AMV, PDO
and IOD indices. When these terms are included in the re-
gression, modelled OHC is indistinguishable from the red
line on the bottom panel of Fig. 6a. For the converged model
results shown in Fig. 6, 30 % of the anthropogenic RF per-
turbation has gone into the world’s oceans (i.e.,� = 0.30).

Gouretski and Reseghetti (2010) provide a different esti-
mate for OHC, spanning the 1993 to 2008 time period, which
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a b

c d

Fig. 6.Ladder plots showing the MLR simulation of the global temperature anomaly from CRU4. The top rung of each of the four ladder plots
compares measured (black) and modelled (red)1T , from the start of 1900 to the end of 2010. Values ofχ2 are given and 1-sigma uncertainty
of 1T , available for every month, is shown periodically (blue error bars). The other rungs show contributions to1T from volcanoes (based
on SOD), solar (based on TSI), humans (sum of GHG RF and NAA RF terms in Eq. (2)), and the various ocean terms (see text). Values of
the regression coefficients are given; for the volcanic coefficient, the statistical uncertainty from the regression is also presented. Specified
values of NAA RF2005 and output values of the sensitivity parameter are given in the rung labelled Human.(a) (Top) Results of MLR for
a simulation where the regression coefficients for AMV, PDO and IOD have been set to zero. (Bottom) Modelled and measured ocean heat
content of the upper 700 m of the world’s oceans. Data are from Church et al. (2011) except 9.5×1022 J has been added to the measurements
at all times so that the mean value of OHC of our model matches the mean measured value of OHC for the time period of observation
(measurement is an anomaly so this type of adjustment is valid). The red line is the modelled value of 0.7× QOCEAN× 3.3×1014m2

×1t ,
where1t is the time evolved since the start of 1900.(b) Same as top part of(a) but also including rungs showing contribution to the
regression from variations in SST within the Atlantic (based on AMVHad3 SST), Pacific (PDO) and Indian (IOD) Oceans.(c) Same as(b)
but for AMVHad3 LIN. (d) Same as(b) but for AMVHad3 AF.
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is much larger than the estimate of Church et al. (2011).
The value of OHC from Gouretski and Reseghetti (2010) im-
plies 50 % of the anthropogenic RF perturbation has flowed
into the oceans. Use of the Gouretski and Reseghetti (2010)
value of OHC has no bearing on the results of this paper;
λ adjusts to match1T and all of our conclusions involv-
ing 1TVOLCANO are insensitive to OHC. On the other hand,
future temperature is sensitive toλ, especially if RF due to
aerosols declines as expected. The sensitivity of equilibrium
climate sensitivity to OHC is quantified in our companion
paper (Mascioli et al., 2012).

4 Results

4.1 Global surface temperature

Figure 6 compares the monthly, global temperature anomaly
(1T ) reported by CRU4, from 1900 to the end of 2011, with
the modelled value of1T (top panel of each “ladder plot”).
Figure 6a shows a regression that includes indices for volca-
noes, TSI, humans (GHG RF and NAA RF) and ENSO. The
various rungs of the ladder show the product of the regres-
sion coefficient and each index. The red line in the top rung
of Fig. 6a is the sum of the four lines shown below, plus the
constant term (not shown). The∼1◦C rise in temperature
over the 111 yr period is attributed to anthropogenic radia-
tive forcing of climate (“Human” panel, Fig. 6a). All of the
simulations shown in Fig. 6 use GHG RF from RCP 8.5 as
well as the time series for NAA RF shown in Fig. 3c: i.e.,
NAA RF2005= −1.0 Wm−2 found using values ofαCOOL
andαHEAT along the Middle Road of Fig. 4. High frequency
variations superimposed on the long-term record are primar-
ily attributed to ENSO. Volcanoes account for short-term de-
creases in1T , with Pinatubo associated with a 0.31◦C drop
in global mean surface temperature. Variations in total solar
irradiance lead to an 11 yr cycle in1T : note the y-axis for
the solar rung of Fig. 6a has a different scale than the other
rungs, to accentuate the solar cycle.

The cooling attributed to Pinatubo shown in Fig. 6a is
quite similar to results of Lean and Rind (2008). They re-
ported a maximum∼0.3◦C cooling due to Pinatubo based on
a MLR analysis of an earlier version of the CRU global sur-
face temperature record. Thompson et al. (2009) (thermody-
namic model of1T from 1900 to 2009) as well as Foster and
Rahmstorf (2011) (MLR analysis of1T from 1979 to 2010)
both conclude that Pinatubo led to a∼0.3◦C reduction in
global temperature. All three of these studies focused on the
removal of volcanic cooling from the1T record so that the
human influence could be better quantified. None of these pa-
pers drew attention to the difference between their computed
value of1TPINATUBO and the 0.5◦C reduction of global sur-
face temperature attributed to Pinatubo by Crutzen (2006),
IPCC (2007), and several other studies.

Figure 6b, c and d show comparisons similar to Fig. 6a,
except the AMV, PDO and IOD indices have been added
to the regression. The comparison of measured and mod-
elled OHC, as noted above, is only shown once because
this plot is nearly identical for all simulations. Figure 6b
considers the AMV from HadSST3 (abbreviated Had3) de-
trended using near-global SST (AMVHad3 SST). Figure 6c
shows results for Had3 AMV detrended using a linear re-
gression (AMVHad3 LIN) and Fig. 6d shows Had3 AMV
detrended using anthropogenic radiative forcing of climate
(AMV Had3 AF). The effect of the Pacific Decadal Oscillation
and Indian Ocean Dipole on global climate is minimal. These
proxies are not discussed further even though for complete-
ness we continue to use the PDO and IOD in other regres-
sions.

The panels labelled Atlantic in Fig. 6 suggest, depending
on how the AMV is detrended, variations in the strength of
the AMOC may have an impact on global climate compara-
ble in magnitude to ENSO. There is steady improvement in
the ability to simulate global surface1T reported by CRU4
as the AMV index is added to the model (Fig. 6b versus
Fig. 6a), then as the method for detrending the AMV index is
changed from SST to LIN (Fig. 6c versus Fig. 6b), and from
LIN to AF (Fig. 6d versus Fig. 6c). The top panel of each lad-
der plot includes the numerical value of reduced chi-squared,
defined as:

χ2
=

1

(NYEARS− NFITTING PARAMETERS− 1)
×

NYEARS∑
j=1

1

σ 2
OBS j

(1T OBS j − 1T MDL j )
2 (7)

whereNFITTING PARAMETERS equals 5 for Fig. 6a (4 regres-
sion coefficients plusγ ) and equals 8 for Fig. 6b, c and d (3
additional regression coefficients).1T OBS j and1T MDL j

represent observed and modeled annual mean global tem-
perature anomalies (average of the twelve monthly values
for each year), andσOBS j is the uncertainty of the annual
global mean temperature either provided for annual temper-
ature (i.e., CRU4) or as the annual average of monthly un-
certainties. The formulation ofχ2 is based on annual tem-
perature anomalies, rather than monthly anomalies, because
the monthly observed temperature anomaly displays an au-
tocorrelation that differs significantly from that of modeled
temperature whereas the CRU4 annual temperature anomaly
displays an autocorrelation that closely resembles modeled
temperature (see Supplement). Physically, a value ofχ2

≤ 2
indicates that the model agrees with the observations, within
the measured uncertainty. All four simulations meet this cri-
terion. The drop in the value ofχ2, from Fig. 6a to d, quan-
tifies the steady improvement in the ability to simulate1T

as the AMV index is first considered, then as the method for
detrending this index is varied. The increase in the amplitude
of the green lines in the Atlantic rung, from Fig. 6b to d,
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demonstrates that increased importance of the AMV index is
responsible for the steady decline inχ2.

Figure 1 of Lean and Rind (2008) includes notation for
the pre-World War I (WWI) and World War II (WWII) time
periods, during which global climate has been traditionally
difficult to simulate. The AMVHad3 AF model (Fig. 6d) is
able to simulate pre-WWI and WWII particularly well, due
in part to changes in the SST record during these periods
of time compared to the CRU3 record (Thompson et al.,
2008), but mainly because of significant cooling during pre-
WWI and large heating during WWII attributed to varia-
tions in the strength of the AMOC within this regression.
The AMVHad3 AFregression simulates pre-WWI cooling and
WWII warming of the CRU4 land temperature anomaly par-
ticularly well (Fig. 7d), supporting the possibility that varia-
tions in the strength of the AMOC have truly exerted influ-
ence on global climate and also that the AMVHad3 AF index
is a valid proxy for variations in the strength of the AMOC.
The AMVHad3 LIN and AMVHad3 AF simulations yield larger
values of C4 than the AMVHad3 SSTregression. Larger values
are found because for the 1900 to 1930 portion of the record,
the AMV index is deemed to be strongly negative when de-
trended using either LIN or AF (Fig. 5).

As the influence of the variations in the strength of the
AMOC on global climate becomes more prominent, the vol-
canic regression coefficient declines (volcanic rungs, Fig. 6).
The maximum cooling attributed to Pinatubo is 0.31◦C with-
out consideration of the AMV index. Pinatubo cooling drops
to 0.14◦C for both the AMVHad3 LIN and AMVHad3 AFsimu-
lations (numerical values given in Table 1). Global1T after
the eruption of Pinatubo is simulated just as well in Fig. 6c
and d as in Fig. 6a: in Fig. 6c and d, the model attributes
a portion of the observed decline in temperature to variations
in the strength of the AMOC rather than to SOD.

Further support for the validity of the use of the AMV in-
dex, as a proxy for the effect of variations in the strength
of the AMOC on climate, are provided by an analysis that
examines the CRU4 temperature record in each hemisphere
(see the Supplement). When the CRU4 record for each hemi-
sphere is examined, the numerical value of C4 (AMV co-
efficient) is much larger for the Northern Hemisphere (NH)
than the Southern Hemisphere (SH). Srokosz et al. (2012)
state that “a weakened AMOC is typically accompanied by
a slight warming of the Southern Hemisphere, though details
differ between models”. In our case, the value of C4 is posi-
tive for each hemisphere. However, the contribution of varia-
tions in the strength of the AMOC to hemispheric1T , as re-
flected by time series of C4 ×(AMV index), is much stronger
for the NH than the SH. Further discussion is given in the
Supplement.

A factor of 2 reduction in the cooling attributed to
Pinatubo, upon consideration of the AMV index, challenges
conventional wisdom. Many prior studies have accounted for
ENSO-related influence on temperature for quantification of
volcanic cooling. None have considered an AMOC-related

Table 1.Maximum cooling due to Mt. Pinatubo for all model sim-
ulations.

SOD GISS 1TPINATUBO

Surface NO AMV Had3 SST Had3 LIN Had3 AF
Temperature
Record

CRU4, global −0.31 −0.26 −0.14 −0.14
GISS, global −0.37 −0.33 −0.23 −0.22
NCDC, global −0.27 −0.23 −0.15 −0.14
CRU4, land −0.51 −0.41 −0.28 −0.32
GISS, land −0.37 −0.34 −0.27 −0.28
NCDC, land −0.46 −0.37 −0.24 −0.25
BEG, land −0.57 −0.41 −0.26 −0.30

Lower Atmos.
Temperature
Record

MSU, global −0.50 −0.45 −0.38 −0.35
MSU, land −0.61 −0.53 −0.45 −0.45

influence, which could potentially be comparable in magni-
tude to the ENSO influence (e.g., panels labelled El Niño
and Atlantic in Fig. 6). Potential criticisms of the analysis
presented in Fig. 6 are: (1) the model is based on indices that
describe forcing of the climate system, rather than the ther-
modynamic response; (2) if major volcanic eruptions induce
a drop in North Atlantic SST, then the AMV index may be
responding to both volcanic forcing as well as variations in
the strength of the AMOC; if so then a portion of the cli-
mate forcing we have attributed to the AMOC may indeed
be due to volcanic eruptions; (3) the robustness of the co-
efficients resulting from a multiple regression, especially if
the regressor variables are not orthogonal (i.e., exhibit a non-
zero correlation coefficient). These criticisms are addressed
in Sects. 4.1.1, 4.1.2, and 4.1.3.

Finally, Fig. 6 demonstrates the steady rise in1T over the
course of the 111 yr record is due to the increase in RF of
climate from the combination of GHGs and anthropogenic
aerosols. The near monotonic rise of1T over the past four
decades in the panels labelled “Human” in Fig. 6 is quite
similar in magnitude to observed1T . We find a slight varia-
tion in the rise of1T attributable to human activity over the
past 32 yr when the AMV index is considered: The slopes
of the orange lines in the Human rung are 0.118± 0.0011,
0.114± 0.0011, 0.110± 0.0011, and 0.122± 0.0012 (units
of ◦C per decade) for panels a, b, c, and d, respectively, for
1979 to 2010 (the same time interval used by Zhou and Tung,
2013). The variation of the slopes is much smaller than the
factor of 2 reduction in the component of global warming
attributed to human activity during the past 32 yr reported
by Zhou and Tung (2013) and Tung and Zhou (2013) upon
consideration of an index for variations in the strength of
the AMOC. Our values for the human component of global
warming are nearly identical to those found by DelSole
et al. (2011) for 1977 to 2008. As shown in the Supplement,
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a b

c d

Fig. 7. (a)Same as Fig. 6a, except indices for ENSO and SOD have been replaced by values for the response of global temperature to ENSO
and volcanic eruptions found by the thermodynamic model of Thompson et al. (2009), with no temporal delay.(b) Same as Fig. 6d, except
the response of global temperature to ENSO and volcanic eruptions found by Thompson et al.(2009) are used.(c) Same as(b), except the
AMV index has been filtered to remove all components with frequencies higher than 1/9 yr−1. (d) Same as(b), except the AMV index has
been filtered to remove all components with frequencies higher than 1/73 yr−1.

regressions that account for the effect of variations in the
strength of the AMOC on climate give a remarkably accu-
rate description of1T from 1900 to present for NAA RF2005
ranging from−1.6 Wm−2 to −0.4 Wm−2, provided the cli-

mate feedback parameter (λ) is allowed to adjust such that
the cost function is minimised.
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4.1.1 Thermodynamic model

We have repeated the analysis shown in Fig. 6d usingTENSO
andTVOLCANO from Thompson et al. (2009) rather than the
MEI index for ENSO and the time series for SOD in Eq. (2).
Thompson et al. (2009) used a simple thermodynamic model
of the global atmospheric response to anomalous heating due
to ENSO and volcanic eruptions. TheTENSO andTVOLCANO
terms represent the response to these forcings. The response
tends to be broader than the forcing and offset in time, due to
the heat capacity of the atmosphere and ocean. WhenTENSO
andTVOLCANO are used in Eq. (2), no additional delay is as-
sumed within the MLR model, since delay is inherent in the
calculation of these response functions.

Figure 7a is identical to Fig. 6a, except for the use of
TENSO andTVOLCANO. For Fig. 7, the C1 (volcanic) and C3
(ENSO) coefficients are dimensionless because the regressor
variables,TENSO andTVOLCANO, have units of◦C. The max-
imum absolute value ofTVOLCANO after the Pinatubo erup-
tion from Thompson et al. (2009) is 0.32◦C. Using their re-
sponse functions in MLR framework leads to1TPINATUBO of
0.28◦C (0.879× 0.32◦C). Our value for1TPINATUBO differs
slightly from that of Thompson et al. because we have han-
dled radiative forcing due to aerosols in a different manner
and we have included ocean heat export. Our value of 0.28◦C
and Thompson’s value of 0.32◦C for 1TPINATUBO both sug-
gest Crutzen (2006) and IPCC (2007) have over-estimated
the amount of global cooling induced by this eruption, even
without consideration of possible effects of the AMOC.

Figure 7b is identical to Fig. 6d, except for the use of
TENSO andTVOLCANO. We find a value for1TPINATUBO of
0.11◦C using the thermodynamic approach and the AMV
index, which is close to the value of 0.14◦C found using in-
dices for ENSO and SOD within the MLR model. Values for
C4, the AMV regression coefficient, are similar. These com-
parisons demonstrate that our conclusions are robust and do
not result from an artifact due to the use of indices (forcing
terms) rather than response functions in our model frame-
work.

4.1.2 Fourier analysis

In this analysis, there is a risk of double counting the vol-
canic signal; i.e., the improper attribution of volcanic cool-
ing because a major eruption can potentially drive a decline
in North Atlantic SST that could be reflected in the AMV in-
dex. We have repeated the calculations shown in Fig. 7, using
Fourier analysis to remove the high frequency component of
the AMV index, to address this concern. The power spec-
trum of the AMV index is shown in the Supplement. There is
a broad peak at periods of 60 to 90 yr per cycle, which may or
may not be indicative of purely periodic behaviour. There are
numerous other, smaller peaks; the minor peak with highest
frequency is at 1/9 yr−1.

We have constructed the low frequency component of the
AMV index by filtering the Fourier transform of the index,
removing the high frequency component, then computing
an inverse transform. Presumably any volcanic influence on
North Atlantic SST would be realised soon after each major
eruption, certainly within the first 8 yr. Therefore, any vol-
canic contribution to the AMV index should be removed by
application of a filter that restricts frequencies higher than
1/9 yr−1.

Figure 7c and d show results of a regression using two
filtered reconstructions of the AMV index. For the fil-
tered reconstruction based on removal of frequencies higher
than 1/9 yr−1, a value for1TPINATUBO of 0.09◦C is found
(Fig. 7c). A frequency cut off of 1/73 yr−1 results in
1TPINATUBO of 0.16◦C. The resulting AMV index in this
case is nearly identical to the multidecadal variability (MDV)
of climate attributed to changes in the strength of the AMOC
by Wu et al. (2011). If indices for ENSO and SOD are used
in the model, rather thanTENSO and TVOLCANO, values of
0.12 and 0.18◦C are found for1TPINATUBO for the 1/9 yr−1

and 1/73 yr−1 filters, respectively (supplemental material).
We have also conducted regressions for which the AMV in-
dex is held constant, at the value observed prior to each of
the four major volcanic eruptions, for the duration of el-
evatedTVOLCANO (thermodynamic approach) or enhanced
SOD (index approach). In this case,1TPINATUBO of 0.19◦C
and 0.22◦C are found. All of these values for1TPINATUBO
are smaller than found when the AMV index is neglected
in the regression. These calculations demonstrate that the
diminution of 1TVOLCANO upon introduction of the AMV
index is driven by the low frequency, high amplitude com-
ponent of North Atlantic SST and is not the result of double
counting.

4.1.3 Conditional regression

We use conditional regression analysis to quantify the pos-
sibility of a misleading result being caused by co-linearity
of the regression variables (Denters and van Puijenbroeck,
1989). Using MLR, values of C1 to C6 in Eq. (2) are found in
a single computational step. Significant correlation between
regressor variables can potentially lead to misattribution of
the cause of a variation in the signal,1TMDL i in Eq. (2).

Conditional regression provides a means to assess whether
the results of an MLR analysis have been compromised due
to co-linearity. In this case, the value of one particular regres-
sion coefficient is first determined using linear regression.
The product of the regression coefficient (i.e., C1) and the
regressor variable (i.e., SOD) is formed; then, this product is
subtracted from the original signal, resulting in the first resid-
ual. The next regression coefficient is found, based on a linear
regression of the first residual. The process is repeated until
all regression coefficients have been determined.

Results from the conditional regression analysis illustrated
in Fig. 8 are based on the use of indices for ENSO and SOD
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within the MLR model. Similar results are found for the
thermodynamic approach (not shown). We have introduced
one simplification: only four regression coefficients, C1 to
C4 (i.e., indices for SOD, TSI, ENSO and AMV) are used.
There are 24 possible combinations of the order of these four
coefficients. All calculations in Fig. 8 are based on AMV de-
trended using anthropogenic RF (i.e., analogs of Fig. 6d).

Figure 8 shows results of the conditional regression anal-
ysis. The figure displays values of C4 (AMV coefficient) and
1TPINATUBO for the 24 conditional regressions (gray points).
The figure also shows C4 and1TPINATUBO from the MLR
simulation (black points). Error bars represent 95 % confi-
dence intervals, found based on the approach described in
von Storch and Zwiers (2002).

The mean values of C4 and1TPINATUBO from the 24 con-
ditional regressions (red horizontal bars; error bars show 2σ

standard deviation) are close to the values of these quanti-
ties found using MLR. When C1 is the first regression co-
efficient found,1TPINATUBO equals 0.22◦C (first six gray
points). The largest values of1TPINATUBO are found when
C3 (ENSO) is the first regressor index and C1 (SOD) is com-
puted prior to C4 (AMV). When C4 is the first computed co-
efficient, values of1TPINATUBO always fall below 0.14◦C.
Proper interpretation of Fig. 8 is that, upon consideration
of the possible co-linearity of regressor variables, the true
value of1TPINATUBO lies between 0.05◦C and 0.3◦C, with
a most likely value of either 0.14◦C (MLR) or 0.18◦C (mean
of conditional regressions). These values of1TPINATUBO
are all much less than the 0.5◦C global cooling given by
Crutzen (2006) and IPCC (2007).

4.2 Land surface temperature

Since1T over land is completely independent of SST, the
determination of a value for C4 that is significantly larger
than zero provides further observational evidence that the
variations in the strength of the AMOC do indeed exert an ef-
fect on global climate. Figure 9 is identical to Fig. 6, except
Fig. 9 is based on analysis of the global land surface tem-
perature anomaly (1TLAND ) from CRU4. Greater volcanic
cooling over land is readily apparent. Large, high frequency
variations in1TLAND are also apparent, resulting in higher
values ofχ2 compared to the simulation of global tempera-
ture. There is a steady improvement in the ability to simulate
1TLAND as the AMV is first added to the model (Fig. 9b ver-
sus Fig. 9a), then as the method used to detrend the AMV is
changed from SST to either LIN (Fig. 9c) or AF (Fig. 9d).
A maximum cooling of 0.51◦C over land is associated with
Pinatubo when the AMV index is neglected in the regres-
sion, consistent with the commonly quoted value for global
cooling (ocean and land) following Pinatubo.

The computed cooling due to Pinatubo falls to 0.28◦C and
0.32◦C, respectively, when AMVHad3 LIN or AMVHad3 AF
are used in the regression. As apparent in the top panels of
Fig. 9c and d, modelled1TLAND drops by∼0.5◦C at the

a b

Fig. 8. Values of the AMV index regression coefficient (C4
in Eq. (2)) (a) and maximum cooling due to the eruption of
Mt. Pinatubo (absolute value of C1 × 0.15)(b) calculated using the
MLR model (large black circles) and from a series of conditional
regressions (small gray circles; see text). Black and gray error bars
denote the 95 % confidence intervals (von Storch and Zwiers, 2002).
The red horizontal bar denotes the mean of the 24 conditional re-
gressions, and the red error bar denotes the 2σ standard deviation
about the mean. For each panel, the first six conditional regression
points represent calculations for which C1 was first computed. The
second sextet show results for which C4 was first computed. For
the third sextet, C3 was first computed and for the last, C2 was first
computed.

time of peak SOD following the eruption of Pinatubo. How-
ever, when either AMVHad3 LIN or AMVHad3 AF is used in
the regression, a significant portion of this observed cooling
is attributed to the AMOC and not Pinatubo. The CRU4 cli-
mate record indicates a perturbation to1TLAND similar to
that reported by Hansen et al. (1993) and Lacis and Mis-
chenko (1995): our interpretation of the cause of a portion
of this cooling is all that differs.

A literal interpretation of theχ2 values given in the top
panels of Fig. 9 could lead one to conclude that only the sim-
ulations shown in panels Fig. 9c and d represent a model con-
sistent with observations, to within the uncertainty of mea-
surement. We are not suggesting such a literal interpretation
because values ofχ2 are affected by the high frequency noise
of the data record, as well perhaps the invariably subjective
nature of specification of measurement uncertainty (i.e., our
analysis of the BEG land temperature record never achieves
anywhere close toχ2

= 2 because of the vanishingly small
uncertainties associated with this data record; see Table 2).
For the CRU4 land record, when the AMV index is neglected
(Fig. 9a),1TOBS exhibits a sharper increase since the mid-
1990s than represented in the model. Simulations that in-
clude the AMV index are able to represent1TOBS since
the mid-1990s better than the simple model, suggesting that
a change in the strength of the AMOC may indeed be re-
sponsible for part of the recent temperature rise. And, sim-
ilar to the simulation of global1T , variations of1TLAND
at the time of pre-WWI and WWII are better represented
when the AMV index is included in the regression. Regres-
sion of1TLAND also results in consistently larger values ofλ
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Fig. 9.Same as Fig. 6, but for MLR simulation of the land temperature anomaly from CRU4.

compared to the simulation of global1T , indicative of more
rapid warming over land than ocean.

4.3 Cause and effect

The reduction of1TPINATUBO upon consideration of the
AMV index begs the question regarding cause and effect
of the variations in the strength of the AMOC. Kuhlbrodt
et al. (2007) and Srokosz et al. (2012) have written detailed

overviews of the AMOC. There are two distinctly different
theories regarding AMOC variability: the ocean salinity/sea
ice theory and the atmospheric aerosol/volcano theory.

Dima and Lohmann (2007) suggest variations in the
strength of the AMOC are caused by the export of sea ice
through the Fram Strait, driven by atmosphere-ocean pat-
terns of sea level pressure throughout the Arctic. Tempo-
ral variations in sea ice export affect salinity and hence
the rate of deep water formation. The freshening of the
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Table 2. Values of reduced chi-squared (Eq. 7) calculated for all
model simulations.

SOD GISS χ2

Temperature NO AMV Had3 SST Had3 LIN Had3 AF
Record

CRU4, global 2.42 2.11 1.58 1.16
GISS, global 6.60 5.99 4.94 3.92
NCDC, global 6.59 5.88 4.88 3.92
CRU4, land 2.82 2.13 1.70 1.61
GISS, land 12.15 11.51 10.33 9.43
NCDC, land 2.16 1.74 1.50 1.43
BEG, land 41.50 27.95 27.20 25.87

Lower Atmos.
Temperature
Record

MSU, global 6.62 6.36 5.49 4.94
MSU, land 12.0 8.81 7.90 7.57

North Atlantic due to larger flux of sea ice inhibits deep
water formation, causing a cooling (negative AMV index).
The reconstruction of Fram Strait sea ice export published
by Schmith and Hansen (2003) exhibits temporal variations
quite similar to North Atlantic SST (our AMV index). This
conceptual picture is supported by the 230 yr long sortable
silt grain size record of Boessenkool et al. (2007), invoked
as a proxy for the strength of the Iceland-Scotland over-
flow, that also mirrors our AMV index. Zhang et al. (2007)
have suggested the AMOC drives multidecadal variability
of temperature throughout the Northern Hemisphere. Del-
worth and Zeng (2012) present results of a 4000 yr GCM
simulation that exhibits internal variability of the AMOC,
due to propagation of salinity anomalies, that lead to 0.1
to 0.3◦C hemispheric-scale temperature anomalies (i.e., the
same magnitude as the green curves in Figs. 6c, d and 9c, d).
Meehl et al. (2011) recently presented a five-member ensem-
ble GCM simulation of future climate that shows∼0.5◦C
variations in global temperature they identify as being due
internally generated, decadal timescale variability in OHC.
The decadal time scale variability for future global tempera-
ture shown in Fig. 1a of Meehl et al. (2011) looks remarkably
similar to the decadal time scale variability shown in the At-
lantic rungs of our Figs. 6c, d and 9c, d.

On the other hand, a number of recent studies have fo-
cused on AMOC variability driven by tropospheric aerosols
and volcanoes. Church et al. (2005) suggested the eruption of
Pinatubo resulted in rapid reductions in both OHC and global
mean sea level. Stenchikov et al. (2009) present a GCM sim-
ulation that showed volcanic cooling could strengthen the
AMOC. Zanchettin et al. (2012) suggested the strengthen-
ing of the AMOC would maximise about 10 yr after a major
volcanic eruption. Murphy et al. (2009) point to a relation be-
tween enhanced volcanic aerosol and a brief cessation of flow
of energy into the ocean, based on an 8 yr linear fit smooth-

ing of the derivative, with respect to time, of OHC reported
by Domingues et al. (2008). Booth et al. (2012) implicate an
optical depth anomaly driven by temporal variation of tro-
pospheric aerosols (pollution) and stratospheric sulfate (vol-
canoes) as a primary driver of SST variability in the North
Atlantic.

Linkages between volcanic eruptions, AMOC and OHC
are not well established. Iwi et al. (2012) do not find strong
evidence for an effect of Pinatubo on the strength of the
AMOC and Carton and Santorelli (2008) state that their anal-
ysis of OHC does not reflect an impact from the eruption
of Pinatubo. As shown in the Supplement, the derivative of
OHC from Church et al. (2011), an update to the record of
Domingues et al. (2008), bears no relation to SOD (hence,
the conclusion of Murphy et al. (2009) seems highly depen-
dent on which OHC record is used, and possibly how the
data are smoothed). There is extensive literature on this sub-
ject, nearly entirely focused on the debate of whether or not
major volcanic eruptions affect OHC and the strength of the
AMOC. Our study seems to be the first to suggest that vari-
ations in the strength of the AMOC may have compromised
prior estimates of volcanic cooling.

Figure 10 examines time series of SOD and the
AMV Had3 AF in an attempt to probe cause and effect. Data
obtained after perturbations to SOD from the four major
eruptions since 1900, Santa Marı́a, Agung, El Chich́on and
Pinatubo, are indicated using specific colours. Figure 10
shows that the AMV index was in a negative phase (i.e.,
North Atlantic SST tended to be lower than average) at the
time SOD was perturbed by the eruptions of Santa Marı́a, El
Chich́on, and Pinatubo. The AMVHad3 AF was neutral at the
time of the Agung eruption. As shown in the Supplement,
this plot looks similar for AMVHad3 SSTand AMVHad3 LIN,
except the AMV index is much closer to neutral after the
eruption of Santa Marı́a when detrended using global SST.

The middle panel of Fig. 10c shows a scatter plot of SOD
versus AMVHad3 AF. This is purely a combination of the
SOD record as reported by Sato et al. (1993) and the AMV
index deduced from HadSST3. Following the eruptions of
Santa Maŕıa, Agung, El Chich́on, and Pinatubo, there were
176 months when SOD exceeded 0.01, which we consider
to be the volcanic threshold based on visual inspection of
the SOD record. For 137 of these months, AMVHad3 AF was
negative. The left panel of Fig. 10c shows a similar scatter
plot, except here the SOD signal has been moved earlier in
time by 6 months. Individual data points move because SOD
is now aligned with a different value of AMVHad3 AF. Re-
markably, the numerical breakdown is nearly unaltered: 6
months prior to volcanic perturbation of SOD, the AMV in-
dex tended to be in a negative phase 80 % of the time. The
SOD time series must be shifted backwards in time by about
2 yr for there to be a 50:50 split between negative and posi-
tive phases of the AMV index in the scatter plot. If the SOD
signal is moved in the opposite direction, later in time, the
AMV index tends to be slightly less negative (right panel,

www.atmos-chem-phys.net/13/3997/2013/ Atmos. Chem. Phys., 13, 3997–4031, 2013



4016 T. Canty et al.: A critical evaluation of volcanic cooling

a

b

c

Fig. 10. (a)Monthly mean stratospheric optical depth (SOD) from Sato et al. (1993). The four major volcanoes, Santa Marı́a (purple), Mount
Agung (green), El Chich́on (red) and Mt. Pinatubo (blue) are indicated.(b) Monthly mean Atlantic Multidecadal Variability index calculated
by detrending HadSST3 using anthropogenic radiative forcing (AMVHad3 AF). Line is the same as shown in Fig. 5d, except AMV index
during the times SOD exceeded 0.01, following the four major volcanic eruptions since 1900, are coloured as in(a). (c) Scatter plots of
SOD versus AMV index. In the centre, SOD is plotted versus AMV index with no time shift. Data collected during the four major volcanic
eruptions since 1900 are coloured as in(a). The numerical values on the top of the plot tabulate the number of months the AMV index was
either positive or negative, when SOD exceeded 0.01 after these four major eruptions. The left hand panel shows a scatter plot for a shift of
SOD six months earlier in time and the right-hand panel shows a scatter plot for a shift of SOD six months later in time.

Fig. 10c). These scatter plots suggest that variations in North
Atlantic SST, as reflected in the AMV index, occurred prior
to the volcanic perturbation to SOD. Also, there is no sug-
gestion that when SOD achieves a local maximum (i.e., peak
volcanic perturbation), the AMV index is at a local minimum
either coincident in time with peak SOD (as suggested by the
GCM of Booth et al., 2012) or∼2 to 3 yr after peak SOD (as
suggested by the GCM studies of Stenchikov et al., 2009 and
Zanchettin et al., 2012) (see the Supplement).

Our empirical examination of AMV from HadSST3
(Fig. 10) and the OHC record (in the Supplement) does not
present evidence for a volcanic signature. If a future consen-
sus emerges that major volcanic eruptions truly do impose
a significant imprint on the AMV index, such that the indices
used in our analysis are flawed (i.e., do not represent varia-
tions in the strength of the AMOC) either at the time SOD
was elevated or soon (∼6 months) after each eruption, then
clearly our primary finding may not be valid. We conclude
by noting three crucial points in support of this finding: (1)
the regression coefficient for the AMV index is driven by
the low frequency, high amplitude component of the signal,
which can not possibly be driven by volcanic eruptions; (2)
if there is a 2 yr delay in the imprint of SOD on the AMV
index, as suggested by Stenchikov et al. (2009) and Zanchet-

tin et al. (2012), then our analysis should be valid because
the AMV index at the time of SOD perturbation would not
be strongly affected by the volcano; (3) if the low frequency
temporal variation of the AMV index is truly caused by a tro-
pospheric aerosol optical depth anomaly, as suggested by
Booth et al. (2012), our finding is still valid, because this
finding is dependent only on the notion that North Atlantic
SST variability reflects an external forcing of the climate sys-
tem with global influence that has been overlooked in prior
empirical estimates of volcanic cooling, regardless of physi-
cal origin (provided it is not volcanic).

4.4 Consideration of other climate records and
uncertainty in aerosol RF

Table 1 and Figs. 11 and 12 are designed to further assess the
robustness of our suggestion that variations in the strength of
the AMOC may have compromised prior estimates of vol-
canic cooling. Table 1 shows values of the maximum cooling
attributed to Pinatubo, denoted1TPINATUBO, found using all
available long-term climate records (Sect. 2). Table 2 shows
minimum values ofχ2 found from each regression. Numer-
ical values are based on the absolute value of the product
of 0.15 (maximum SOD after Pinatubo) and C1, the SOD
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Fig. 11. (a) Climate feedback parameter (λ in Eq. (2)) found for
a regression of monthly mean global surface temperature anomaly
from CRU4, as a function of NAA RF2005 (using values ofαCOOL
andαHEAT along the “Middle Road” of Fig. 4), for different treat-
ments of the AMV index: none, AMVHad3 SST, AMV Had3 LIN and
AMV Had3 AF. (b) Same as(a) except for a regression of the CRU4
monthly mean land surface temperature anomaly.(c) Maximum
cooling due to the eruption of Mt. Pinatubo found by the regression
of monthly mean global surface temperature anomaly from CRU4
as a function of NAA RF2005 for different treatments of the AMV
index. Here we show1TPINATUBO as a negative numerical value to
be consistent with the depiction1TVOLCANO in other figures. We
provide positive values of1TPINATUBO in the context of “cooling”,
in the text, to avoid the use of a myriad of minus signs.(d) Same
as(c) except for a regression of CRU4 monthly mean land surface
temperature anomaly.

regression coefficient. The reduction of1TPINATUBO upon
consideration of the AMV index in the regression as well as
the dependence of1TPINATUBO on the detrending method are
apparent for all of the long-term climate records.

The sensitivity of volcanic cooling to anthropogenic
aerosols is now examined. So far we have only shown model
results for NAA RF2005= −1.0 Wm−2, the IPCC (2007)
best estimate of NAA RF2005. There is considerable un-
certainty in NAA RF2005 (Appendix C). Figure 11a and b
show how the climate feedback parameterλ (Eq. 3) varies
as a function of NAA RF2005, for values ofαCOOL and
αHEAT along the middle road of Fig. 4. End points of
the line segments denote a range of NAA RF2005 between
−2.0 W m−2 and−0.4 W m−2, similar to the empirical range
presented in IPCC (2007) (Appendix C). Model results for
NAA RF2005= −1.0 Wm−2 are included, as well as the
range of NAA RF2005 represented in GCMs described by

Kiehl (2007). Figure 11a and b show the cantilevering of
λ and NAA RF2005 described by Kiehl (2007). Most im-
portantly, the relation of these two model parameters is in-
sensitive to how the AMV index is treated. Our model in-
dicates a more compact relation between these terms than
found within the GCMs examined by Kiehl (2007), probably
because all of our simulations are constrained to match the
same value of OHC. The sensitivity ofλ to OHC is explored
in Mascioli et al. (2012).

Figure 11c and d show the sensitivity of1TPINATUBO
(same quantity reported in Table 1) to NAA RF2005. The
computed value of1TPINATUBO is moderately sensitive
to NAA RF2005. As the cooling attributed to tropospheric
aerosols drops (as NAA RF2005 approaches−0.4 Wm−2),
cooling attributed to Pinatubo rises. Figure 11c and d also
show the dependence of1TPINATUBO on the AMV index.
Cooling attributed to Pinatubo depends strongly on whether
the AMV index is considered as well as the method used to
detrend this index, for all values of NAA RF.

Bond et al. (2013) have provided a comprehensive as-
sessment of RF due to BC aerosols, published in prelimi-
nary form on 15 January 2013. Their best estimate for the
change in global RF of climate due to the direct BC effect
is 0.71 Wm−2 warming (lower limit of 0.08, upper limit of
1.27), between 1750 and 2005. This estimate is consider-
ably larger than the value of 0.19 Wm−2 warming for year
2005 given in the direct RF files provided by RCP Potsdam.
Proper interpretation of the Bond et al. (2013) assessment
will require quantification of the impact of this new under-
standing of BC on the total cloud albedo effect, consider-
ing all aerosols. Such analysis has not yet been conducted.
Once this analysis is complete, it is likely the best estimate
for NAA RF2005 will be a larger numerical value (less cool-
ing) than the baseline value of−1.0 Wm−2 used through-
out. The calculations for NAA RF2005 equal to−0.4 Wm−2

in Fig. 11 may serve as a useful guide for anticipating the
impact, in our model framework, of the Bond et al. (2013)
assessment. More cooling is attributed to volcanoes as net
anthropogenic aerosol cooling drops, but the importance of
the AMOC remains and the cooling attributed to Pinatubo is
still well below the 0.5◦C reduction of global surface tem-
perature stated by Crutzen (2006), IPCC (2007), and several
other studies.

Figure 12 is complementary to Table 1 and Fig. 11.
This figure shows1TVOLCANO as a function of SOD
for simulations of six long-term climate records. Re-
sults are shown for no AMV in the regression and for
AMV Had3 SST and AMVHad3 LIN (results for AMVHad3 AF
are not shown because these lines are nearly indistinguish-
able from AMVHad3 LIN). The maximum perturbation to
SOD following the 4 major eruptions in the past century is in-
dicated by the coloured arrows. At maximum SOD, we show
uncertainties for1TVOLCANO (which can also be considered
1TPINATUBO, since maximum SOD is due to Pinatubo). The
thick error bars represent the 95 % confidence interval of the
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Fig. 12.Cooling attributed to volcanoes (1TVOLCANO) as a function of stratospheric optical depth (SOD), for regression of monthly mean
global temperature anomalies (1T ) from various data centers, as indicated (after “T Data:”). The black lines each represent C1× SOD
versus SOD, where C1 is the volcanic regression coefficient. Results for no AMV (solid lines), AMVHad3 LIN (dotted), and AMVHad3 SST
(dashed), assuming NAA RF2005= −1.0 Wm−2 along the “Middle Road” of Fig. 4, are shown for each panel. Maximum SOD associated
with the eruptions of Santa Marı́a, Mount Agung, El Chich́on and Mt. Pinatubo from Sato et al. (1993) are denoted on each panel by the
coloured arrows marked SM, A, C and P. The thick dark blue vertical error bars denote the 95 % confidence interval of the volcanic regression
coefficient (C1, Eq. (2)). The thin blue lines are a root sum of squares combination of the statistical uncertainty and the variation in C1 due
to uncertainty in NAA RF2005 (see text). All regressions begin at January 1900. The end date is driven by availability of data. Regressions
using data from GISS and NCDC extend to December 2011, regressions using data from CRU4 extend to December 2010, and the regression
using data from BEG runs to May 2010.

SOD regression coefficient. We have also computed sensitiv-
ity of the SOD regression coefficient to uncertainty in NAA
RF2005 (Fig. 11) and combined this value using root sum of
squares with the confidence interval to find the total uncer-
tainty, shown by the thin, light blue error bars.

The six long-term climate records considered in Fig. 12
show a similar pattern: after the AMV index detrended using
global SST is introduced into the regression,1TVOLCANO
falls. If detrending of the AMV index using either LIN
(shown) or AF (not shown but nearly identical to LIN) is
the correct way to represent the impact of variations in the
strength of the AMOC on global temperature, then inferred
1TVOLCANO is about a factor of 2 smaller than has been pre-
viously reported. Table 1 as well as Figs. 11 and 12 support
our contention that neglect of variations in the strength of the
AMOC may have compromised prior estimates of volcanic
cooling.

4.5 Atmospheric temperature

We now turn our attention to the record of lower tropospheric
temperature provided by MSU. Hansen et al. (1993), Lacis
and Mischenko (1995) and Soden et al. (2002), often cited in

reference to the 0.5◦C cooling due to Pinatubo, also exam-
ined lower tropospheric temperature from MSU.

Figure 13 shows an analysis of the global lower tropo-
spheric1T from MSU, which covers the time period De-
cember 1978 to December 2011. Figure 14 is identical to
Fig. 13, except for land. We use the same approach as ap-
plied to the 111 yr record of surface1T except, since the
MSU data record is relatively short, the values of C4 (the
AMV index regression coefficient) have been fixed at values
determined from the regression of the CRU4 global temper-
ature record (Fig. 6) and the CRU4 land temperature record
(Fig. 9), respectively, for the Figs. 13 and 14. The results in
Figs. 13 and 14 must be interpreted with caution because the
32 yr period covers only 2 volcanoes, less than 3 full solar
cycles, and we have imposed an external constraint on the ef-
fect of variations in the strength of the AMOC. Nonetheless,
cooling attributed to volcanoes falls as the AMV index is first
introduced into the regression, then as the method used to de-
trend the AMV index is altered. It has long been known that
cooling associated with the eruption of El Chichón in spring
1982 was moderated by ENSO warming (e.g., Thompson,
1995; Wigley et al., 2005). Warming due to ENSO at the
time of peak SOD due to El Chichón is picked up well by

Atmos. Chem. Phys., 13, 3997–4031, 2013 www.atmos-chem-phys.net/13/3997/2013/



T. Canty et al.: A critical evaluation of volcanic cooling 4019

a b

c d

Fig. 13.Same as Fig. 6, but for analysis of the global, monthly mean LT5.4 (lower troposphere) temperature anomaly measured by Microwave
Sounding Unit (MSU) instruments. The analysis is from December 1978 to December 2011.

our model. Maximum cooling due to Pinatubo is found to
be 0.50◦C globally and 0.61◦C over land when the AMV
index is not included in the regression, which are close to
values of volcanic cooling reported by the MSU analyses of
Hansen et al. (1993), Lacis and Mischenko (1995) and Soden
et al. (2002).

Our estimates of the cooling attributed to Pinatubo drop
to 0.35◦C (global) and 0.45◦C (land) when AMVHad3 AF is
used in the regression. Model parameters1TVOLCANO andλ

are both larger for land than global, consistent with the no-

tion that lower tropospheric temperature is more sensitive to
radiative perturbations over land than over ocean. These esti-
mates for the cooling attributed to Pinatubo are smaller than
the values reported by Hansen et al. (1993), Lacis and Mis-
chenko (1995) and Soden et al. (2002). As apparent in our
figures, the lower atmosphere did indeed cool by∼0.5◦C at
the time of peak SOD following the eruption of Pinatubo.
However, when AMVHad3 AF is used in the regression, a sig-
nificant portion of this cooling is attributed to variations in
the strength of the AMOC rather than Pinatubo.
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Fig. 14.Same as Fig. 11, but for the MSU land, monthly mean lower troposphere temperature anomaly.

The quality of fit indicated by numerical values ofχ2 im-
proves considerably as the AMV index is added to the regres-
sion, and moderately as the method used to detrend AMV
index is varied. However, none of the regressions approach
χ2

= 2. This is likely due to a combination of small val-
ues forσOBS of MSU (error bars for MSU1T shown in
Figs. 13 and 14 are much smaller than error bars for CRU4
1T shown in Figs. 6 and 9) as well as climate variability.
For instance, the cloud height anomaly reported by Davies
and Molloy (2012) shows a sharp drop in late 2007/early
2008 (their Fig. 1) that is well aligned with a drop in MSU

1T : a decline in cloud height, all else being equal, should
cause lower tropospheric cooling. This feature is not picked
up by our regression because the climate feedback parame-
ter is assumed to be constant throughout the simulated time
period. Lower tropospheric temperature will be more sensi-
tive to short term forcings, such as cloud height anomaly,
than global surface temperature. The numerical values of
1TPINATUBO given above support our suggestion that vol-
canic cooling may have been over estimated, by about a fac-
tor of 2, due to prior neglect of variations in the strength of
the AMOC.
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a b

Fig. 15. (a)Deseasonalised times series of shortwave, longwave and
net radiation anomalies for 20◦ N to 20◦ S, from the start of 1985 to
end of 1999, with respect to a 1985 to 1989 (pre-Pinatubo) baseline.
Data are from ERBE Edition 3 Revision 1, non-scanner, wide field-
of-view observations (Wielicki et al., 2002). The gray shaded region
denotes the period of time from the eruption of Pinatubo (15 June
1991) until the end of 1992. For this latitude region, raw data are
provided as 36-day means.(b) Same as(a), but for 60◦ N to 60◦ S.
For this latitude region, raw data from the tropics (36-day means)
have been combined with raw data from the extra-tropics (72-day
means; extra-tropics refer to 20◦ to 60◦ in both hemisphere) to pro-
duce a 72-day mean, near global average (using latitudinal weight-
ing).

5 Discussion

We have presented an analysis of the climate record, us-
ing multiple linear regression, that suggests variations in the
strength of the AMOC may be responsible for a portion of
the ∼0.3 to 0.5◦C cooling that followed the eruption of
Mt. Pinatubo. If correct, then a recalibration of the use of
Mt. Pinatubo as a proxy for geoengineering of climate is
needed. Here, we focus on the physical understanding of vol-
canic cooling and the implications of our study for geoengi-
neering of climate.

5.1 Physical understanding of volcanic cooling

Many studies of volcanic cooling, including
Hansen et al. (1993), Lacis and Mischenko (1995), So-
den et al. (2002), Forster and Collins (2004), Wigley
et al. (2005) and Stenchikov et al. (2009), use GCMs far
more sophisticated than our simple regression analysis. This
section is motivated by the fact, illustrated in Fig. TS.23 of
IPCC (2007), that most GCMs overestimate the observed
perturbation to global mean surface temperature following
the eruption of Mt. Pinatubo. The thick red line of Fig. TS.23
of IPCC (2007) shows modelled1T from many GCMs
exhibited a decline that is much larger than the observed1T

following the eruption of Pinatubo.

We begin by examining the perturbation to Earth’s solar
(shortwave, SW) and thermal (longwave, LW) radiation bud-
get after Pinatubo. Figure 15 shows ERBE observations for
the tropics (20◦ S to 20◦ N) and 60◦ S to 60◦ N. The tropical
panel is nearly identical to Fig. 2 of Trenberth and Dai (2007)
and the 60◦ S to 60◦ N panel is similar to Fig. 1 of Soden
et al. (2002). The eruption of Mount Pinatubo led to a dra-
matic increase in stratospheric sulfate aerosol loading, caus-
ing a large rise in the reflection of solar radiation due to
the optical properties of sulfuric acid droplets. The effect of
volcanic aerosols was clearly seen in surface solar radiation
measurements: after the eruption of Pinatubo, the amount of
direct SW radiation hitting the surface fell dramatically, the
amount of diffuse SW radiation rose in tandem, resulting in
a net maximum∼6 Wm−2 drop in total SW radiation reach-
ing the surface at Mauna Loa (Dutton and Bodhaine, 2001).
However, volcanically induced aerosols also trap thermal ra-
diation. This is less well documented, particularly at the sur-
face. In the tropics, the ERBE record shows that increased re-
flection of solar radiation following Pinatubo dominates trap-
ping of thermal radiation, resulting in a peak net perturbation
to the radiative budget of∼6.0 Wm−2. In contrast, for 60◦ S
to 60◦ N, the solar and thermal terms are close in magnitude
resulting in a peak net perturbation to the radiative budget
of less than 3.0 Wm−2. Nearly all of this perturbation occurs
in the tropics: the net radiative effect of Pinatubo poleward
of 20◦ latitude was small in the Northern Hemisphere and
essentially zero in the Southern Hemisphere (see the Supple-
ment). Our analysis of ERBE data is in good agreement with
Harries and Futyan (2006).

Soden et al. (2002) showed that the GFDL GCM was able
to simulate, remarkably well, the perturbation to the solar
and thermal radiation fields induced by Pinatubo over the
60◦ S to 60◦ N region. The ERBE measurements represent
the radiative perturbation at the top of the atmosphere, not
the tropopause. Matching ERBE is a necessary, but not suf-
ficient, condition for accurate simulation of the affect of vol-
canic aerosols on climate. We discuss below the need for
accurate simulation of the stratospheric response. Also, as
discussed in Sect. 1, Soden et al. (2002) (and other stud-
ies) require a significant positive feedback due to changes
in tropospheric H2O to match the MSU lower troposphere
temperature anomaly. They state “without the strong positive
feedback from water vapour, the model is unable to repro-
duce the observed cooling”. Soden et al. (2002) show quite
favourable comparisons of modelled and measured upper tro-
pospheric H2O that support the notion that a strong, positive
water vapour feedback did occur. Forster and Collins (2004)
reached similar conclusions as Soden et al. (2002), also based
on GCM simulations. Both studies accounted for the effect
of ENSO on1T and neither study considered the possibil-
ity that variations in the strength of the AMOC could have
affected1T .

Wigley et al. (2005) present an analysis of the major vol-
canic eruptions since 1900, using the National Center for
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Atmospheric Research (NCAR)/US Department of Energy
(DOE) GCM. They provide extensive discussion of the ef-
fect of ENSO on the inference of volcanic cooling, but do not
discuss possible effects due to variations in the strength of
the AMOC. Wigley et al. (2005) concluded maximum global
surface cooling associated with Pinatubo was 0.61± 0.1◦C,
consistent with a climate sensitivity of 3.03◦C (range 1.79
to 5.21◦C). Their climate sensitivity refers to equilibrium
warming for a doubling of CO2 (1T2×CO2). In our notation,
1T2×CO2 is expressed as:

1T2×CO2 =
(1 + γ )

λp

5.35 ln(2) Wm−2 (8)

where the RF due to CO2, 5.35 ln(COFINAL
2 /COINITIAL

2 )
Wm−2, is the IPCC (2007) expression originally published
by Myhre et al. (1998). Using values forγ from Figs. 6d
and 9d, our model would imply1T2×CO2 of 1.89◦C for
global temperature and 2.58◦C for surface land temperature.
Our global value is above the lower limit of IPCC (2007)
and just below the lower limit of Wigley et al. (2005). The
land value is within the Wigley et al. (2005) range, although
Wigley focused exclusively on global surface temperature.
The model value ofγ , which drives1T2×CO2, is highly de-
pendent on both NAA RF (Fig. 11) and the treatment of OHE
(Mascioli et al., 2012). Our model run for NAA RF2005=

−1.0 Wm−2 along the “Middle Road” of Fig. 4 and con-
strained to match the OHC measurement of Gouretski and
Reseghetti (2010), for AMVHad3 AF, yields 1TPINATUBO =

0.14◦C andγ = 1.08, implying1T2×CO2 = 2.41◦C. The re-
lation betweenγ , NAA RF, and OHE is further quantified by
Mascioli et al. (2012). We include these numerical details to
emphasise our MLR results are within the range of previ-
ously published GCM results.

Douglass and Knox (2005) conducted a regression anal-
ysis of MSU lower tropospheric temperature measurements
and concluded the atmosphere exhibited a negative feedback
following the eruption of Pinatubo. This paper has been dis-
cussed in a series of published comments and replies follow-
ing initial publication, concluding with another paper, Dou-
glass et al. (2006), that reinforces their notion of a negative
feedback within the climate system in the short time period
following the Pinatubo eruption. Our estimates of climate
feedback, given above, represent a best fit to the entire 111 yr
temperature record, without direct focus on the time period
immediately following major eruptions. We resist the temp-
tation to assess climate feedback immediately after the four
major eruptions since 1900 because our framework is based
upon stratospherically adjusted RF, and relating the ERBE
measurements (top of atmosphere) to the tropopause is be-
yond the scope of this study. If the true influence of Pinatubo
on global cooling is as small as suggested by our lower limits,
and there was indeed a strong, global, negative RF anomaly
at the tropopause, then perhaps there was a negative feedback

following the eruption of Pinatubo, as suggested by Douglass
and Knox (2005) and Douglass et al. (2006).

Stenchikov et al. (2009) state; “In this study, Pinatubo
aerosols globally decrease the incoming net radiative flux
at the top of the atmosphere by about 3 Wm−2 at maxi-
mum that is consistent with most of the IPCC-AR4 mod-
els . . . this radiative perturbation dominated all other forc-
ings for at least two years”. The radiative perturbation of
Pinatubo was enormous for the tropics (Fig. 15a). The ra-
diative perturbation is much smaller when examined over the
60◦ S to 60◦ N region. Here, the SW perturbation peaks at
3.7 Wm−2, which occurs 2 months after the eruption and
averages 1.7 Wm−2 for the first 2 yr. ERBE shows a drop
in outgoing LW radiation that counteracts the increased re-
flection of SW radiation. The net perturbation (LW-SW)
at the top of the atmosphere, from 60◦ S to 60◦ N, peaks
at −2.5 Wm−2 about 2 months after the eruption and has
a mean value of−0.67 Wm−2 for the first 2 yr. The GCM
simulations of Stenchikov et al. (2009) represent this LW
trapping of heat by volcanic aerosol. Within their model, LW
trapping tends to heat the lower stratosphere, reinforcing the
notion that correct modeling of the stratospheric response
and the downward influence on the troposphere is vital.

We now turn to the stratosphere. The eruption of Pinatubo
induced major changes in stratospheric dynamics and tem-
perature. Tropical stratospheric temperature rose and tropical
upwelling increased (e.g., Kinne et al., 1992). Stratospheric
ozone fell, first in the tropics (Schoeberl et al., 1993) and then
at mid-latitudes (Kinnison et al., 1994). Quantitative under-
standing of the amount of stratospheric ozone depletion fol-
lowing the eruption of Pinatubo requires realistic representa-
tion of the dynamical change (Kinnison et al., 1994) as well
as accounting for the influence of both natural and anthro-
pogenic halogen sources (Salawitch et al., 2005).

Figure 9.14 of IPCC (2007) suggests the stratospheric
perturbation following the eruption of Pinatubo may not
be handled particularly well by GCMs that contributed to
IPCC (2007). This figure shows a dramatic drop in the
height of the tropopause associated with enhanced SOD
within GCMs that appears to be distinctly different than the
observed, monthly mean tropopause height anomaly based
on the European Center for Medium-Range Weather Fore-
casts (ECMWF) 40 yr re-analysis (ERA-40). The modelled
tropopause height anomaly shows GCMs tend to “collapse
the tropopause” when SOD is enhanced. There is a sense of
similar behaviour in the observed tropopause after the erup-
tion of Agung (although the observed perturbation is broader
in time than the modelled response), opposite behaviour af-
ter El Chich́on (i.e., observed tropopause rose at the time
GCMs suggest it should have fallen), and a confused situa-
tion after Pinatubo. In early 1992, the reanalysis shows a well
timed but smaller drop in the height of the tropopause than
modelled; however, there are tropopause height transients be-
fore and after the eruption of Pinatubo in the reanalysis that
are not apparent in the models. Perhaps these comparisons
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are affected by the low-pass filter applied to the data and
model; the purpose of Fig. 9.14 is to document the impor-
tance of rising GHGs for the proper simulation of the long-
term rise in tropopause height. Nonetheless, given the impor-
tance of proper quantification of the stratospheric response,
future comparisons of modelled and measured tropopause
height would be useful for evaluating and perhaps improv-
ing GCM simulations of the response of surface temperature
to volcanic perturbations.

5.2 Implications for geoengineering

The possibility of geoengineering of climate via injection
of sulfur to the stratosphere has a long history, starting
with Budyko (1974), followed by a remarkably detailed and
prescient chapter entitled “Geoengineering” in a National
Academy of Sciences report (NAS, 1992), as well as pa-
pers by Dickinson (1996) and Schneider (1996). The sugges-
tion by Crutzen (2006) that “if sizable reductions in green-
house gas emissions will not happen and temperatures rise
rapidly, then climatic engineering” by artificial enhancement
of stratospheric sulfate could be “the only option available
to rapidly reduce temperature rises and counteract other
climatic effects” led to a widespread renewal of interest
in geoengineering, undoubtedly due to the prominence of
Paul Crutzen, but also because cooling after the eruption of
Pinatubo had been so well studied by the time his paper was
written. Indeed, Crutzen (2006) wrote “enhanced reflection
of solar radiation to space by the particles cooled the Earth’s
surface on average by 0.5◦C in the year following the erup-
tion” (of Pinatubo). Since 2006, many studies (e.g., Rasch
et al., 2008a, b; Ammann et al., 2010) have estimated cool-
ing due to stratospheric sulfate injection from first princi-
ples (i.e., optical properties of aerosols), rather than using
1TVOLCANO inferred from Pinatubo. Nonetheless, Pinatubo
as an analogy for geoengineering of climate is pervasive in
the modern literature: for instance, Robock et al. (2008) sug-
gest the equivalent of one Pinatubo every 4–8 yr would be re-
quired to stop global warming (see also Robock et al., 2009).

If further studies support our suggestion that the cooling
after the eruption of Pinatubo and other major volcanoes has
been over estimated by about a factor of 2, there are three
important implications for geoengineering of climate via in-
jection of stratospheric sulfate. First, numerical values from
past major volcanoes used as a proxy for cooling by geo-
engineering would need to be revised. This revision would be
straightforward to implement if consensus on the true value
of 1TVOLCANO is achieved.

Second, the behaviour of GCMs used to assess the re-
sponse of climate to major volcanoes and the response of cli-
mate to geoengineering will have to be critically appraised.
As described in Sect. 5.1, GCMs tend to strongly and con-
sistently collapse the tropopause after major volcanic erup-
tions, a response not borne out by observation. The at-
mospheric sciences community has placed enormous ef-

fort towards evaluating the chemical, dynamical and radia-
tive behaviour of chemistry-climate general circulation mod-
els (CCMs) (Eyring et al., 2010). However, none of the
primary GCMs that have quantified volcanic cooling par-
ticipated in the Eyring et al. (2010) effort. Chapter 4 of
Eyring et al. (2010), entitled Stratospheric Dynamics, in-
cludes evaluative metrics for 13 CCMs, but does not include
the GFDL GCM used by Soden et al. (2002) and Stenchikov
et al. (2009), the NCAR PCM model of Wigley et al. (2005),
the HadCM3 model used by Forster and Collin (2004), or the
HadGEM2-ES model of Booth et al. (2012). Given the im-
portance of stratospheric dynamics for the quantification of
both volcanic cooling and geoengineering, we suggest the
upcoming Geoengineering Model Intercomparison Project
(GeoMIP) (Kravitz et al., 2011) adopt some of the evaluative
metrics developed by Eyring et al. (2010) and apply these
metrics to all GeoMIP GCMs. Representation of the response
of stratospheric ozone to increased sulfate loading (Tilmes
et al., 2008, 2009; Heckendorn et al., 2009) is also needed to
properly forecast the response of surface temperature to geo-
engineering, because ozone is the primary absorber of SW
radiation in the stratosphere. Model representation of natu-
ral, very short lived (VSL) organic halogen sources may be
necessary to properly treat the response of ozone to geoengi-
neering of climate, because ozone loss due to decomposi-
tion products of VSL halogen sources is acutely sensitive to
aerosol loading in the lowermost stratosphere (Tilmes et al.,
2012).

The third implication is subtle. Trenberth and Dai (2007)
examined a 55 yr record of global land precipitation, river
discharge and the Palmer Drought Severity Index and con-
cluded the eruption of Pinatubo led to precipitation and dis-
charge anomalies much larger than those observed for other
years, resulting in widespread drought. However, the AMV
index has also been associated with 20th century drought
(e.g., Nigam et al., 2011). Figure 10 indicates the AMV in-
dex was in a negative phase at the time Pinatubo erupted and
that the transition from positive to negative started 2 yr prior
to the eruption. If a consensus emerges that the cold SSTs in
the North Atlantic during 1992 were driven in part by a pro-
cess such as sea ice export through the Fram Strait (Dima
and Lohmann, 2007) or internal variability of salinity (Del-
worth and Zeng, 2012), then future analyses of the effects of
Pinatubo on the hydrological cycle may have to isolate vol-
canic and oceanic induced perturbations to serve as a realistic
proxy for geoengineering of climate via stratospheric sulfate
injection.

6 Conclusions

The climate-record from 1900 to present exhibits a mono-
tonic rise driven by increasing levels of anthropogenic
GHGs (IPCC, 2007), declines after major volcanic erup-
tions (Hansen et al., 1993; Lacis and Mischenko, 1995;
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Soden et al., 2002), as well as low frequency, high ampli-
tude variations that have been attributed to changes in the
strength of the Atlantic Meridional Overturning Circulation
(AMOC) (Schlesinger and Ramankutty, 1994; Andronova
and Schlesinger, 2000; Knight et al., 2005; Stouffer et al.,
2006; Medhaug and Furevik, 2011; Srokosz et al., 2012;
Zhou and Tung, 2013; Tung and Zhou, 2013). Prior studies
that quantified volcanic cooling have not considered varia-
tions in the strength of the AMOC. We have shown, using
multiple linear regression (MLR) analysis of many climate
records, that cooling attributed to volcanic eruptions is re-
duced by about a factor of 2 when sea surface temperatures
in the North Atlantic are used as a proxy for the effect of
AMOC on global climate.

The surface temperature records from CRU4, GISS,
NCDC and BEG as well as lower tropospheric temperature
from MSU, analysed with the MLR model and excluding the
Atlantic Multidecadal Variability (AMV) index, yield values
for the cooling associated with the eruption of Mt. Pinatubo
that range from 0.31◦C to 0.61◦C. This range is broadly
consistent with values for Pinatubo cooling reported by
Hansen et al. (1993), Lacis and Mischenko (1995), Soden
et al. (2002), Lean and Rind (2008), Thompson et al. (2009)
and Foster and Rahmstorf (2011). The cooling associated
with Mt. Pinatubo drops nearly a factor of 2, ranging from
0.14◦C to 0.45◦C, when these same datasets are analysed
allowing for variations in the strength of the AMOC in the
regression, based on an AMV index detrended by anthro-
pogenic RF.

All of our modelled temperature anomalies drop by
∼0.5◦C at the time of peak SOD following the eruption of
Mt. Pinatubo. However, a significant portion of this cooling
may be due to ocean circulation and not volcanoes, based on
results of our regression analysis. The timing of stratospheric
optical depth (SOD) and North Atlantic SST anomalies sug-
gest changes in ocean circulation preceded the four major
volcanic eruptions that have occurred since 1900. Hence, the
data record suggests ocean circulation has affected prior es-
timates of volcanic cooling, rather than volcanic eruptions
drive ocean circulation.

We use a detrended AMV index as a proxy for the AMOC:
i.e., this study considers variability in the strength of the
AMOC rather than possible long-term monotonic change.
Precise determination of volcanic cooling is sensitive to the
manner in which the AMV index is detrended. If global
SST is used to detrend AMV, as suggested by Trenberth and
Shea (2006), the influence of the AMOC on volcanic cool-
ing is moderate. If AMV is detrended using either a linear
regression (Enfield et al., 2001) or, as we suggest, anthro-
pogenic RF of climate (which varies in a nonlinear man-
ner over time), then the influence of the AMOC on volcanic
cooling could be strong. The regression based on AMV de-
trended using anthropogenic RF simulates pre-WWI cooling
and WWII warming of the CRU4 land temperature anomaly
particularly well (Fig. 9d), giving credence to the possibility

that variations in the strength of the AMOC truly have ex-
erted influence on global climate. If a consensus emerges that
variations in the strength of the AMOC do indeed exert a ma-
jor influence on global climate, as suggested throughout this
paper, then this may provide an important new opportunity
to improve estimates of temperature and climate forecasts on
decadal time scales, as suggested by Knight et al. (2005).

If the factor of 2 reduction of volcanic cooling suggested
here is borne out by future studies, the implications for geo-
engineering of climate by artificial enhancement of strato-
spheric sulfate are immense. It would be straightforward to
“recalibrate” Pinatubo as a proxy for geoengineering. Of
greater concern is the fidelity of atmospheric general cir-
culation models (GCMs) used to assess the response of the
atmosphere to major volcanoes as well as geoengineering.
Accurate GCM representation of the response to either per-
turbation requires realistic treatment of a myriad of physical
processes, including the trapping of longwave thermal radia-
tion by stratospheric sulfate aerosols, the dynamical response
of the stratosphere, and changes in stratospheric ozone. The
tendency of the GCMs used by IPCC (2007) to collapse the
tropopause following major perturbations to SOD, which is
not borne out by the ERA-40 reanalysis, suggests the phys-
ical response to stratospheric sulfate aerosol injection is not
properly represented in modern climate models.

Appendix A

Glossary of symbols and terms

– αCOOL: parameter that scales the direct RF of climate
due to aerosols that cool the atmosphere (negative RF)
to total RF; units: dimensionless

– αHEAT: parameter that scales the direct RF of climate
due to aerosols that heat the atmosphere (positive RF)
to total RF; units: dimensionless

– 1T : Global, monthly mean temperature anomaly for
either the surface or lower troposphere. Here, we con-
sider four records of1T : the global surface (land and
oceans), the land surface, the global lower troposphere
(land and oceans), and the lower troposphere over land;
units:◦C

– 1T : Global, annual mean temperature anomaly used
here for computation ofχ2 (Eq. 7); units:◦C

– 1T2×CO2: Equilibrium climate sensitivity for a dou-
bling of CO2 relative to pre-industrial levels, which in
our modelling framework is equal to(1+γ )

λp
1RFCO2,

where 1RFCO2 = 5.35 Wm−2 ln(2) or 3.71 Wm−2;
units:◦C

– 1TPINATUBO: maximum cooling following the eruption
of Mt. Pinatubo in our model framework, which equals
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the absolute value of C1×0.15, where 0.15 is the largest
value of SOD observed after this eruption; units:◦C

– 1TVOLCANO: the effect of the volcanic perturbation
to stratospheric optical depth on surface temperature,
which equals C1 × SODi−6 in our model framework;
units:◦C

– γ : sensitivity of climate to all feedbacks that occur in re-
sponse to a GHG perturbation to RF at the tropopause;
related toλ by Eq. (3); positive values represent am-
plification of RF due to internal feedbacks and negative
values represent dampening; units: dimensionless

– λp: Planck feedback parameter; response of surface
temperature to a change in the emission to space of
long-wave thermal radiation in the absence of any feed-
backs for Earth’s present-day overall albedo; value of
3.2 W m−2 ◦C−1 used throughout

– λ: climate feedback parameter; response of surface tem-
perature to an external RF at the tropopause to internal
feedbacks such as water vapour, clouds, albedo, or lapse
rate; the total climate feedback parameter, shown in nu-
merous figures, represents the sum of individual com-
ponents; positive values of individual components rep-
resent amplification of RF and negative values represent
dampening; units: W m−2 ◦C−1

– �: Fraction of RF of climate due to anthropogenic
GHGs and aerosols, modified by climate feedback, that
is expended by heating the world’s oceans; units: di-
mensionless

– AF: Anthropogenic radiative forcing of climate; units:
Wm−2

– AMO: Atlantic Multidecadal Oscillation

– AMOC: Atlantic Meridional Overturning Circulation

– AMV: Atlantic Multidecadal Variability

– AMV Had3 AF: AMV index found by detrending monthly
mean SST in the Atlantic, from 0 to 60◦ N, based on the
HadSST3 record using anthropogenic forcing of climate
(GHG RF+ NAA RF); units:◦C

– AMV Had3 LIN: AMV index found by detrending
monthly mean SST in the Atlantic, from 0 to 60◦ N,
based on the HadSST3 record, using a linear regression;
units:◦C

– AMV Had3 SST: AMV index found by detrending
monthly mean SST in the Atlantic, from 0 to 60◦ N,
based on the HadSST3 record, using global SST (also
from HadSST3); units:◦C

– CRU: Climate Research Unit, University of East Anglia

– CRU4: Latest surface temperature record from CRU;
HadCRUT4 is the latest global temperature record and
CRUTEM4 is latest land temperature record

– GCM: Atmosphere ocean general circulation model

– ENSO: El Nĩno-Southern Oscillation or El Niño-
Southern Oscillation Index, units: dimensionless

– GCM: General Circulation Model

– GHG RF: Direct RF due to Greenhouse Gases, here
taken to be CO2, CH4, Tropospheric O3, Halocarbons,
and N2O

– HadSST3: Latest sea surface temperature record from
the Hadley Centre

– KaplanSST2: Latest sea surface temperature record
from NOAA, termed Kaplan Extended SST V2

– LW: Longwave or thermal radiation

– MEI: Multivariate ENSO Index; units: dimensionless

– MLR: Multiple Linear Regression

– MSU: Microwave Sounding Unit

– NAA RF: Net Anthropogenic Aerosol RF; units: Wm−2

– OHC: Ocean Heat Content of the upper 700 m of the
global ocean; units: J

– OHE: Ocean Heat Export (the time derivative of OHC
divided by the ocean surface area considered); units:
Wm−2

– QOCEAN: Model representation of Ocean Heat Export;
units: Wm−2

– RCP: Representative Concentration Pathways

– RF: stratospheric-adjusted radiative forcing of climate,
as described in Sect. 2.2 of IPCC, 2007; units: Wm−2

– RFSULFATE−DIR: Direct RF due to sulfate aerosols;
units: Wm−2

– RFSULFATE−TOT: Total RF due to sulfate aerosols; units:
Wm−2

– SEMISS: Emission of sulfur, a precursor of sulfate
aerosols; units: Tg yr−1

– SOD: Stratospheric Optical Depth; units: dimensionless

– SST: Sea Surface Temperature; units:◦C

– SW: Short wave or solar radiation
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– TENSO: Simulated response of global mean surface
temperature to ENSO variability found by Thompson
et al. (2009), using a first order differential equation that
takes into consideration the spatial variability of varia-
tions in SST as well as the effective heat capacity of the
atmospheric-oceanic mixed layer; units:◦C

– TSI: Total Solar Irradiance; units: Wm−2

– TVOLCANO: Simulated response of global mean surface
temperature to ENSO variability found by Thompson
et al. (2009), using a first order differential equation
that takes into consideration the global mean RF due
to volcanic eruptions based on the Sato et al. (1993)
SOD record and the effective heat capacity of the
atmospheric-oceanic mixed layer; units:◦C

Appendix B

Websites

1T , surface

– CRU4 HadCRUT4 (global):http://www.metoffice.gov.
uk/hadobs/hadcrut4

– CRUTEM4 (land): http://www.cru.uea.ac.uk/cru/data/
temperature

– GISS:http://data.giss.nasa.gov/gistemp

– NCDC: http://www.ncdc.noaa.gov/cmb-faq/anomalies.
php

– BEG:http://berkeleyearth.org/

1T , atmosphere

– MSU (global): http://vortex.nsstc.uah.edu/data/msu/
t2lt/tltglhmam5.5

– MSU (land): http://www.remss.com/data/msu/
monthly time series/RSSMonthly MSU AMSU
ChannelTLT AnomaliesLand v03 3.txt

Ocean Heat Content

– Church: http://www.cmar.csiro.au/sealevel/TSLOHC
20110926.html

– Gouretski and Reseghetti (2010):http://www1.
ncdc.noaa.gov/pub/data/cmb/bams-sotc/2009/
global-data-sets/OHCviktor.txt

Ocean Indices

– ENSO:http://www.esrl.noaa.gov/psd/enso/mei

– PDO:http://jisao.washington.edu/pdo/

– IOD: http://www.jamstec.go.jp/frsgc/research/d1/iod/e/
iod/dipolemodeindex.html

Radiation Budget

– ERBE: http://eosweb.larc.nasa.gov/PRODOCS/erbe/
edition3 rev1/accessed3 rev1 data.html

RCP

– Mixing ratios of CO2, CH4, N2O, and certain halo-
carbons are from:http://www.iiasa.ac.at/web-apps/tnt/
RcpDb

RCP Potsdam

– RF due to tropospheric O3 and direct RF due to aerosol
components, other than sulfate for the past, are from:
http://www.pik-potsdam.de/∼mmalte/rcps

– RFSULFATE−TOT http://www.sterndavidi.com/Data/
Climate.xls

SOD

– GISS:http://data.giss.nasa.gov/modelforce/strataer

– NOAA: ftp://ftp.ncdc.noaa.gov/pub/data/paleo/climate
forcing/volcanicaerosols/ammann2003bvolcanics.txt

Thermodynamic Model Output:

– TENSO: http://www.atmos.colostate.edu/
∼davet/ThompsonWallaceJonesKennedy/
TGlobe1900March2009ENSOfit

– TVOLCANO: http://www.atmos.colostate.edu/
∼davet/ThompsonWallaceJonesKennedy/
TGlobe1900March2009VOLCANOfit

TSI:

– Up to end of 2008: ftp://strat50.met.fu-berlin.
de/pub/outgoing/matthes/CMIP5solardata/
TSI WLS mon 18822008.txt

– After 2008: ftp://ftp.pmodwrc.ch/pub/data/irradiance/
composite

Note: we use a record sent to us by J. Lean, personal
communication, 2012 that covers the time period 1900
to 2011. There is no significant difference between the
TSI record from Lean and the concatenation of the two
records given above.
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Appendix C

NAA RF2005 range and uncertainty

The magnitude of net anthropogenic aerosol radiative forcing
(NAA RF) is important for understanding climate change,
yet as described in Sect. 2.4 of IPCC (2007), the value of
NAA RF is highly uncertain. We have developed a parame-
terisation, based on scaling coefficientsαCOOL andαHEAT, to
span the uncertainty of NAA RF in our model. As explained
in the paper, the value of NAA RF in year 2005, denoted
NAA RF2005, is used as a benchmark for NAA RF as a func-
tion of time due to the large number of tables and figures
in IPCC (2007) that quantify RF of anthropogenic aerosols
between 1750 and 2005.

Here, we describe how we have used Table 2.12 of
IPCC (2007) to arrive at a “best estimate” for NAA RF2005
of −1.0 Wm−2, with a range of−2.2 Wm−2 to−0.4 Wm−2.
Table 2.12 gives best estimates of global mean radiative forc-
ing, from 1750 to 2005, for direct RF from sulfate, fossil fuel
OC, fossil fuel BC, biomass, nitrate and mineral dust aerosols
as well as cloud albedo affect, surface albedo change due to
BC on snow, and contrails. Summing the 9 values for these
best estimates given in the AR4 column yields a change in
global mean RF, from 1750 to 2005, of−1.03 Wm−2. We
round this to−1.0 Wm−2. Assuming the effect of anthro-
pogenic aerosols on climate in year 1750 was zero, we arrive
at a best estimate of−1.0 Wm−2 for NAA RF2005.

Table 2.12 of IPCC (2007) also gives 2σ estimated uncer-
tainties for each component in Table 2.12. For some of the
components the uncertainties are not symmetric about the
best estimate. The square root of the sum of squares of the
upper limits (most cooling) of the uncertainties for aerosol
cooling, for the 9 terms noted above, yields 1.16 Wm−2.
The square root of the sum of squares of the lower lim-
its (least cooling) of the uncertainties for aerosol cooling
yields 0.55 Wm−2. We round these numbers to 1.2 Wm−2

and 0.6 Wm−2.
Combining these numbers the best estimate for

NAA RF2005 is −1.0 Wm−2, with a range of uncer-
tainty extending from−2.2 Wm−2 (−1.0− 1.2 = −2.2) to
−0.4 Wm−2 (−1.0+0.6 = −0.4). This range of uncertainty
is denoted “Empirical Range” on Fig. 4 and in the text, since
it is based on analyses of aerosol, cloud, and surface data.

Supplementary material related to this article is
available online at:http://www.atmos-chem-phys.net/13/
3997/2013/acp-13-3997-2013-supplement.pdf.
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haviour since 1871 as diagnosed in an extended multivari-
ate ENSO index (ME I.ext), Int. J. Climatol., 31, 1074–1087,
doi:10.1002/joc.2336, 2011.

Wu, L. and Liu, Z.: Decadal variability in the North Pacific:
the Eastern North Pacific mode, J. Clim., 16, 3111–3131,
doi:10.1175/1520-0442(2003)016<311:DVITNP>2.0.CO;2,
2003.

Wu, Z., Huang, N. E., Wallace, J. M., Smoliak, B. V., and Chen, Z.:
On the time varying trend in global-mean surface temperature,
Clim. Dynam., 37, 759–773, doi:10.1007/s00382-011-1128-8,
2011.

Zanchettin, D., Timmreck, C., Graf, H.-F., Rubino, A., Lorenz, S.,
Lohmann, K., Kruger, L., and Jungclaus, J. H.: Bi-decadal
variability excited in the coupled ocean-atmosphere system by
strong tropical volcanic eruptions, Clim. Dynam., 39, 419–444,
doi:10.1007/s00382-011-1167-1, 2012.

Zhang, R., Delworth, T. L., and Held, I. M.: Can the Atlantic Ocean
drive the observed multidecadal variability in Northern Hemi-
sphere mean temperature?, Geophys. Res. Lett., 34, L02709,
doi:10.1029/2006GL028683, 2007.

Zhang, Y. and Delworth, T. L.: Impact of the Atlantic Multidecadal
Oscillation on North Pacific climate variability, Geophys. Res.
Lett., 34, L23708, doi:10.1029/2007GL031601, 2007.

Zhang, Y., Wallace, J. M., and Battisti, D. S.: ENSO-like inter-
decadal variability: 1900–93, J. Clim., 10, 1004–1020, 1997.

Zhou, J. and Tung, K.-K.: Deducing multidecadal anthropogenic
global warming trends using multiple linear regression analysis,
J. Atmos. Sci., 70, 3–8, doi:http://dx.doi.org/10.1175/JAS-D-12-
0208.1, 2013.

www.atmos-chem-phys.net/13/3997/2013/ Atmos. Chem. Phys., 13, 3997–4031, 2013

http://dx.doi.org/10.1175/JCLI3689.1
http://dx.doi.org/10.1126/science.1109496
http://dx.doi.org/10.1038/nature06982
http://dx.doi.org/10.1175/2009JCLI3089.1
http://dx.doi.org/10.1126/science.1153966
http://dx.doi.org/10.1029/2008JD011420
http://dx.doi.org/10.5194/acp-12-10945-2012
http://dx.doi.org/10.1175/2008JCLI2561.1
http://dx.doi.org/10.1029/2007GL030524
http://dx.doi.org/10.1029/2006GL026894
http://dx.doi.org/10.1073/pnas.1212471110
http://dx.doi.org/10.5194/os-5-293-2009
http://dx.doi.org/10.1007/s10584-011-0148-z
http://dx.doi.org/10.1073/pnas.0902817106
http://dx.doi.org/doi:10.5194/npg-18-469-2011
http://dx.doi.org/10.1086/429689
http://dx.doi.org/10.1126/science.1065837
http://dx.doi.org/10.1029/2004JD005557
http://dx.doi.org/10.1029/2010GL042372
http://dx.doi.org/10.1002/joc.2336
http://dx.doi.org/10.1175/1520-0442(2003)016<311:DVITNP>2.0.CO;2
http://dx.doi.org/10.1007/s00382-011-1128-8
http://dx.doi.org/10.1007/s00382-011-1167-1
http://dx.doi.org/10.1029/2006GL028683
http://dx.doi.org/10.1029/2007GL031601
http://dx.doi.org/10.1175/JAS-D-12-0208.1
http://dx.doi.org/10.1175/JAS-D-12-0208.1

