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Abstract. Firn air transport models are used to interpret set to infer atmospheric histories, and instead suggest using

measurements of the composition of air in firn and bub-multiple parameter sets, preferably with multiple representa-

bles trapped in ice in order to reconstruct past atmospheritions of uncertain processes, to assist in quantification of the

composition. The diffusivity profile in the firn is usually uncertainties.

calibrated by comparing modelled and measured concen-

trations for tracers with known atmospheric history. How-

ever, in most cases this is an under-determined inverse prob- )

lem, often with multiple solutions giving an adequate fit to 1 Introduction

the data (this is known as equifinality). Here we describe

a method to estimate the firn diffusivity profile that allows o . ) . -
sheet. Air is contained in the open pores, and its composition

multiple solutions to be identified, in order to quantify the > | d by ch i th o £ 1h |
uncertainty in diffusivity due to equifinality. We then look Is influenced by changes in the composition of the overly-

at how well different combinations of tracers constrain the "9 zztmosphere dind byhpr?cesszs_ that occur In the firmn. A'é
firn diffusivity profile. Tracers with rapid atmospheric vari- can be extracted from the I an Its cor_nposmon measure
ations like CHCClz, HFCs and“CO, are most useful for (Schwander et 311993, providing an archive of old air from
constraining molecular diffusivity, whil&*°N, is useful for which to deduce the atmospheric histories and budgets of

constraining parameters related to convective mixing near thga‘:e gases. Fimn is also the medium that is traversed by air

Firn is the porous layer of compacted snow overlying an ice

surface. When errors in the observations are small and Gau efore being trapped into bubbles in ice. Itis for both of these

sian, three carefully selected tracers are able to constrain th_réaals?jns t(;]at \;\_/e a(;e mterezted in the firmn p;Oﬁesste; which
molecular diffusivity profile well with minimal equifinality. ~'M¢'Ud€ advection downwards as néw snow falls at the sur-

However, with realistic data errors or additional processes tJace, convective mixing dl_le to wind pumping near the sur-
constrain, there is benefit to including as many tracers as posffiCe Colbeck 1989 Seve_rlngr_\aus et al200% ngamura
sible to reduce the uncertainties. We calculate, @@e dis- et al, 2006, molecular d|ﬁL{S|on through th? firn column
tributions and their spectral widths with uncertainties for five (Schwander et al1988, enrichment of heavier molecules

firn sites (NEEM, DE08-2, DSSW20K, South Pole 1995 and With depth due to gravitational settlin@(aig et al, 1988

South Pole 2001) with quite different characteristics and traC_Schwander1989, thermal fractionation due to temperature

ers available for calibration. We recommend moving awaygradlents $eyer|nghaus et a2001), upward flow of air due
to compressionRommelaere et gl1997 and gradual trap-

from the use of a firn model with one calibrated parameter
P ping of air into bubbles§chwander et 311988. Additional
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1486 C. M. Trudinger et al.: Constraining firn diffusivity

processes that are not as well understood and not widely adty using concentration profiles is often thought of as under-
cepted to be important include bubble close-off fractionationdetermined Rommelaere et gl1997 Buizert et al, 2012.
for smaller moleculesHuber et al.20086), in situ production ~ While we have generally assumed that as more tracers with
(Anklin et al,, 1995 van der Kemp et al200Q Smith et al, different types of atmospheric history are used to tune the
2000 and possible dispersive mixing at the bottom of the firn diffusivity profile it will be constrained more tightly, to our
(Severinghaus et aR01Q Buizert et al, 2012. knowledge this assumption has not been tested or quantified.
Numerical models of the firn processes are important forThe third type of uncertainty, which is by far the most diffi-
interpreting firn and ice core measurements. The rate of difcult to quantify but could be the most important uncertainty,
fusion of trace gases through the firn is a poorly known keyis to do with model error, including the choice of processes
model parameter, and consequently firn air models requiréncluded in the model and their mathematical formulations.
calibration of the depth profile of effective diffusivity for This type of uncertainty is about how well the model pro-
each site. For brevity we will refer to effective diffusivity cesses represent the real world, and in firn models would in-
simply as “diffusivity”. It is possible to measure the diffu- clude the simplifying assumption of one-dimensional diffu-
sivity in small firn samples§chwander et gl1988, how-  sivity, as well as uncertain or unknown processes. All three
ever Fabre et al(2000 concluded that variations in poros- types of uncertainty are potentially important for firn mod-
ity would need to be known continuously and precisely overelling, but they are often not all taken into account when firn
a larger scale than a core sample, particularly near porenodels are used to reconstruct atmospheric records of trace
close-off, to reflect the macro scale variations in diffusivity gases. The importance of the uncertainties will depend on
and therefore be useful in firn models. Although there havehow the model is calibrated and what it is being used for. Our
been significant advances recently in characterizing the 3focus here will be mainly on the first two types of uncertainty,
dimensional structure of firrFfeitag et al. 2002 20049, it but we will touch on the third type. In particular, we wish to
remains to be seen whether lateral heterogeneities will limitchallenge the idea of using a firn model with only a single
the applicability of measurements along a core for representdiffusivity profile, instead we suggest the use of multiple pa-
ing the diffusivity in situ in the firn. Therefore, the approach rameter sets to represent these uncertainties, as has become
of tuning the one-dimensional diffusivity by trying to match popular in other fields such as hydrology (e\yugt et al,
modelled and observed mixing ratio profiles in the firn for 2003.
one or more tracers with known atmospheric history (refer- Here we describe an updated version of the CSIRO firn
ence tracers) currently remains the most common, as well amodel ({Trudinger et al. 1997 and use it to explore how
the most accurate, way to estimate firn diffusivity. well different combinations of tracers constrain the diffu-
Most studies have calibrated firn diffusivity using one or sivity profile and other parameters related to mixing. We
a few tracers, either manually (e.grudinger et al. 1997 use a global search method to locate multiple solutions that
or with an automated calibration method (€Rpmmelaere  match the observations. We initially use synthetic observa-
et al, 1997 Trudinger et al.2002. Two recent studies used tions (with errors) based on the NEEM site in Greenland,
up to 10 tracers at onc®gizert et al, 2012 Witrant et al, to test our methodology for cases where we know the an-
2012. In most cases a single diffusivity profile is estimated swer (i.e. the diffusivity profile that was used to create the
without an uncertainty range, althougtommelaere et al. synthetic observations), and also to look at what types of at-
(1997 andFabre et al(2000 estimated the uncertainty by mospheric history provide the best constraints. We then use
perturbing the concentration observations, 8uizert et al.  real observations from a number of sites (NEEM as well as
(2012 compared diffusivity determined by six different firn the Antarctic sites DE08-2, DSSW20K and South Pole). We
models using the same dataset and physical firn characterigprovide a way to represent the uncertainty due to equifinality,
tics. to determine the consequences of equifinality for inferring at-
There are three main types of uncertainty in model pre-mospheric histories of other trace gases in the firn.
dictions (e.gHgjberg and Refsgaard009. The first is re-
lated to data uncertainties, including calibration data and in-
put data. Data uncertainties can be difficult to quantify, and2 Methods
when errors are systematic rather than random (e.g. calibra-
tion biases between firn concentrations and the atmospherig this section, we will describe the updated CSIRO firn
history of reference tracers) this can be difficult to diagnose model, our method for estimating diffusivity, the real and
providing a challenge for optimisation methods based on assynthetic observations and other model input variables used.
sumptions of random noise. The second type of uncertainty
is related to model parameters, including the fact that wherp.1 CSIRO firn model
a problem is under-determined there will usually be multi-
ple solutions that give an adequate match to observations ¥he CSIRO firn model is based on the model described
this is sometimes called equifinalitéven 2006 or the null by Trudinger et al (1997 and Trudinger et al.(2002, but
space in linear algebra. The problem of tuning firn diffusiv- has been substantially improved and rewritten in Fortran90.
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Major changes from the previous version are (i) the inclusion — Diffusion coefficient of tracetX relative to the diffu-
of the upward flux of air due to compression of pore space sion coefficient of C@: yx = Dx/Dco,. Multiplying
that we had previously neglected, (ii) improved mass con- this by the diffusivity profile of CQ gives the diffusiv-
servation of air in bubble trapping, (iii) a genetic algorithm ity profile of tracerX, Dx (z).

(GA) has been added to optimise diffusivity and other param-
eters, (iv) an implicit time stepping scheme asRomme-
laere et al(1997) has replaced the Euler predictor-corrector
scheme (making a larger time step possible), (v) flux smooth-

— Profile of eddy diffusionDegay(z) (the same for all trac-
ers, used for convective mixing near the surface or dis-
persive mixing in the lock-in zone, see next Section).

ing that was used bjrudinger et al(1997 to keep the model — Information about any other processes affecting mixing
stable is no longer required, (vi) an exponentially-decreasing  at a site, such as the depth of a well-mixed layer (repre-
eddy diffusion followingSeveringhaus et a2001) has been senting convective mixing near the surface) or the date

added as an alternative to a well-mixed layer to model con- of creation and reduction of mixing of a melt layer.

v:ec;vz_mlxmg near .the.su;]fatl:e, fpd (vii) :(hﬁ optlon 0IN- 1he analysis in this paper involves solving the inverse prob-

F:uhe |spter|sg/§lm|xmgén ,t etoi 'Imzéolne ollowiiggver- lem of deducingDco, (z) from observations of multiple trac-

IngL_Iilusthe al(d 9 an ::ntzher Ce:S?IR;(() f.a' del. th ers. For some sites we also estimate parameters describing
ke the old version of the I model, the NeW -5 vective mixing or a melt layer. Additional cases described

version uses a reference fra'.’“e that moves downwards (relqﬁ the Supplement involve the estimatiomef or dispersion

tive to the.sur.face) with Fhe ice. In the S_upplgment, we .de'in the lock-in zone. While we refer to the calibration obser-

scribe derivation of the firn model equations in the moving vations as concentrations throughout the paper, they are ac-

refer_ence frame' While the derivation .Of the equations in thetually mole fraction in dry air for most tracers, and isotopic
moving coordinates may seem complicated because we taﬁ%tios for the others

care to distinguish between quantities and derivatives in fixe

and moving coordinates, the final equations that are solved irp 2 Method for estimating diffusivity

the moving coordinate system are no more complicated than

those in the fixed reference frame. For the diffusive part of the firn column, the diffusivity is
The main advantage of using moving coordinates is thataken as the inverse tortuosity multiplied by the free-air diffu-

advection in open firn and trapped bubbles is treated in a consivity of CO, at the annual mean temperature and pressure of

sistent way over all depths. This makes it easy to model anythe site Schwander et 811993. Tortuosity is a dimension-

overlap of the bubble trapping with diffusive mixing (which less parameter, and can be thought of as the distance travelled

can cause additional age spread of trapped air compared foy the average molecule divided by the distance it would

firn air), as well as any variations in the ice properties thattravel in free air. The inverse tortuosity is a site-specific and

move with the ice, such as a melt laydmrdinger et al. depth dependent property of the porous medium assumed to
1997, or seasonal variations in ice properti@sudinger be independent of gas type, temperature and pressure, and is
2000. included in our CQ molecular diffusivity profile,Dco, (z).

The version of the CSIRO model that participated in the In the convective zone, diffusivity is greatly enhanced via
NEEM firn model intercomparisorBlizert et al, 2012 did macroscopic stirring. This stirring can be represented in a
not include the upward flux of air due to compression. In- one-dimensional model by an “eddy” diffusivity, a concept
cluding this flux significantly improves the fit to the NEEM from physical oceanographyéveringhaus et al2010. It

data. All results in the present paper include this flux. has also been suggested recently that dispersion may occur in
Forward integration of the model equations requires specthe deep firn, and this can also be modelled using eddy diffu-
ification of sivity (Severinghaus et aR01Q Buizert et al, 2012. (Note

) ) ] that the term “eddy” should not be interpreted literally; the
— The atmospheric concentration history,(), (used as  |ow Reynolds numbers in deep firn do not allow for turbulent
the upper boundary condition). air flow.) Eddy diffusivity affects all gases similarly (because
macroscopic air movement advects all gases together in the
viscous flow regime), while molecular diffusion through the
tortuous pore space does not. Therefore, for studies involving
comparisons of different gases in particular, the diffusivity is
generally modelled as the sum of separately parameterised
diffusivity related to tortuosity (which we refer to as molecu-
lar diffusivity or simply diffusivity) and diffusivity related to

— Open porosity profilef(z) (we usually specify closed macroscopic stirring (eddy diffusivity). Molecular diffusivity

— Site information: temperatur&,, atmospheric pressure,
P, accumulation rated.

— Density profile,p(z) (from which other quantities such
as total porosity(z) and vertical ice velocity(z) can
be derived; note that(z) also depends oA).

porosityb(z) then £ (z) = s(z) — b(2)). is the dominant diffusion process at all firn sites, so much of
our focus here will be on estimating the molecular diffusiv-
— Molecular diffusivity profile of CQ, Dco,(z). ity profile of COy in firn in the least prescriptive way that we
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can find, in order to fully explore the equifinality associated —~ 600F =
with molecular diffusivity. We also model other processes 5001 ]
related to diffusivity when they are required to match obser- £ +
vations, including eddy diffusivity, but these other processes > 400[ ‘ 1]
have been specified in more prescriptive terms. 2 300} | o—---9 ]
We specify (molecular) diffusivity as a function of open = , /
. e . . = 200f f R
porosity. We assume that diffusivity varies monotonically © L /'
O
)

with open porosity. As we use monotonic relationships for 100 ' H£ 7

density versus depth and open porosity versus density, dif- 0 : s s s s

fusivity also varies monotonically with depth. The main rea- 00 01 02 03 04 05 06

son for choosing monotonic variation of diffusivity is that Open porosity (-)

we need some kind of smoothness constraint for our auto-.. . .

. . . . . Fig. 1. The error bars show prior ranges for the porosity values (hor-

matic method of diffusivity estimation, to exclude the many e . . :
bl luti h d he firn d I b izontal) and surface diffusivity (vertical) estimated with the GA.

possible ?0 utions that repro UCF‘_' t_ e 'm a}ta W_e - ut "T"rerhe solid line shows a monotonic smoothing spline fitted to the

characterised by large and unrealistic oscillations in diffusiv- e circles (ignoring the point at 400%yr—1 because it is greater

ity (Rommelaere et al1997). The assumption of monotonic  than the surface diffusivity, see text). The dashed line shows diffu-
diffusivity is consistent with the assumption that the ice prop- sivity over the well-mixed layer (not used). The open triangles show
erties (density, open porosity and diffusivity) are time invari- a case with points that do not increase monotonically (so would not
ant. We are therefore considering the mean profile of the icée tested in the firn model).
properties, and not seasonal or other short-term variations in
firn microstructure which are not fully understood (e.g. the
effect of impurities on densificatiorjorhold et al.(2012)
and would be very difficult to specify or constrain. An im- 1
. . . L. . . N 2\ 2
portant exception to the monotonic diffusivity assumptionis . (i Z (mj —d;) )
a melt layer, such as that found at DEO8T2udinger et al. - _ o?
.. i=1 i
1997. We model a melt layer explicitly as a layer boundary
(therefore moving with the ice) with reduced diffusivity, as whereN is the number of firn datay; andd; are the mod-
described in the Supplement. elled and measured firn concentrations, respectivelyoand
Other than the monotonic assumption, we wish to avoidare the one standard deviation uncertainties of the firn data
being prescriptive about the form of the diffusivity function. (augmented to include other uncertainties as discussed in the
For this reason we have chosen to define the diffusivity ver-next section).
sus open porosity profile by interpolating with monotonic cu- Because we are only interested in monotonic solutions,
bic splines Wolberg and Alfy 2002 between about a dozen and the interpolation by monotonic cubic splines will only
discrete points. The points are defined by fixing a diffusivity work if the points are monotonic, any cases that the GA gen-
value and tuning the corresponding open porosity at whicherates with points that are not monotonic (such as the case
that diffusivity occurs (see Fidl). The exception is surface shown by the open triangles in Fidj) are not tested in the
diffusivity, where we estimate the diffusivity corresponding firn model, but instead assigned a very large cost function
to surface open porosity. The reason for tuning open porosvalue that increases as points depart further from monotonic
ity for fixed diffusivity, instead of tuning diffusivity for fixed (to help guide the GA toward monotonic solutions early in
open porosity, is to allow increased resolution as the diffusiv-the calculation). When fitting the monotonic spline (and also
ity approaches zero (we do not know a priori for what valueswhen checking for monotonicity of points), we ignore any
of open porosity the diffusivity will approach zero). Figure  points with diffusivity greater than the current surface value
shows the prior range for the open porosity valugs,cor- (e.g. inthe case shown in Figgby the circles, the point at dif-
responding to diffusivityD, =[0.0, 0.03, 0.05, 0.07, 0.1, 0.2, fusivity =400 n?yr—! would be ignored). The prior ranges
0.5, 3.0, 20.0, 50.0, 110.0, 200.0, 300.0, 400.8ym! and  were chosen by trial and error to be large enough to include
the surface diffusivity value. This range is used for the initial any solution that gives a good fit to the data.
calculations at NEEM, and a reduced range is used for later The parameters we estimate are the open porosity values
calculations. corresponding to the fixed diffusivity values, surface diffu-
We use a genetic algorithrHaupt and Haupt1998 sivity, and any other diffusivity parameters required for the
to search for points that give the best agreement betweenite, such as well-mixed layer depth, parameters defining the
modelled and measured firn concentrations of the referenceddy diffusion profile, or the reduction of diffusivity associ-
tracers, by minimising the cost functio®, defined as the ated with a melt layer that moves with the ice. For the GA
weighted root mean square mismatch calculation, we start with an ensemble of 500 randomly se-
lected parameter sets, and run the calculation for 30 000 gen-
erations, with the GA breeding (i.e. combining) and mutating

@)
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(altering) parameter sets in the ensemble to obtain a new ertoo low to reflect the full uncertainty. However, we made this
semble for each subsequent generation, analogous to geneathoice because it includes only solutions that are a very good
ics. Typically less than 10 % (and sometimes as low as 1 %fit to the observations yet we still see an interesting amount
depending on the number of parameters being tuned and thef spread due to equifinality. We show the sensitivity of our
ranges chosen) of the 5680000 parameter sets tested will results to the choice ob threshold in a couple of cases in
require a run of the firn model, the rest have non-monotonicSects3.1and3.2
points. It should be noted that our method is not very efficient To look at how well different combinations of tracers con-
at finding the one diffusivity profile that gives the best fit to strain diffusivity we will tune diffusivity using subsets of the
the observations. Gradient-descent methods are more suiteaVailable tracers for a site (with the set of all tracers being
for that purpose. The GA, on the other hand, is well suitedone of the subsets). We determine the thresholdbfarsing
to locating a large range of diffusivity profiles and other pa- all tracers and then use the same level for the other subsets
rameters that fit the observed concentrations up to a chosefi.e. for NEEM we would use 0.78 for all subsets of trac-
value of®. ers, even though some subsets have a best val@ebeiow

To capture the range due to equifinality, as the GA runs0.74). By applying the same threshold to different subsets
we save the parameters and calculated depth profiles for anyith different numbers of observations, our results for each
solution with @ less than a chosen threshold. We can relatesubset correspond to different confidence levels. For exam-
our choice of threshold fo® to a confidence interval using ple, our initial NEEM calculations have 16 parameters (14
the F ratio test Arnadbttir and Segall1994 Seber and Wild  open porosity values for specified diffusivity levels, the sur-
2005. The value ofd that corresponds to a 160(1 — «) % face diffusivity value and well-mixed layer depth) and 220

confidence level is determined from observations (ten tracers), the threshold that corresponds to
P 68 % confidence level for all observations has a very low
®2 = d%pt [1+ EF(p, n—p,1l— oe)} (2) confidence level with 44 observations (two tracers), imply-

ing that a significantly higher threshold would be needed to

where ®qpt is the optimal value ofp, p is the number of maintain the 68 % confidence level. However, we choose to
parameters estimated,is the number of observations and use a fixed threshold so that we can compare the results of
F(p,n—p,1—qa)istheF distribution withp andn — p de-  calibrations that fit the observations to the same degree. The
grees of freedom at a 16Q1—«)% confidence leve@raper  alternative of changing the threshold for different subsets to
and Smith 1981). Therefore all models witkb less than this  correspond to the same confidence level is equally valid, but
threshold are consistent with the optimal model at the speciin that case a significant amount of the difference in spread
fied confidence level. Note that these confidence intervals arbetween subsets will be due to the different number of obser-
only approximate, as they assume Gaussian errors and lineaations, which is not what we are interested in at present.
variation of ® around the minimum. They are also subject To understand the range of solutions generated, it is use-
to our assumption of monotonic diffusivity profiles, and to ful to consider how solutions can vary within the range up to
our choice of processes to represent which determines ththe ® threshold. There is a tendancy for most variation to oc-
number of parameters we estimate. We use the F ratio test tour in tracers (or depth ranges) that have unique information
guide our choice ofb for all cases we consider. and less variation in tracers (or depth ranges) that contain re-

For most of our calculations we consider solutions wiith  dundant information. This point is the key to understanding
up to the 68% confidence level (i.¢1 standard deviation), a number of features of the results.
and refer to these as the accepted solutions. The threshold When choosing which tracers to use for calibration, we
for ® is a somewhat subjective choice, and various other opnote that the ability of a reference tracer to constrain the dif-
tions would be equally valid. For NEEM observations, our fusivity profile depends on two things. The first is the amount
lowest value ofd is 0.74, and the 68 % confidence level cor- of variation with depth the tracer has in the firn, which is
responds teb = 0.78. We could also have chosen thresholdslargely a consequence of the particular atmospheric history
such as 0.92 (approximately the range covered by all modelsf the tracer, but also depends on the processes in the firn
in Buizert et al.(2012) or 0.8 (the range covered by four of that we wish to learn about. This is to do with the signal and
the six models iBuizert et al.(2012), where the two models how much information on firn processes is contained in the
that had® > 0.8 were the old version of the CSIRO model depth profiles of each of the reference tracers. The second
that excluded the upward flux of air due to compression, ands the total uncertainty in the data, based on analytical preci-
the OSU model for whiclBuizert et al (2012 attributed the  sion, error in atmospheric reconstructions and the ability of
higher ® to fewer degrees of freedom in the tuning proce- the model to capture processes important for that tracer. This
dure). When selecting a threshold, we need to keep in minds about the noise and how much this obscures the signal.
the fact that our model is not a perfect representation of theAnalysis of both the signal and the noise are important for
real firn processes, and the data inevitably contain errors, sdetermining which tracers are most useful, as is the case with
we should avoid retaining only the very best solutions. Inany inverse study. Tracers are expected to differ from site to
light of this, the choice of 68 % confidence level is probably site in their relative importance for constraining diffusivity,

www.atmos-chem-phys.net/13/1485/2013/ Atmos. Chem. Phys., 13, 14884 2013



1490 C. M. Trudinger et al.: Constraining firn diffusivity

depending on the relative timescales of atmospheric changeot include dispersion in the lock-in zone, so we could create
and firn closure, and the relative uncertainties in the calibraNEEM-like concentrations using only molecular diffusion,
tion and forcing data. and it gave us an independent diffusivity profile, which we

In our synthetic calculations, as well as testing and learnrefer to as the “true diffusivity”, to try to recover with our
ing about our method, we wish to focus on the first aspectmethod.
that is, how useful different tracers are for calibrating diffu- We created two datasets of synthetic observations, and
sivity due to their different atmospheric histories. This moti- from these we wish to recover the “true” depth profile of dif-
vates our choice of errors for the synthetic data, which we sefusivity as well as the “true” depth of the well-mixed layer
to have similar characteristics for all tracers, as described ir{i.e. 3.66 m). The first dataset, denoted “Synthetic A", has
the next section. Clearly, cases with real data must also con22 observations for each of the 10 tracers, at depths match-
sider the fact that some tracers can be measured more accing the NEEM observation depths excluding the surface. We
rately than others, and some have greater uncertainty in thesdded uncorrelated random noise to our true concentrations
atmospheric history. However, by looking first at the effect sampled at the measurement depths. The random noise was
of atmospheric history without the complications of differ- shifted and scaled for each tracer so that the mean of the noise
ent errors for different tracers, we can learn more about theadded to each tracer was zero and the standard deviation was

principles for selecting the most useful tracers. exactly 0.5% of the range of each tracer (maximum minus
minimum values of the true concentrations at the observation

2.3 Observations and model inputs depths). The comparison of modelled concentration profiles
with the Synthetic A observations using Synthetic A uncer-

2.3.1 NEEM tainties is denote@a. The data uncertainty; used in®a

matches the standard deviation of the noise added to each

Most of our calculations relate to the NEEM 2008 firn air tracer. This means that the true solution corresponds to ex-
campaign Buizert et al, 2012. From that study we use actly ®5 = 1.0 for all tracers separately and together (due to
firn air data for 10 tracers from the S2 borehole at NEEM the noise).
in Greenland (CQ, CHy, SFs, CFC-11, CFC-12, CFC- The second set of synthetic observations, denoted “Syn-
113, CHCCls (methyl chloroform), HFC-13484CO, and thetic B”, has the same true concentration as Synthetic A,
815N,), uncertainty estimates (based on a range of contribubut observation depths that correspond exactly to the types
tions including analytical precision and uncertainty in atmo- and measurement depths for the S2 borehole in the NEEM
spheric histories), and the physical firn characteristics (seéntercomparison (between 15 and 23 measurements of each
Table1). The fit to the reference tracers as calculated withtracer), and error that consists of random error plus a sys-
Eq. (@) using the NEEM observations and uncertainties giventematic offset added to each tracer plus a systematic error
in Buizert et al.(2012 is denoteddy,. that increases linearly with depth from zero at the surface

The concentration histories for the gases considered in thigsee Supplement for details). Depending on the random val-
paper are described and shown in the Supplement. We use thes generated, some tracers will have larger systematic errors
relative diffusion coefficients fronMatsunaga et ak1993 added than others. Synthetic B is more like reality, where
1998 2003). For all of the sites we consider, we follduiz- systematic errors probably dominate, than Synthetic A. This
ert et al.(2012 by converting firn measurements and atmo- case is similar to the real NEEM case in terms of the gen-
spheric histories oA1CO; in permil to 1“CO, in ppm, as  eral error characteristics (but not in terms of the specific error
well as modellingg®N> using a singlé>N1*N tracer. characteristics for each tracer). The comparison of modelled

In order to test our method for estimating diffusivity, and concentration profiles with the Synthetic B observations us-
to see how well different tracers constrain diffusivity in an ing Synthetic B uncertainties is denotég. While most of
ideal situation without the complications of real observa- our synthetic calculations will use the Synthetic A observa-
tions and an imperfect model, we created synthetic data usingjons, allowing us to explore which tracers are most useful
the NEEM physical firn characteristics and the tracers thatbased on their atmospheric histories, we include a couple of
were measured at NEEM. We generated what we call “truecalculations with the Synthetic B observations to see what
concentrations” by running our firn model with the molec- difference larger, systematic errors make to the results.
ular diffusivity tuned to 2008 S2 NEEM observations with ~ For the NEEM calculations (with both synthetic and real
the LGGE-GIPSA firn model irBuizert et al.(2012, and  observations) we look at the diffusivity estimated with obser-
a 3.66 m well-mixed layer. Due to differences in firn models, vations of all ten tracers, as well as other subsets of tracers
the same diffusivity profile used in two different firn models as listed in Tabl®. The subsets were chosen by starting with
is expected to give different results, so we are not trying toa minimum set that might be used, ¢Bnds°N,; these are
recreate the NEEM concentrations here, however we do extwo tracers that have been measured at almost all (if not all)
pect the results to be similar to NEEM. The LGGE-GIPSA firn air sites. We then add one tracer at a time with the aim
diffusivity from Buizert et al.(2012 was chosen because, that each new tracer will add new information to improve
unlike most other models in that study, LGGE-GIPSA did the constraint on diffusivity. This is based on the expectation

Atmos. Chem. Phys., 13, 1483510 2013 www.atmos-chem-phys.net/13/1485/2013/



C. M. Trudinger et al.: Constraining firn diffusivity 1491

Table 1.Site characteristics.

Site Date Accum.rate  Temp. Press. LID
sampled kgmlyr-1 °C hPa m
NEEM Jul 2008 198.8 —28.9 745 63
DEO08-2 Jan 1993 1100 -19 850 73
DSSW20K Jan 1998 150 —20.7 850 43
South Pole  Jan 1995, 2011 74 -51 681.5 114

Table 2. Subsets of tracers used for calibration of diffusivity at 2 (SFg in particular) was significantly improved by including
NEEM (pseudo and real observations), where the name reflects tha melt layer that originated at the surface in the 1989-1990
number of tracers used. summer and moved with the ice with a reduction in the dif-
fusive flux of about 80 %. Here we model the melt layer as
originating at the surface in 1989.77 and moving with the

Subset Tracers

Two 815N, CH, ice as described in the Supplement. We tune the reduction in
Three  §15N5, CHy, SFs mixing along with the diffusivity profile using measurements
Four  81°Ny, CHy, SRy, HFC-134a of COy, CHy, SFs, §1°N» and*CO, (Etheridge et a).1996
Five 815Ny, CHa, SFs, HFC-134a, CHCClg Trudinger et al.1997 Levchenko et a).1997). DE08-2 firn
Ten 815N, CHy, SFs, HFC-134a, CHCCl3, COy, measurements and the uncertainties we use are given in the
CFC-11, CFC-12, CFC-113%C0O, Supplement. The fit to these measurements is derbted
2.5 DSSW20K

that tracers with atmospheric records covering different peri-
ods will constrain diffusivity in different parts of the profile. DSSW20K is located on the lower-accumulation-rate west
CO, and*CO, were excluded from the subsets because ofside of Law Dome, East Antarctica and firn air was sam-
concerns of possible contamination in Northern Hemispherepled in January 1998Smith et al, 200Q Sturrock et al.
firn and in situ production of*C by cosmic rays, even though 2002 Trudinger et al.2002. The firn column at DSSW20K
this is not an issue with synthetic data. For Synthetic A, weis relatively short, with a lock-in depth of about 43 m. We
also compare results using each of the ten tracers separatelyse a spline fit to DSSW20K density measurements, and the
In comparing these subsets, we will compare both the besbE08-2 closed porosity spline. DSSW20K has a region of
case for each subset as well as the range of accepted solgonvective mixing near the surface that was modelled by
tions. While they often lead to broadly similar conclusions, Trudinger et al(2002 using a 4 m well-mixed region. Here
these two ways of looking at the results are affected by dif-we use either an exponentially-decreasing eddy diffusion or

ferent things, and are therefore both useful. well-mixed layer and tune the relevant parameters along with
the diffusivity profile with measurements of GOCHy, Sk,
2.4 DEO08-2 815N, 14C0,, HFC-134a, HCFC-141b, CFC-11, CFC-12,

CFC-113 and CHICCl3z (Smith et al, 200Q Sturrock et al.

DEO8-2 is located on the east side of Law Dome, East2002 Trudinger et al.2002. The DSSW20K firn measure-
Antarctica Etheridge et a).1996 1998 Trudinger et al. ments and the uncertainties we use are given in the Supple-
1997 and firn air was sampled in 1993. Site parameters arenent. The fit to these measurements is dendtgd
given in Tablel. For density versus depth we use a spline Southern Hemisphere atmospheric histories ofg, SF
fit to measurements froMtheridge and Wooke{1989 and CH3CCl3 and the CFCs prior to 1978 (when the Cape Grim
Etheridge et al(1996. For closed porosity versus density Air Archive and/or Cape Grim in situ measurements began)
we use a spline fit to measurements by J.-M. Barnola (unare based on emissions estimates rather than atmospheric
published data) with a cut bubble correction (J.-M. Barnola,measurements (see Supplement). For DSSW20K, we choose
personal communication, 1999) which gives a rapid reduc-hot to use concentration measurements of these tracers below
tion of open porosity to zero around 90m, in line with the 45m in our model calibration because of the greater uncer-
observation that there was still good flow of firn air at 85 m, tainty in their atmospheric histories. The alternative approach
but no air could be pumped from the firn at 90 Etl{eridge  is to include the firn observations with larger uncertainties to
etal, 1996. reflect the greater uncertainty in the atmospheric histories —

The ice structure at DE08-2 shows a melt layer at 8.7 mthis is the approach we have used for NEEM, because we
below the surfaceTrudinger et al.(1997 found that the use exactly the same dataseBaszert et al.(2012) to allow
agreement between modelled and measured tracers at DEO8irect comparison, and this is their approach. We will test
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Table 3. Weighted RMS mismatch of modelled concentrations from Synthetic A observations and from the true concentrations for each
tracer for each of the five Subsets in TaBléModelled concentrations are for the case with lowkgor each experiment. Numbers in bold

are for tracers that were fitted for that particular Subset. As well as RMS mismatch for each tracer, we also show the RMS mismatch for
all ten tracers together (All), and the RMS mismatch for only those tracers that were fitted in that experiment (Fitted). The true solution
corresponds to théa = 1.0 and®a, = 0.0.

Mismatch from synthetic observationBa ~ Mismatch from true concentration®a,

Two Three Four Five Ten Two Three Four Five Ten
COy 298 1.36 1.04 1.00 1.06 274 067 033 0.38 0.36
CHy 0.77 093 092 1.04 0.93 0.74 061 053 0.73 0.50
Sk 555 1.04 0.82 0.87 1.05 515 1.11 0.32 0.29 0.37

CFC-11 216 117 100 1.03 0098 198 070 031 031 0.28
CFC-12 223 130 112 109 114 1.88 068 0.31 0.32 0.30
CFC-113 364 130 108 1.16 1.07 321 092 028 032 0.33
HFC-134a 8.44 205 1.03 0.99 124 841 159 041 033 051
CH3CCl3 9.23 241 125 1.04 1.09 920 219 067 050 0.70
l4co, 117 1.09 105 111 0.73 0.80 0.28 045 0.74 0.63

s15N, 093 095 097 0.97 0.99 023 011 011 0.12 0.10
All 471 144 103 1.03 1.03 457 106 040 045 044
Fitted 0.86 097 093 0.99 1.03 049 061 034 0.39 0.44

the sensitivity of calibration results to including or excluding ity profiles and CHCClIs for all five Subsets in Tablg. We

these observations for NEEM. show results for the thresholéiy = 1.08 corresponding to
the 68 % confidence level using observations of all ten trac-
2.6 South Pole ers. We also include the range for the alternative threshold

) ) o ®a < 1.25 to show the sensitivity of the range to the choice
Firn air was collected from South Pole, Antarctica in 1995 ¢ threshold.
(Battle et al, 1996 Butler et al, 1999 and again in 2001 If all of the accepted solutions were plotted, the region
(Butler et al, 2001, Aydin et al, 2004 Sowers et a).2003.  penween the black dotted lines would be almost completely
Following previous work for South Pole, we treat these asgpaded. We show 19 representative solutions covering differ-

two separate sites. We use the site properties in Taple on¢ yajues ofdos over the range between the lowest value
a spline fit to South Pole density measurements (different for(0.86 for Two and 1.03 for Ten) and 1.08, and include solu-

1995 and 2001 drillings) from Mark Battle (personal com- tjons that differ most from the best solution and each other.
munication, 2012) and the DEO8-2 closed porosity spline.pepresentative solutions such as these can be used to rep-
For S%ﬂh Pole 1995 we use measurements 0}, esent equifinality in the fim model when it is used to infer
SFe, §°N2, CFC-11, CFC-12 and G€Cl; (Battle et al.  aymospheric histories of other trace gases.

1996 Butler et al, 1999 and the fit is denotedsgs For Table 3 gives the weighted RMS mismatch of each best

15 ;
South Pole 2001 we use GOCHs, SFs and§™Nz (Aydin - o)ytion from the noisy synthetic observations for each tracer

et al. (2004; Sowers et al(2009; Witrant et al.(2012; M. geparately and together for the five Subsets considered, with
Battle, personal communication, 2012), and the fitis denoted,;mpers shown in bold if that tracer was used for calibra-

dgp1. For both South Pole .sites we omit firn concentration 4jon, in that experiment. Tabfgalso gives the weighted RMS
measurements corresponding to ages before 1978 for tracefgismatch of each best solution from the true concentrations

with atmospheric histories based on emissions estimates. weighted by the same data uncertainties, dendtgd
The diffusivity profile above 65m was not well con-

3 Results strained with CH ands°N, alone. CH does not vary much
with depth above 65m, so there is not much information to
3.1 Synthetic calculations distinguish between diffusion in different parts of the firn

above 65 ms§1®N; is quite sensitive to the depth of the well-
We first consider the case with synthetic observations formixed layer, but it is fairly insensitive to the diffusivity pro-
NEEM and only uncorrelated random noise (Synthetic A). file within the parameter range considered. Diffusion around
Figure2 shows the concentration profiles for Synthetic A us- 6570 m is quite tightly constrained (small spread of solu-
ing only observations of CiHands°N, for calibration (Sub-  tions) by CHy and §1°N,. Calibrating with only these two
set Two, in panels a—j), and using all ten tracers for calibra-tracers, the best estimate of diffusivity and the best concen-
tion (Subset Ten, in panels k—t). FiglBshows the diffusiv-  tration profiles of most tracers not used in the GA are quite
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Fig. 2. Modelled concentrations for all ten tracers, where diffusivity was calibrated using Synthetic A observations of grigd3tPN,
(Subset Two)a—j), and using all ten tracers (Subset Ték)t). The black solid line is the solution with the lowebj, black dotted lines
show upper and lower ranges of all accepted solutidng £ 1.08), the blue lines are 19 representative solutions and the red dashed line
shows the true solution. The grey dashed lines show the upper and lower ranges of all solutiahg with25. Observations used to tune
diffusivity are shown with filled circles, observations not used in the GA are shown by open circles. Error bars for the obsergdtames (1
plotted but are too small to see relative to the symbols.

different from the true profiles&a, = 4.57). There is also  of the*CO, profile would provide little additional informa-
significant spread in solutions witha < 1.08, with spread  tion if used for calibration. However, the peak ¥CO;, at
being greatest for C§CCls that has a rapid recent atmo- NEEM is below the lock-in depth, and there is some spread
spheric decrease, and HFC-134a that has a rapid recent riseiim solutions around the peak and even more spread around
the atmospheré?CO, has a small spread above the lock-in 75-80m, suggesting that it could be a useful tracer in this
depth — with little variation with depth above 65 m, this part region at NEEM, particularly as the other tracers have either
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Fig. 3. CO, diffusivity profile estimates in |‘°ﬂyr—l (left column on a linear scale and middle column on a log scale) and calculatgd@id
in ppt (right column) from the GA using Synthetic A observations for all five Subsets in Pahiee styles are as in Fi@ and results are
for ®a < 1.08, with the grey dashed lines showing the rangelfar< 1.25.

zero concentration or very little spread there. There is onlywith four or more tracers and our specification of diffusivity
a small change in spread between the threshold®oof using cubic splines between a small number of points.
1.08 (black dotted lines) and 1.25 (grey dashed lines), and Recall that the true diffusivity corresponds dg, of ex-
we would reach very similar conclusions with either thresh-actly 1.0 for all tracers separately and together (due to the
old. noise). Values ofb, for the best solutions of the different
When all ten tracers were used for calibration, the diffu- Subsets (for observations actually fitted) vary from 0.86 to
sivity and concentration profiles for the best solution were1.03, generally lower than 1.0 for two to four tracers and
close to the true profilesi(a; = 0.44) and the weighted RMS around 1.0 for five and ten tracers. The lower value®gf
mismatch from the noisy observationsA) was around 1.0. are achieved by fitting to some of the noise, i.e. overfitting
The spread in concentrations of these ten tracers for solutionthe noisy data. Diffusion in the firn leads to smooth profiles
with ®a up to even 1.25 was very small. of concentration with depth, still the GA does manage to find
There is a clear difference between Subset Two and theolutions that are closer to the noisy observations, quantified
other four subsets in Fid. Adding just Sk to the calibra- by the RMS difference, than the true solution. Overfitting de-
tion (Subset Three) makes a large difference in reducing thereases as more tracers are added, and by five tracers we have
spread of accepted solutions, and in bringing the best soluessentially stopped overfitting the noisy data.
tion closer to the true profile. There is further improvement The depth of the well-mixed layer was estimated as part of
to the best solution by adding HFC-134a (Subset Four), buthe inversion. Wher°N, was used for calibration the es-
little further improvement beyond this up to the ten tracers,timated well-mixed layer depth for the best solution was al-
other than some reduction in spread below 70 m from Sub-ways close to the true value of 3.66 m with a clear increase in
set Five to Ten (we will see later that this is mostly due to ®5 moving away from this value. In a calibration calculation
adding1“CQy). It is encouraging that in this simplest case without31°N, but with the other nine tracers, the well-mixed
with uncorrelated errors, we can reconstruct diffusivity well layer was not quite as well resolved.
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Fig. 4. Range of concentration for all 10 tracers, for all accepted solutidns< 1.08) with Synthetic A observations, with each tracer

used for calibration on its own and Subset Ten described earlier. Each panel shows the range calculated for one tracer, and each line in the
panel corresponds to a different tracer (or Subset Ten) used for calibration. To the right of each panel, the cross symholshice stz

standard deviation of the error applied to the observations of that tracer).

We also tested calibration of diffusivity and the well- the mismatch comes from not fittiri'ngOz, CO, and CH,
mixed layer depth with each of the ten tracers taken sepain the lock-in zone, as well a&"°N,). CO, provided a very
rately. Figure4 shows the range (i.e. maximum minus mini- good constraint throughout the whole firn. HFC-134a and
mum) of accepted concentration profil@sa( < 1.08) for all Sk provided good constraints on the other tracers through
ten tracers when only one tracer was used for calibration (i.emost of the firn (to around 62 m), but weak constraints be-
this corresponds to the difference between the black dottedbw this where concentrations are small. With little variation
lines in earlier plots). To the right of each panel, the crosswith depth above 60 m the CFCs do not provide strong con-
symbol shows twice the standard deviation of the error ap-straints for the tracers with rapid atmospheric growth rates.
plied to observations of each traces{2for comparison with  Constraining diffusivity with either Ckl or 14CO, gave a
the full range of accepted solutions. large spread in the other tracers above 60 m, but small spread

By far the best constraint above 60 m was provided bybelow this, and in fact calibrating with justCO, gave the
CH3CCls, as indicated by both the small spread in the othersmallest spread for all tracers below 70 m. On its OSMAN-
tracers and the good fit of the best solution to all tracershas the weakest constraint on diffusivity and therefore leads
(®a = 1.59 andda; = 1.32, where a significant fraction of to the largest spread in the other nine tracers, and its best case
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has a poor fit to the other tracers. In additi&t’N, is poorly for comparison between firn models and use in inversions for
constrained by the other tracers. This is as expected®hs atmospheric historiesRommelaere et al1997 Trudinger

is not very sensitive to molecular diffusion, but is strongly af- et al, 2002. We quantify the width of the age distribution
fected by convective mixing near the surface, unlike the othemwith the spectral widthA, defined as

tracers.

Comparison of the Synthetic A data error (shown by the 1 *®
crosses) with the spread of that tracer for each case indicatesz(z) =5 / (t— F)ZG(z, 1)dr 3)
whether Synthetic A observations of that tracer are likely to b
be constraining, and leads to similar conclusions as those just
discussed. For example, the range'f€0; in the lock-in  wherer is time, z is depth and” is the mean of the age dis-
zone for most cases in Fidi is larger than the data error tribution, G (Hall and Plumb1994 Trudinger et al.2002.
for 14CO,, suggesting that Synthetic A lock-in zone obser- The spectral width for an asymmetric distribution is analo-
vations of'*CO, are useful. In contrast, the spreadf€0,  gous to the standard deviation of a normal distribution.
above 60 m is less than the data error, suggesting #a4d, Figure5a and b show the variation with depth of the range
is not so useful there, as we have already seen. in the spectral width of C®age distributions, calculated us-

In summary, CHCCI3, HFC-134a, SFand CQ stand out  ing representative solutions obtained by calibrating to subsets
in the Synthetic A calculations as important above the lock-of Synthetic A observations, for two different thresholds for
in zone, and tracers that have been in the atmosphere longdr (1.08 and 1.25). The range is calculated from our ensem-
like CH4, CO» and especially*CO, with its variation due to  ble of 20 representative solutions, which we use to represent
the bomb pulse are important in the lock-in zone. These twathe full range of diffusivity solutions (recall that they were
groups of tracers contain complementary information, and aselected to cover roughly the same diffusivity range as the
least one representative from each group would be needed foll set of solutions). The cases shown are the five Subsets in
constrain diffusivity over the full range, with the best of each Table2 plus the case calibrating to GBCl3 alone, and the
group being CHCClz and*CO, respectivelys®Ny is also  case with§1°N,, CH3CClz and 1“CO, (our minimum sub-
useful to constrain the convective zone. Based on their atmoset defined above). Note that although we consider only age
spheric histories alone, we could identify a minimum subsetdistributions for CQ, they are not at all affected by the atmo-
of tracers to constrain NEEM diffusivity as GBCls, 1*CO, spheric history of CQ, instead they are only affected by the
and§1°N,, although with only three tracers, overfitting the firn diffusion processes for COand therefore characterise
noise in the data may be a problem. the firn transport processes well for all tracers.

Witrant et al.(2012 calibrated their firn model with the In Fig. 5a and b we see that going from Subset Two to
same tracers taken one at a time but using real NEEM obThree greatly reduces the spread in the calculated age distri-
servations and uncertainties, as well as leaving one tracer oddutions above 60 m, with a small further improvement going
at a time from the full set. Like us, they noted the value of from Subset Three to Four, but little reduction beyond this
CH4 and*COy in the lock-in zone, and the lack of con- for most of the firn. Below 70 m, Subset Ten is significantly
straint from CFC-11 and CFC-113 in the upper firn due to better than the other (original) Subsets, because it is the only
their small variation of concentration with depth. However, subset that include¥'CO,, the best parameter to constrain
when we calibrated to synthetic GBCI; our best solution  the diffusivity in that depth range. We also saw these fea-
gave a good fit to the other tracers above 60m, but the case itures in the diffusivity profiles (Fig3). In addition, between
Witrant et al.(2012 calibrating to real CHCCIz did notgive ~ 10m and 65 m, ChEICCl; alone constrains the age distribu-

a good fit to tracers such as HFC-134a, SF6 and the CFCdion roughly as well as all ten tracers with the Synthetic A
In their case, calibrating with real HFC-134a data did not observations, but below 65m the spread is large, and below
fit SFs well, unlike our synthetic case. The differences be- 70m it is the worst of these cases. Combining the three trac-
tween the synthetic and real cases are expected to be due &ws CHCCls, 1*CO, ands1°N, results in a very low spread
greater errors or inconsistencies in the firn model, data or atef solutions throughout the firn, sometimes lower than for
mospheric histories in the real case, and more detailed comSubset Ten in the deep firn, presumably because these three
parison of a real and synthetic case, ideally with the samdracers give more equal weight to tracers with information
firn model, would be needed to understand the differencegontent above and below the lock-in zone than Subset Ten.
properly. Based on this comparison, our synthetic calcula{Subset Ten has many more tracers with information con-
tions show where we can make the most improvement to outent mainly above 70 m, so with the sanbethreshold used
calibrations — e.g. CkCCl3 has the potential to provide a for both cases, the GA can find solutions with Subset Ten
very strong constraint on firn diffusivity if we can reduce the that relax the fit to the couple of tracers with variation below
errors and inconsistencies associated with real data. 70m and still haved below the threshold.) The features

The diffusivity profile is a model-dependent quantity and are generally similar for these two choices of threshold. In-
of secondary importance compared to the age distributiorcreasing the threshold tends to increase the spread most in
which characterizes the firn air transport, and is more usefutegions/tracers with unique information.
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It is very important to remember that the Synthetic A data
has small, Gaussian errors that are the same for all tracers
relative to their overall range of variation in the firn. These
calculations tell us about the information content of the trac-
ers due to their atmospheric histories largely without con-
sideration of data errors that would be likely to be found in
a realistic case. Nonetheless, they have been useful to allow
us to explore our method and learn about the principles for
selecting the best tracers based on their atmospheric history.

We also consider a couple of calculations with the Syn-
thetic B case that has the same true diffusivity as Synthetic
A but more complicated data errors. Synthetic B data and
results are described in more detail in the Supplement. With
a lowest value ofbg of 0.8 for Subset Ten, we consider solu-
tions with ®g up to the 68 % confidence level of 0.84 as well
as an alternative threshold of 1.0 for all Synthetic B subsets.
Figure 5¢c shows the range in the spectral width of the age
distribution with depth for solutions witkbg < 0.84 in the
original five Subsets.

Compared to Synthetic A, the results for Synthetic B are
further from the true solution, and the spread in diffusivity
for the range of accepted solutions is significantly greater
(from comparing Fig.3 with Fig. S3 in the Supplement).
None of the Subsets using Synthetic B observations is closer
to the true solution than Subset Three with Synthetic A ob-
servations and uncertainties. This is not surprising, because
of the larger and more complicated (non-Gaussian) errors in
the Synthetic B observations. Despite the results being worse
than for Synthetic A, we do manage to reconstruct the diffu-
sivity profile reasonably well for four or more tracers. Com-
pared to Subset Five, Subset Ten has an improvement in the
best solution in the deep firn as well as a reduction in the
spread of accepted solutions in this region. Overall, the vari-
ation in the best solution and spread of solutions for Syn-
thetic B subsets is quite similar to those for Synthetic A.

For Synthetic B, the true diffusivity givedg of 0.81, and
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the best cases have valuesdj for fitted observations be- . L . .
2 Fig. 5. (a) Depth variation of the range in spectral width of

tween 0.62 and 0.8, with only Subsefc Ten havihg near the CQ age distribution for Synthetic A representative solu-
the true value of 0.81. In both Synthetic A and B, the mOdeItions with @5 < 1.08. Cases shown are Subsets Two to Ten, cal-
fits the data better than the true values for small numbers ofyration with CHCCls alone (denoted “MC” for methy! chloro-
tracers. Overfitting of the data is more of a problem for Syn-form), and calibration with CHCCls, 14C0O, ands15N, (denoted
thetic B than A, as expected, indicated by the lower values ofmc,14c 15N"). Line colours are indicated to the riglth) Same as

@ relative to® for the true solution. We needed five tracers in (a) but for ®a < 1.25.(c) Range in spectral width versus depth
to avoid it with Synthetic A but at least six and possibly up for Synthetic B representative solutions witly < 0.84 in Subsets

to ten tracers for Synthetic B (noting that we did not have Two to Ten, with line colours as ia). (d) Range in spectral width
Subsets with six to nine tracers). versus depth for NEEM representative solutions with < 0.78

in Subsets Two to Ten, with line colours as (#@). () Range in
spectral width versus depth for NEEM representative solutions with
@y < 0.78 for Subset Ten, case TenEddy and case TenEddy exclud-

. . ing observations corresponding to emissions based histories (de-
We now look at the results using the real observations from, 5. 4 “NOEBH"), and withby < 0.82 for case TenEddy excluding

the NEEM intercomparison bBuizert et al (20129, withthe 55,4t half of the measurement depths (denoted “RedRes”). Filled
original five subsets of tracers as used for the synthetic obzircles indicate the measurement depths retained, and open circles
servations. Tabld shows the weighted RMS mismatch from indicate the depths discarded, in case RedRes. Line colours are in-
NEEM observationspy. All five Subsets used a well-mixed dicated to the right.

layer for convective mixing near the surface. We also tried

3.2 NEEM
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Table 4. Weighted RMS mismatch of calculated concentrations for through the lock-in zone, at a rate of about 0.0004 %m
each tracer from the NEEM observatiords\() for the best solution  which is as consistent with the observations as constant lev-
from each of the five Subsets in Talliplus Subset Ten with expo-  els, To allow comparison of our results with those from other
nential eddy diffusion (denoted TenEddy), Subset Ten with relativeirn models inBuizert et al(2012), we include in our Supple-

diffusion coefficients estimated (TenDC) and TenEddy with relative ment the equivalent model results files as in the Supplement
diffusion coefficients estimated (TenDCEddy). of Buizert et al(2012.

Figure 7 shows half the range of accepted solutions for

Two Three Four Five Ten TenEddy NEEM case TenEddy for three differedy thresholds (0.78,

CO, 137 104 0.86 0.90 0.72 0.76 0.8 and 0.92), as well as the observation uncertaintie3 (1

CHy 046 050 056 067 065 0.61 and the mismatch between our best solution and the observa-
Sks 069 043 045 051 061 0.56 tions. In most cases the model-data mismatch is less than the
CFC-11 094 095 096 1.01095 094 measurement uncertainty. The spread for the lower threshold

CFC-12 092 1.06 1.02 1.150.85 0.85
CFC-113 0.70 071 0.67 0.760.53 0.55
HFC-134a 144 133 1.01 093 0.95 0.95
CHsCCl3 131 111 0.95 058 0.74 0.77
l4co, 091 0.83 0.80 1.050.72 0.66

(based on the 68% confidence level) is generally about the
same as or less than the observation uncertainties. In some
cases the spread of solutions is significantly less than the ob-
servation uncertainties, such €0, and CH, above 60 m

515N, 062 063 064 065 064 0.60 and the CFCs above 40 m. The lower threshold &gy is
probably the most appropriate choice if we wish to fit to

All 098 089 081 084 075  0.74 the observations as well as suggested by the uncertainties.

Fitted 055 053 067 066 075 074 However we might choose to use a higher threshold to al-

low for greater uncertainty due to model error or unknown
processes. The spread for the highest threshold is sometimes

Subset Ten with exponentially-decreasing eddy diffusion forsignificantly higher than the observation uncertainties.
convective mixing (denoted TenEddy) instead of the well- Figure5d shows the variation with depth in the spectral
mixed layer, and achievedy that was lower by less than width range from the representative solutions, for the five
0.01 than the well-mixed layer case. Subsets of NEEM observations. Compared to Subset Two,

We find a significant range (mostly around 0.1-0.2) in the Subset Three constrains the spectral width much better above
values ofdy for individual tracers when we compare solu- the lock-in depth, but worse below it (using the same thresh-
tions with total ®y very close to the best solution (within old for both Subsets, Subset Three can fit thg 8lfserva-
0.02), in each of the Ten and TenEddy cases. This is due ttions well within the uncertainties through the diffusive part
equifinality, and means that the differences in the fit to indi- of the firn leaving scope for larger misfit in the lock-in zone).
vidual tracers in Tabld between cases Ten and TenEddy are The range in spectral widths for the NEEM observations is
not important. If we wished to draw conclusions about thea bit larger than for the Synthetic B observations due to the
two different ways of modelling convective mixing, it would larger observation uncertainties.
be important to consider a range of solutions that fit the ob- In Fig. 5e we compare the spread in spectral width for
servations well and not just the single best solution. case Ten and TenEddy. The spread in TenEddy is larger than

The depth of the well-mixed layer was estimated as partTen below 65 m. This would be offset to some extent by the
of the inversion, and was always well resolved with a clearsmaller spread around 5-20m. We also show a case (de-
minimum in &y when§1°N, was used for calibration, but noted “NoEBH?”) that is similar to case TenEddy but it ex-
was hot resolved at all within the prior range of 2 to 5m in cludes firn observations corresponding to atmospheric his-
a calibration that included all tracers excéptN>. We saw  tories based on emissions estimates (here we excluge SF
this to a lesser extent with the Synthetic A calculations, butCH3CCl; and the CFCs below 68 m). Both cases are for
the difference is much more dramatic with the real case. @\ < 0.78 which corresponds to the 68% confidence level

The diffusivity and concentration profiles for TenEddy are in both cases. We see an increase in the spread below 65m
shown in Fig.6, with solutions up tody = 0.78 (the 68%  due to leaving out the observations. We also show a case (de-
confidence interval) and an alternative thresholddgf = noted “RedRes”, for Reduced Resolution) that uses only 10
0.92 (the range fronBuizert et al.(2012 corresponding to  observations of each tracer, to test the effect of the depth res-
a confidence level of almost 100 %). With a best value ofolution of reference tracers. The open circles at the top of
®N = 0.74 for NEEM TenEddy, our results are now much Fig. 5e show the observation depths that were not used, and
better than the case with the CSIRO model showBuizert  the filled circles show the observations depths that were used.
et al.(2012 that omitted the upward flux of air due to com- We left out observations at roughly every second measure-
pression of firn channels and hég, = 0.92. Like the other  ment depth, but discarded an extra depth in the upper firn and
models inBuizert et al(2012), we have diffusion (in our case retained an extra depth through the region 65-70m around
itis molecular) of around 0.1 fiyr—! below the lock-in depth  the peak in**CO,. We show the range faby < 0.82 which
of around 63 m. Our modelle$t®N, increases very slightly —corresponds to the 68 % confidence level for the observations
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Fig. 6. CO, diffusivity and concentration profiles from calibration with all ten NEEM reference tracers Boirert et al.(2012, with
convective mixing modelled by exponentially-decreasing eddy diffusion (TenEddy). Results &g fo10.78 except for the blue dashed
lines which are fodp < 0.92.

retained @ increases for the same confidence level due tosentative diffusivity profiles to see how much the modelled
the smaller number of observations). The spread in spectratoncentration profiles vary. We tried this for GQhich in-
width is a bit larger between 25-40 m and below 65 m thancreases in the atmosphere from about 1920 until 1990 fol-
case TenEddy, although it seems that most of the increase ilowed by a decrease), HCFC-142b (gradually increases from
spread is due to the highéry rather than the diffusivity not the early 1970s followed by a much more rapid increase
being as well constrained. from around 1990) and HFC-43-10mee (rapid increase from
We can get an indication of how useful additional tracers2002). Here we are not using firn measurements of these trac-
would be for constraining diffusivity at NEEM by running ers, but instead using the spread in the calculated concentra-
the model in a forward sense with our ensemble of repretion depth profiles to suggest whether tracers such as these
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Fig. 7. For each tracer, the solid lines show half the range of all accepted solution®pyith0.78 (black),®y < 0.8 (blue) anddy < 0.92
(red) for the case NEEM TenEddy. Filled circles show the observation uncertaiafe®(il open diamonds show the absolute value of the
mismatch between our best solution and the observations.

would be useful for calibration if they were measured accu-per firn (relative to its overall range), and a significant spread
rately enough in the firn and we knew their atmospheric his-in representative solutions around 20 m. It is unlike the trac-
tories well enough. Atmospheric histories, firn depth profilesers we used for calibration, and probably contains unique in-
calculated with diffusivity from NEEM case TenEddy for formation, implying that a tracer with an atmospheric history
@\ < 0.78 and half the spread for this threshold are shown inlike this would be worth including for calibration. The value
Fig. 8. CCly does not have much variation with depth above of any tracer depends on how accurately it can be measured
60 m, and little spread in the representative solutions, sugand how certain its atmospheric history is, and these uncer-
gesting that it may not add significant new information be- tainties would need to be less than the range shown in the
yond what we already have from the ten tracers (apart fronthird column for the tracers to be valuable as additional ref-
the degree to which additional observations with independenerence tracers. This type of test is also relevant for predicting
errors reduce the possibility of fitting to the noise). HCFC- how accurately an unknown tracer would be reconstructed,
142b has a depth profile similar to HFC-134a, and a similarassuming we know approximately how it has changed in the
amount of spread in representative solutions, so this traceatmosphere (perhaps from emissions estimates). From these
looks like it contains useful, but not unique, information. calculations, we see that the uncertainty in the firn model (as
HFC-43-10mee has a large concentration gradient in the up-
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Fig. 8. The left column shows Northern Hemisphere atmospheric histories qf, BCIFC-142b and HFC-43-10mee (GGtom Martinerie

et al.(2009 and HCFC-142b and HFC-43-10mee are Representative Concentration Patkemghéusen et al2011) with the RCP3-PD

(2.6) from the IMAGE model after 2005). The middle column shows modelled firn profiles at NEEM for these tracers, where the black
lines show the best case and the blue lines show 19 representative solutidrng f00.78. The right column shows half the spread of
representative solutions for this threshold.

it has been calibrated for NEEM) is likely to be less for gCl 3.4 DSSW20K
than for the other two tracers.

3.3 DEO08-2 For DSSW20K, we calibrated the firn model with a well-

. h its for th f' he | | mixed layer for convective mixing near the surface and this
Figure9 shows results for the DEO8-2 fim. The lowest value o, o 5 hest value dhy = 1.12. We also calibrated the model

of ¢D_ that the ,GA finds for these observatlon§ is0.64, a““! WEWith exponentially-decreasing eddy diffusion for convective
consider solutions up tp = 0‘8. corre_spondmg to a confi- mixing near the surface, and this case gave a better fit to the
dence level of 68%. The solution with the loweBp has  jcarvations withdy = 0.92. However the exponentially-
diffusion reducgd by 89% across the melt Iaye_r._ MO,St Ofdecreasing eddy diffusion profiles preferred by the model
the representative solutions have reduction of mixing in the;o 4 o significant eddy diffusion extending throughout the
range 85-92%, however there are two solutions with reducs;., and into the lock-in zone (this was not the case for
tion around 50 %. . . NEEM, and could be due to either the shorter firn column
The DE08-2 lock-in depth is around 73m based on the,: hgg\w20K or because eddy diffusion in the lock-in zone
change in slope of the concentration measurements, and o, e the fit to observations). As it had not been our in-
molecular @ffuspn extends well below this depth..We ,havetention for eddy diffusion to extend into the lock-in zone, we
some solutions witibp < 0.8 that have molecular diffusion 55, trieq  third case where we recalibrated using the same
of around 1.0ryr~* for a significant part of the lock-in form for exponentially-decreasing eddy diffusion above 20 m
zone. L but with linear extrapolation of eddy diffusion to zero be-
There are strong similarities in the structure of our besttWeen 20 and 30 m. This achieverly = 0.99, not as good
case dn‘fusmt‘y for DE08-2 and the d_n‘fusmty estlmate_d for as the original eddy case, but still better than the well-mixed
DE_OS.' 2 by.W|trant et al.(2019, particularly the step-ll!<e layer case. This is an interesting result, in terms of recent dis-
varlat|on with pIatgaus at falround S0m gnd 73m. Th's IS de'cussion about the possibility of dispersion in the lock-in zone
spite the use of different firn models, different functions for (see Supplement for further detail). The two cases without
diffusivity (including the fact that we use a melt layer and eddy diffusion in the lock-in zone had molecular diffusion
t_hey do noy) and different palibration o_bservations (in addi'extending into the lock-in zone. The most noticeable differ-
tion thSCQ and Ch used in both studies, we usétCO, ence between the cases is that with eddy diffusion extending
andé™N and they used CFC-11 and CFC-12). into the lock-in zone there is a better fit to the peaki@ 0,
than for the other cases, although none of them manage to
fit the measured*CO, at 47 m. We use the third case (with
eddy diffusion forced to zero by 30 m) as our preferred case
for DSSW20K, and this is shown in Fid.0. We consider
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Fig. 9. Diffusivity and tracers at DE08-2 fobp < 0.8.

solutions withd®y up to 1.17 corresponding to a confidence above the lock-in zone, would most likely reduce the uncer-
level of 68 %. tainty in diffusion in that region.

In Trudinger et al.(2002 and also here, modelled GO In the Supplement we look in detail at dispersion in the

at the bottom of the firn is lower than observed, and ourlock-in zone, and calculate the spread in isotopic fractiona-
best case does not match tH€O, peak particularly well.  tion of $13CO, for the three DSSW20K cases discussed here
In Sturrock et al(2002 we had a discrepancy between the plus two cases with dispersion in the lock-in zone.
DSSW20K firn measurements of CFC-113, CFC-115 and
halons H-1211 and H-1301 dated with the old CSIRO firn 3.5 South Pole
model and the atmospheric record from the Cape Grim Air __
Archive. We find that this discrepancy has disappeared with '9uré 11 shows results from South Pole 1995. The best
the new version of the CSIRO firn model and our best set®s9s obtained was 0.92, and we consider solutions up to
of diffusivity parameters for DSSW20K, most likely because $s95 = 1.0 which corresponds to a confidence level of 68 %.
we are now including the upward flow of air due to compres- We currently do not include thermal diffusiorsgvering-

sion. The values ofy that we use here differ from the values Naus etlgl.ZOOJ) in the CSIRO firn model, so have ex-
used inSturrock et al(2002, but the difference is too small cludeds~>N2 observations near the surface that are affected

to explain the discrepancy. by thermal diffusion at this site (the other sites we model

Between about 30-38 m, there is greater spread in the cafave much less effect from thermal diffusion). Even with-
culated concentrations of many of the tracers than in othePUt Using the measurements of SEEFCs, and CHCCl3
parts of the fim. This is most likely a consequence of the gagom the lower fim for calibration, the spread of represen-

of more than 10 m between sampling depths for most traclative solutions for these tracers is quite small, and in good
ers. Although this region is above the lock-in depth of 43m agreement with the observations. These observations could

the diffusivity decreases by at least a factor of 10 over thisP® used with increased uncertainties, however any errors are
depth range. The sampling depths at DSSW20K were cholikely to have systematic rather than random vangnon with
sen to give priority to measurements in the lock-in zone, tod€Pth, and could also be correlated between species.
provide most samples of the oldest air while still giving some _ F19ure 12 shows results from South Pole 2001. Our best
samples through the diffusive part of the firn to constrain dif- $s011S 1.24. We consider solutions up @so; = 1.38 cor-
fusion there. More sampling depths, particularly in the 10 m"€SPonding to a confidence level of 68 %.
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Fig. 10. Diffusivity and tracers at DSSW20K fabyy < 1.17. This case has exponentially-decreasing eddy diffusion for convective mixing
near the surface until 30 m then linear decrease to zero. Solid circles show observations used for calibration, open circles show additional
measurements that were not used for calibration.

3.6 Comparison of sites so we have calculated the age distribution in trapped air for
DEO08-2.

In Fig. 13we show CQ age distributions and spectral width  Although we treat South Pole 1995 and 2001 as separate

variation with depth for NEEM, DE08-2, DSSW20K, South sites, most of the difference between their age distributions

Pole 1995 and South Pole 2001. The ranges for all sites cofin Fig. 13 is probably due to calibrating with different trac-

respond to a 68 % confidence level (i.e:)1The age distri-  ers. The age distribution above 50m is more tightly con-

butions for all sites correspond to depths (indicated on thestrained for South Pole 1995 than South Pole 2001, presum-

plots) where C@ has a mean age of about 1940. The DEO8- ably because of the extra tracers at South Pole 1995. South
2 firn only contains air with C@ age back to about 1978,
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Fig. 11. Diffusivity and tracers at South Pole 1995 fdggs < 1.09. Solid circles show observations used for calibration, open circles show
additional measurements that were not used for calibration.

Pole 1995 has a wider range of uncertainty below 115 m tharof 18.1yr and a & range of 17.2-18.2yr). The uncertainty
South Pole 2001, but the two sites have used similar mearange shown for DEO8-2 is due only to our representative dif-
surements in this region, so the reason for the difference idusivity profiles, and does not include uncertainty in bubble
not clear. trapping due to uncertainty in the closed porosity profile or
DSSW?20K has a large range in the spectral width at 52 mother factors influencing trapping. Tests with a range of al-
The representative solution with the narrowest age spreaternative open porosity profiles to include this contribution
is the solution with the highest peak #iCO; in Fig. 10. to the uncertainty in trapping, where we retune diffusivity
This solution fits most observations well, but is significantly as a function of open porosity to match observations in each
higher than the measuréfiCO, at 47 m, which none of the case, showed a greater range for the spectral width, as ex-
solutions we have found fit well. The DSSW20K case we pected. However, the total range is still below all estimates
are showing here has only molecular diffusion in the lock- for the other sites apart from DSSW20K. Due to the high ac-
in zone, and the spread of spectral width may increase if weeumulation rate at DE08-2, bubble trapping doesn't increase
included solutions with eddy diffusion in the lock-in zone.  the spectral width for trapped air significantly beyond what
Of the sites we have modelled, DE08-2 ice has the narrow-already occurs in the firn, leaving DE08-2 with probably the
est age spread at 1940 (with a best estimate of the spectralarrowest spectral width of the sites we consider.
width of 4.5yr and a & range of 4.4 to 4.7 yr), followed by Modelled CQ at NEEM, DSSW20K and DE08-2 deep
DSSW20K firn (6.0 yr with a & range of 3.6-6.9yr), NEEM in the firn is lower than measured. It has been known for
firn (10.8 yr with a & range of 9.6-11.3 yr) then South Pole some time that northern hemisphere Q®ay be influenced
firn (the 1995 site has a best estimate of 16.0yr withra 1 by in situ production Anklin et al,, 1995, however this was
range of 15.7-18.9yr and the 2001 site has a best estimateot expected for Antarctic sites. This needs further work to
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Fig. 12.Diffusivity and tracers at South Pole 2001 fdgg1 < 1.38. Solid circles show observations used for calibration, open circles show
additional measurements that were not used for calibration.

understand, and the isotopes of £@ay help. We have not ing diffusivity in this region. Similarly, tracers with most
included any contribution td“CO, from 4C produced in  variation in the lock-in zone, liké*CO, (at NEEM), CG

situ in the ice matrix by cosmic rays being released fromand CH,, constrain diffusion most there. Tracers with con-
the ice matrix to firn air $mith et al, 2000. This process stant concentration over parts of the firn are not so useful in
is currently very uncertain. The reasonable agreement outhose regions (such as Glthrough the diffusive part). These
modelled*CO, profiles show with the measurements sug- conclusions do not account for data errors, and the larger the
gest that in situ production does not have a large influenceerror is for a particular tracer, the less useful it becomes, par-
However, it could still contribute to the observed variation, ticularly if the noise is correlated.

so firn model calibration usinfCO, might be improved by Using a larger number of tracers does constrain diffusiv-
better understanding of this process. ity more tightly. In terms of the signal, it appears that three

In the Supplement, we calibrated the relative diffusion carefully chosen tracers will do nearly as well as ten trac-
coefficientsyy in addition to the other diffusivity param- ers in constraining (only) molecular diffusivity if the noise is
eters, for both synthetic datasets and NEEM, DEO08-2 andsmall and Gaussian, and if we assume a monotonic diffusiv-
DSSW20K. In the synthetic calculations we do reasonablyity. Small improvements may occur with each different tracer
well with Synthetic A, but have serious concerns with Syn- that is added. We can quantify how much additional con-
thetic B which leads us to be cautious of the results for thestraint, and for which regions of the firn, is provided by each
real observations. While uncertainties existyin, the best  extra tracer by comparing the spread of solutions with and
approach is probably to use the best independent estimatesithout the extra tracers. However, when we allow for eddy
for yx, but to include some representative solutions with dif- diffusion, more tracers covering a range)gf are needed to
ferent values of/x to account for this uncertainty. distinguish between molecular and eddy diffusion.

We have applied our model and calibration technique to In terms of the noise, obviously the larger the noise the
several sites with quite different properties and tracers availmore it will overwhelm the signal, and systematic errors are
able for calibration. All sites that we modelled required somemore difficult to deal with than random errors. In the syn-
diffusion in the lock-in zone. thetic calculations, we chose data errors to be proportional
to the range of concentrations covered by the firn measure-
ments. Actual data errors will vary widely relative to this
range, and this will affect which tracers have more infor-
mation on firn processes. Overfitting noisy data was a prob-

We have seen that some tracers constrain diffusivity morde™ for up to three tracers with a small amount of normally-

than others. In particular, tracers with more variation throughdis’_tribUted noise,_ and_ more of a probl_em with systematic
the diffusive part of the firn, like CECCls, HFC-134a, SE NOise. If systematic noise is related for different tracers, over-

and HFC-43-10mee at NEEM, are most useful for constrain-itting the data will be harder to avoid.

4 Discussion
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Fig. 13.Plots on the left show C&age distributions for NEEM, DE08-2, DSSW20K, South Pole 1995 and South Pole 2001 corresponding

to CO, mean ages of 1940. The black lines show the best solution in each case (corresponding to the case with closest match to the
reference tracers), and the blue lines show results from 19 representative solutions with diffusivity and other model parameters within the
68 % confidence interval for each site. Plots on the right show variation with depth of the spectral width of:tlage&istributionsA.

The black solid lines are the best case and the dotted lines show the upper and lower ranges of estimates from the 19 representative solutior
corresponding to confidence intervals of 68 %. The age distribution for DE08-2 is for air trapped in bubbles in ice at 128 m, and the spectral
width plot shows values for the firn to 85 m then ice below this. All other cases are for firn air only.

What matters for a particular site is the timing of features The fact that the range of solutions is greater for tracers
in the atmospheric records relative to the range of air agesvith unique information implies that it may be worth look-
in the firn column at the sampling date, so the relative valueing more closely at the weights of different observations, so
of different tracers is expected to vary for different sites andthat independent pieces of information are considered more
drilling dates. For example, the bomb pulseficO, and  equally, rather than simply using the observation uncertain-
peak in CHCCl3 can be very useful signals, but that dependsties. This is an issue because the cost function treats all obser-
on where they are in the firn, such as in firn air above or be-vations as independent, but model errors for tracers with sim-
low the lock-in depth, or in ice bubbles. At some time in ilar histories would be correlated (e.g. as the CFCs have sim-
the future, the peak in G4€Clz will move into the lock-in ilar histories, the impact of higher diffusivity in a region of
zone for some sites, so will then provide a useful tracer tothe firn will be similar). We might wish to downweight trac-
constrain lock-in zone diffusion. It will eventually move into ers with similar histories (e.g. CFCs) relative to tracers with
trapped bubbles in ice, where it might be useful to help con-unique information (e.g**CQy), to reflect this model error
strain trapping in addition to firn diffusion. Tracers that have correlation. In our NEEM calculations, we had many tracers
been useful in the past for constraining firn diffusivity may with significant information through the diffusive region, but
not be as useful in the future, but the principles for choosingonly 3 tracers with significant information through the lock-
tracers will remain the same. in zone (CQ, CHs and“C0,), and we saw greater spread in

these tracers in cases where all ten tracers were used. A more
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equal weighting between different types of tracers might im-tribution at 78 m inBuizert et al.(2012 was 8.3-12.5yr,
prove the calculation. compared to the range we obtain at the same depth (with
Based on our study, the recommendation for future firn®y < 0.92) of 8.4-12.8 yr (without dispersiorBuizert et al.
campaigns would be to give priority to tracers that have most(2012 calculated a range in their Diagnostic 1 (the diagnos-
variation with depth (relative to their uncertainties) in differ- tic that quantifies isotopic fractionation) for the six models
ent parts of the firns®N, is useful for constraining param- of about 0.04 %o at 70m and 0.05%. at 80 m. Our NEEM
eters related to convective mixing, and gEClz and4CO, TenEddy range for this diagnostic was about 0.025 %o at 70 m
have been particularly useful at NEEM for the diffusive, and and 0.04 %, at 80 m. Our range is smaller than the range
lock-in zones, respectively. The more tracers that can be medn Buizert et al.(2012), but still significant considering our
sured, and with good characterisation of their uncertaintiescases had no dispersion in the lock-in zone Boitert et al.
the less chance there will be of overfitting noise. There is(2012 attributed the range in Diagnostic 1 to the different
value in making as many measurements as possible throughays lock-in zone diffusion was parameterised in the mod-
the firn column, with particular emphasis on the lock-in zoneels.
and the 10 m or so above the lock-in depth where diffusivity The uncertainty ranges from our study aBdizert et al.
changes rapidly with depth. (2012 are both important, but not independent. If we include
We modelled convective mixing near the surface at NEEMthe equifinality due to uncertain processes like dispersion in
and DSSW20K in two different ways — with a well- one firn model it should cover some of the range covered by
mixed layer and exponentially-decreasing eddy diffusion.different models, but there may still be other differences be-
For NEEM, the overall fit to calibration observations was tween models that will not be captured with one model alone.
very similar (difference ind of less than 0.01), whereas for Part of the difference between the model<Binizert et al.
DSSW20K the difference was greater, with the exponential(2012 will be due to the fact that a single solution from each
eddy diffusion form always slightly better. Cases using eachmodel was compared, whereas we would expect that there
of these forms could be included in a representative set ofvill be multiple solutions that fit the observations almost as
diffusivity parameters. well as the best cases, as we have found here, and these will
Most of our calculations involved estimating only molec- probably have overlapping ranges to some extent. However,
ular diffusivity and a depth for the well-mixed layer. In this both this work and th8uizert et al.(2012 model intercom-
case we found that the uncertainty due to data uncertaintieparison suggest that the use of a single calculation from one
was more important than equifinality beyond a few carefully firn model for reconstruction of atmospheric records is not
selected tracers (as long as we allow only monotonic dif-adequate to capture the uncertainty in model outputs caused
fusivity profiles). However, when we added additional pro- by parameter equifinality and uncertainty in firn processes.
cesses such as dispersion in an attempt to take account of
uncertainties in model structure, equifinality became more
important. In that case, different types of tracers might be5 Summary and conclusions
needed to reduce the equifinality (e.g. isotopic ratios might
be the best way to learn about dispersion in the lock-in zone)We have developed a new version of the CSIRO firn model
How important the uncertainties are depends on what weand used it to test how well different tracers constrain the firn
are doing with the model. Reconstructing the atmospheridiffusivity profile, one of the most important and uncertain
history of a tracer that has a similar history to a tracer usedf the required model inputs. Our method for reconstructing
for calibration would be expected to have a small uncertaintythe profile of molecular diffusivity in firn based on the ge-
In contrast, an estimate of the diffusive fractionation affect- netic algorithm and monotonic splines was successful in two
ing isotopic ratios might have large uncertainty (we saw thissynthetic cases with different error characteristics. When cal-
for $13CO, at DSSW20K). As the number of observations in- ibrating the model, we generate an ensemble of representa-
creases, the confidence level associated with a chosen threstive diffusivity parameter sets that all fit the calibration data
old increases, but ifimportant processes are missing from thadequately. This ensemble represents the uncertainty in the
model, we may seriously under-estimate the errors in a modeinodel due to data uncertainty, equifinality and in some cases
prediction. uncertainty in model processes. When we compare solutions
The firn model intercomparison Buizert et al.(2012 that fit the observations almost as well as the best solution,
showed one result each from six different firn models, with we often see significant variation in the fit to individual trac-
some variation in the processes that were included, most ncers due to equifinality, and this should be taken into account
tably dispersion in the lock-in zone. Here we looked at multi- when the results from different firn models or for different
ple solutions compatible with the observations over the samenodel configurations are compared.
range of model-data mismatch with only one firn model. The The best tracers for calibrating molecular diffusivity in firn
range of results we obtained for NEEM case TenEddy forare those with most variation with depth relative to their un-
a similar range ofb was not far from that obtained with the certainties (where their uncertainty includes the uncertainty
six models. The range in spectral width of the £&ge dis- in their atmospheric history). In a synthetic case for NEEM
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