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Abstract. In this study, we investigated the sensitivity of net
radiative fluxes (FNET) at the top of atmosphere (TOA) to
16 selected uncertain parameters mainly related to the cloud
microphysics and aerosol schemes in the Community At-
mosphere Model version 5 (CAM5). We adopted a quasi-
Monte Carlo (QMC) sampling approach to effectively ex-
plore the high-dimensional parameter space. The output re-
sponse variables (e.g., FNET) are simulated using CAM5 for
each parameter set, and then evaluated using the general-
ized linear model analysis. In response to the perturbations
of these 16 parameters, the CAM5-simulated global annual
mean FNET ranges from−9.8 to 3.5 W m−2 compared to
1.9 W m−2 with the default parameter values. Variance-based
sensitivity analysis is conducted to show the relative contri-
butions of individual parameter perturbations to the global
FNET variance. The results indicate that the changes in the
global mean FNET are dominated by changes in net cloud
forcing (CF) within the parameter ranges being investigated.
The threshold size parameter related to auto-conversion of
cloud ice to snow is identified as one of the most influen-
tial parameters for FNET in CAM5 simulations. The strong
heterogeneous geographic distribution of FNET variance
shows that parameters have a clear localized effect over re-
gions where they are acting. However, some parameters also
have non-local impacts on FNET variance. Although exter-
nal factors, such as perturbations of anthropogenic and nat-
ural emissions, largely affect FNET variance at the regional

scale, their impact is weaker than that of model internal pa-
rameters in terms of simulating global mean FNET. The in-
teractions among the 16 selected parameters contribute a rel-
atively small portion to the total FNET variance over most
regions of the globe. This study helps us better understand
the parameter uncertainties in the CAM5 model, and thus
provides information for further calibrating uncertain model
parameters with the largest sensitivity.

1 Introduction

Radiative flux (FNET) at the top of atmosphere (TOA) is im-
portant to the earth climate system and drives surface temper-
ature change (Forster et al., 2007). Changes of earth system
components, such as greenhouse gases, aerosols, clouds, and
land surface properties, can alter the FNET (Anderson et al.,
2010, 2012). These changes are normally expressed in terms
of radiative forcing, an index measuring the alteration of in-
coming and outgoing energy in the earth climate system due
to a given factor as a potential climate change mechanism.
Due to the complexity of the earth atmosphere system, the
quantification of radiative forcing has proven difficult and is
limited by uncertainties (Forster et al., 2007). For example,
the fourth assessment report of the Intergovernmental Panel
on Climate Change (IPCC AR4) documented a total anthro-
pogenic radiative forcing of 1.6 W m−2 with an uncertainty

Published by Copernicus Publications on behalf of the European Geosciences Union.



10970 C. Zhao et al.: A sensitivity study of radiative fluxes at the top of atmosphere

range of 0.6–2.4 W m−2. Quantifying and reducing the un-
certainties of radiative forcing in earth system components is
necessary to improve the projection of future climate change
(Kiehl, 2007).

Clouds and aerosols are two of the most important agents
in the climate system influencing the earth energy balance.
Understanding of the roles of clouds and aerosols in the cli-
mate system has been significantly improved, but they re-
main two of the dominant sources of uncertainty in climate
models (Schwartz, 2004; Collins et al., 2006; Lohmann et
al., 2007; Ramanathan and Carmichael, 2008; Lohmann and
Ferrachat, 2010; Lee et al., 2012). Clouds affect the cli-
mate system by modifying radiation fluxes through the at-
mosphere (Loeb et al., 2009). Aerosols interact with solar ra-
diation through absorption and scattering and to a lesser ex-
tent with terrestrial radiation (Forster et al., 2007). Aerosols
can also serve as cloud condensation nuclei (CCN) and/or
ice nuclei (IN) to influence cloud albedo and lifetime (e.g.,
Lohmann and Feitcher, 2005). Many cloud and aerosol pro-
cesses are complicated, and cloud and aerosol amounts and
properties are extremely heterogeneous (e.g., Zhao et al.,
2013). To date, global climate models cannot fully treat de-
tails of the physical processes governing cloud and aerosol
formation, lifetime, and radiative effects due to insufficient
physical understanding or relatively coarse spatial resolution
(due to computational limitation) that cannot resolve cloud
dynamics. Therefore, global climate models represent these
processes using simplified parameterizations that typically
include empirical parameters with large uncertainties. More-
over, the parameterizations normally vary significantly from
one model to another (Boucher and Lohmann, 1995; Penner
et al., 2006; Ghan and Easter, 2006; Bauer et al., 2008; Fast
et al., 2011). In addition to internal model parameters related
to physical and chemical processes, aerosol radiative forcing
is also sensitive to external factors such as emissions (Den-
tener et al., 2006; Textor et al., 2006). IPCC AR4 reported the
estimated aerosol radiative forcing (including both direct and
first indirect effects) with a wide uncertainty range from−1.8
to −0.1 W m−2. This uncertainty is mainly due to structural
(model-to-model) differences and uncertainties in aerosols.

In the past two decades, most efforts to define model un-
certainty of radiative forcing have focused on multi-model
inter-comparisons (e.g., Penner et al., 2006; Textor et al.,
2006; Quaas et al., 2009). Although this approach provides
useful information about model diversity, it limits the esti-
mation of the parametric sensitivity in the individual models
(Jackson et al., 2004, 2008; Haerter et al., 2009; Lohmann
and Ferrachat, 2010). In this study, we focus on evaluating
the parametric sensitivity related to cloud microphysics and
aerosol processes and emissions of an individual model, the
Community Atmosphere Model version 5 (CAM5). CAM5 is
a community model (Neale et al., 2010) and has been used to
estimate radiative forcing of aerosols and their impact on the
climate system (e.g., Ghan et al., 2012; Liu et al., 2012; Get-
telman et al., 2012; Hurrell et al., 2013). As CAM5 is an im-

portant component of the Community Earth System Model
(CESM), quantifying the sensitivity of simulated FNET in
CAM5 to parametric and emission perturbations will im-
prove our understanding of uncertainty in CESM.

Sensitivity analysis (SA) can quantify model parametric
sensitivity and identify the processes that make the largest
contribution to it. The most widely used SA approach is
to conduct “one-at-a-time” (OAT) sensitivity tests that sys-
tematically investigate departures of model behavior from
the baseline simulation by varying one parameter at a time
(e.g., Gao et al., 1996; Lohmann and Ferrachat, 2010; Li et
al., 2011). Lohmann and Ferrachat (2010) used the OTA SA
method to investigate the impact of important tunable param-
eters associated with ice-cloud optical properties and con-
vective and stratiform clouds on the present-day climate and
aerosol effect in a global climate model. They concluded that
tuning of these parameters has a negligible influence on the
anthropogenic aerosol effect. However, OAT tests can only
test a limited number of parameters at the same time and con-
sider only a small fraction of the total parameter uncertainty
space. They also cannot take parameter interactions into ac-
count (Saltelli and Annonia, 2010). The OAT approach has
been criticized for its failure to explore the full parameter
space for highly nonlinear models (e.g., Bastidas et al., 2006;
Rosero et al., 2010; Lee et al., 2012).

A more comprehensive approach is to populate the sta-
tistical distribution of model outputs by sampling hundreds
or thousands of possible values for each parameter. The SA,
such as analysis of variance and variance decomposition,
then uses the output distributions to understand the con-
tribution of each parameter to the overall variance. Lee et
al. (2012) used the Latin hypercube sampling (LHS) method
and applied a Gaussian process emulation technique in a
global chemical transport model to explore the parameter
space and quantify uncertainty in simulating CCN concen-
trations. They concluded that CCN concentrations in model
simulations are sensitive only to emission parameters in pol-
luted regions but to uncertainties in parameters associated
with model processes in all other regions. In a follow-up
study, Lee et al. (2013) extended the previous work to ex-
amine 28 uncertain model parameters to more fully assess
the magnitude and causes of uncertainty in modeling CCN.

To date, there has been no such comprehensive SA study
on CAM5 parameters related to cloud microphysics and
aerosol to our knowledge. From the limited number of stud-
ies performed to date, it is not clear which parameters as-
sociated with cloud microphysics parameterizations, aerosol
parameterizations, aerosol emissions, or precursor emissions
are most responsible for the uncertainty in the CAM5-
simulated climate variables. In this study, we adopt an SA
framework that integrates an exploratory sampling approach
(quasi-Monte Carlo) and a generalized linear model analy-
sis, in order to evaluate the sensitivity of simulated FNET to
cloud microphysics and aerosol parameters. This paper is or-
ganized as follows. Sections 2 and 3 provide details of the

Atmos. Chem. Phys., 13, 10969–10987, 2013 www.atmos-chem-phys.net/13/10969/2013/



C. Zhao et al.: A sensitivity study of radiative fluxes at the top of atmosphere 10971

CAM5 model configuration and the SA methodology used
in this study. The SA of the CAM5-simulated FNET associ-
ated with cloud microphysics and aerosol parameters is pre-
sented in Sect. 4. The findings are summarized and discussed
in Sect. 5.

2 Methodology

2.1 Model description

The model used in this study is CAM5 (release v5.1.02). De-
tails on CAM5 can be found in Neale et al. (2010); here we
briefly describe the key aerosol and cloud parameterizations
that are relevant to this study. The treatment of aerosols in
CAM5 is described in detail in Liu et al. (2012). The three-
mode version of the modal aerosol scheme (MAM3) used in
this study features Aitken, accumulation, and coarse modes.
Aerosol components are internally mixed in each mode and
the mass and number concentrations in each mode are up-
dated during the simulation. The size distribution of each
mode is assumed to be log-normal and the width (σ ) of the
log-normal distribution is prescribed. Fifteen aerosol species
are transported. The model includes important processes that
influence the aerosol life cycle such as emission, dry and wet
deposition, gas- and aqueous-phase chemistry, nucleation,
coagulation, and condensational growth. The performance of
MAM3 aerosol module in year 2000 simulations of CAM5
has been evaluated by Liu et al. (2012).

The CAM5 model treats physical processes in stratiform
and cumulus clouds in separate parameterizations. Stratiform
cloud macrophysics is described by Gettelman et al. (2010).
In the stratiform cloud microphysics parameterization, mass
and number concentrations of cloud droplets and ice crystals
are predicted, while those of rain and snow are diagnosed
(Morrison and Gettelman, 2008; Gettelman et al., 2008,
2010). Aerosol influence on stratiform cloud microphysics is
based on Abdul-Razzak and Ghan (2000) for the droplet ac-
tivation and on Liu et al. (2007) for ice nucleation. Shallow
cumulus clouds are treated as described in Park and Brether-
ton (2009) while deep convective clouds are parameterized
following Zhang and McFarlane (1995) with the modifica-
tions of Neale et al. (2008). In the version of CAM5 used in
this study, aerosol cannot directly affect cumulus cloud mi-
crophysics but can be scavenged by convective clouds.

The Rapid Radiative Transfer Model for GCMs (RRTMG)
is used for long-wave and shortwave radiative transfer
(Mlawer et al., 1997; Iacono et al., 2000). Aerosol optical
properties are calculated following Ghan and Zaveri (2007).
The optical properties of aerosols and clouds (OPAC) data
set (Hess et al., 1998) is used for refractive indices for most
aerosol components, but the value (1.95+ 0.79i) from Bond
and Bergstrom (2006) is used for black carbon (BC). The
liquid and ice-cloud optical properties are calculated follow-

ing Morrison and Gettelman (2008) and Mitchell (2000 and
2006), respectively.

2.2 Experiment design

In this study, we use 1.9◦ latitude× 2.5◦ longitude resolution
with 30 vertical layers. Each simulation is performed with the
Atmosphere Model Intercomparison Program (AMIP) con-
figuration that uses prescribed greenhouse gas concentrations
and sea surface temperature (SST) for the years from 2000 to
2004. Emissions are from the IPCC AR5 estimates (Lamar-
que et al., 2010). Simulations are run for 2000–2004. The
average of the final four years (2001–2004) of the simulation
is considered as one sample experiment. A total of 256 ex-
periments are conducted, as described in Sect. 2.3.2, and the
statistical analysis is based on these 256 experiments.

2.3 SA framework

2.3.1 Parameterization

While many parameters likely contribute to uncertainties in
CAM5, this study focuses on 16 parameters related to cloud
microphysical processes and aerosol physics and chemistry
processes including cloud ice microphysics, cloud droplet
activation, aerosol wet scavenging, solar radiation absorp-
tion by dust, and emission fluxes and size distributions (see
the descriptions shown in Table 1). These 16 uncertain pa-
rameters were identified by model developers of CAM5 and
also agree with previous studies (R. C. Easter, S. J. Ghan,
and H. Morrison, personal communication, 2012). For ex-
ample, the ice falling speed (ai) has been identified as the
second most influential parameter to the climate sensitiv-
ity (Sanderson et al., 2008) and has a significant effect on
cloud radiative forcing (Mitchell et al., 2008). The parame-
ter for auto-conversion of cloud ice to snow (dcs) is one of
the most effective tuning parameters in CAM5 for the radia-
tive budgets. Both subgrid in-cloud vertical velocity (wsub-
min) (Golaz et al., 2011) and cloud droplet number lower
limiter (cdnl) (Hoose et al., 2009) both play crucial roles on
cloud droplet number concentration and aerosol indirect ef-
fect. Tuning parameters that control wet removal of aerosols
(sol_facti and sol_factic) remains a key source of uncertainty
in global aerosol models, which strongly affects the vertical
distribution and long-range transport of submicron aerosols
(Vignati et al., 2010; Wang et al., 2013). Dust absorption
property (refindex_dust_sw) is a key quantity with large un-
certainty for aerosol optical properties (Zhao et al., 2011).
There are large uncertainties in the emissions of sea-salt and
mineral dust (emis_SEAS and emis_DUST) (Textor et al.,
2006), as well as secondary organic aerosol (SOA) forma-
tion (emis_SOAg) (e.g., Spracklen et al., 2011) in global
aerosol models. In addition, we perturb the emission rate
of anthropogenic SO2 (emis_SO2) and the molar fraction
of it directly emitted as sulfate (emis_SO4f), as well as
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the emission rate of anthropogenic carbonaceous aerosols
(emis_POM and emis_EC) and the emission size of aerosols
in accumulation mode controlled by the number concentra-
tion (emis_num_a1_surf). Other parameters may also be im-
portant for radiative fluxes but they are generally less uncer-
tain and so are not examined here.

These 16 parameters include both perturbations in internal
parametric variability (parameters shown in blue in Table 1)
and perturbations in emission scenarios (parameters shown
in red in Table 1). The perturbation ranges (from minimum
to maximum) of these 16 parameters (shown in Table 1) re-
flect our best knowledge of parameter uncertainties in aerosol
(R. C. Easter and S. J. Ghan, personal communication, 2012)
and cloud microphysics parameterizations (H. Morrison, per-
sonal communication, 2012) in CAM5.

2.3.2 Quasi-Monte Carlo sampling

In this study, the probability distribution of each model pa-
rameter is assumed to be uniform within its uncertainty range
(from minimum to maximum). Due to the high dimensional-
ity of the parameter space and computational demand, effi-
cient and reliable SAs must be used to explore the parameter
space. Systematic sampling techniques, such as Simpson’s
rule, are insufficient (Tarantola, 2005). Traditional Monte
Carlo (MC) sampling is also insufficient as it produces many
gaps and clumps, which may result in missing and/or dupli-
cated numerical simulations. A quasi-Monte Carlo (QMC)
sampling approach guarantees good dispersion between sam-
ples (Caflisch, 1998) and therefore is adopted in this study.
QMC sampling can achieve good uniformity even in higher-
dimensional projections by filling gaps and avoiding clumps
in the sampling points, achieving better performance than
MC and LHS in general (Wang and Sloan, 2008; Hou et al.,
2012). QMC sampling produces a series of samples with con-
trolled deterministic inputs instead of random ones.

The number of QMC samples is normally a power of 2
and is usually chosen as a trade-off between computational
time and numerical error. It is important to make sure there
is no significant under-sampling issue that may affect the re-
liability of the developed relationships between the output
responses (e.g., FNET) and the independent variables (see
Table 1). Therefore, tests were performed to determine the
number of QMC samples (up to 256 samples) needed for reli-
able outputs. Based on the tests, we have confirmed that out-
put statistics and sensitivity based on 128 samples are com-
parable to those based on 256 samples (not shown). In this
study, the analysis results from 256 samples are used.

2.3.3 Statistical analysis

After CAM5 simulations are completed for each combined
parameter set, we perform statistical analyses of the out-
put responses (e.g., the variance of FNET) to these inter-
nal and external parameters, including their linear/nonlinear

and interaction effects. There are various sensitivity evalu-
ation techniques, for example, multivariate adaptive regres-
sion splines (MARS), generalized linear model (GLM), Mor-
ris method, and Sobol’ method. They can be used to separate
the main, interaction, and high-order effects of input param-
eters (Friedman, 1991; Morris, 1991; Sobol’, 1993). Among
these methods, GLM method and Sobol’ method can pro-
vide quantitate measures of parameter sensitivity in terms
of output variances that can be explained/fitted by the lin-
ear, interaction, and high-order terms of input variables and
integrated with parameter reduction/selection techniques if
necessary. The GLM method is used for sensitivity analy-
sis in this study. The GLM performs statistical tests of the
significance of the input parameters. These statistical signif-
icance values are used to rank the contributions of inputs
to the overall variability of each output response through a
full, variance-based SA. The SA quantifies the variance of
the simulated FNET that results from the perturbations of se-
lected model parameters and identifies the significant param-
eters for FNET variance in global or specific regions. The
GLM assumes polynomial relationships between the output
(e.g., FNET) variance and input parameter variations with
linear, quadratic, and interaction terms in sensitivity analy-
ses to facilitate testing of the significance of the correspond-
ing linear–quadratic interaction effects. The polynomial as-
sumption is inappropriate if the fitted variance is too small
(i.e., coefficients of determination (R2) is close to 0).

A GLM is fitted with the following starting model:

Y i
= β0+

n∑
j=1

βj ·p
i
j+

n∑
j=1

n∑
k=1

βj,k·p
i
j ·p

i
k+εi,εi

iid
∼ N(0,σ 2),

wherepi
j represents thei-th realization of thej -th parame-

ter;Yi represents thei-th response variable (e.g., FNET);βj

andβj,k represent the coefficients of linear and two-way in-
teraction terms, respectively;εi denotes the residual for the
i-th realization;n is the number of input parameters/factors,
andN denotes the normal/Gaussian distribution with mean
and variance in the parenthesis. This model assumes the re-
sponse variable is a combination of these aforementioned pa-
rameters, and the model-fitting residualsεi follow indepen-
dent normal distributions with zero mean and unit variance.

The GLM evaluates the statistical significance of the input
parameters through null hypothesis tests, which proposes that
no statistical significance exists in a set of given observations
Thet statistic value for testing the null hypothesis that the re-
gression coefficientŝβi are zero (such that the corresponding
parameter is likely insignificant) is given byt = β̂i/SE(β̂i).
TheP value for the test and interpreted variance (fitted sum
squares) by each term also are computed. The coefficient of
determination (R2) of model fitness also is computed as the
fitted variance relative to the overall variance of each output
response. A parameter is considered to be significant if the
correspondingP value is smaller than a chosen significance
level of the test (e.g., 0.05 or 0.1) (McCullagh and Nelder,
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Table 1.CAM5 cloud microphysics and aerosol parameters of interest. The top eight parameters are defined as internal parameters and the
rest are defined as external parameters.

Tuning parameter Description Default value Investigated range

ai Fall-speed parameter for cloud ice 700 (s−1) 350–1400 (s−1)

as Fall-speed parameter for snow 11.72 (m0.59 s−1) 5.86–23.44 (m0.59 s−1)

cdnl Cloud droplet number limiter 0.0 (# m−3) 0–1.e7 (# m−3)

dcs Auto-conversion size threshold for ice to snow 400 (µm) 100–500 (µm)
wsubmin Minimum sub-grid vertical velocity for cloud droplet activation 0.2 (m s−1) 0–1 (m s−1)

sol_facti Solubility factor for cloud-borne aerosols in stratiform clouds 1 (fraction) 0.5–1 (fraction)
sol_factic Interstitial aerosol in convective wet removal tuning factor 0.4 (fraction) 0.2–0.8 (fraction)
refindex_dust_sw Visible imaginary refractive index for dust 0.005 (dimensionless) 0.001–0.01 (dimensionless)
emis_DUST Dust emission tuning factor 0.35 (dimensionless) 0.21–0.86 (dimensionless)
emis_SEAS Sea-salt emission tuning factor 1.0 (dimensionless) 0.5–2.0 (dimensionless)
emis_SOAg SOA (g) emission scaling factor 1.5 (dimensionless) 0.5–2.0 (dimensionless)
emis_SO2 emission tuning factor for anthropogenic SO2 1 (dimensionless) 0–2 (dimensionless)
emis_BC emission tuning factor for anthropogenic BC 1 (dimensionless) 0–3 (dimensionless)
emis_POM Emission tuning factor for anthropogenic POM 1 (dimensionless) 0–3 (dimensionless)
emis_num_a1_surf Tuning factor of aerosol number emission in accumulation mode 1.0 (dimensionless) 0.3–5.0 (dimensionless)
emis_SO4f tuning factor for fraction of SO2 emitted as sulfate 2.5 % (dimensionless) 0–5 % (dimensionless)

1989; Venables and Ripley, 2002). The interpreted variances
are used to study and rank the relative contributions of each
input parameter.

To evaluate the overall magnitude and global/localized
variability due to the perturbations/uncertainties in the in-
put parameters, ensemble output responses (e.g., FNET) are
summarized. To demonstrate not only the global mean sen-
sitivity but also sensitivity patterns at different locations, we
consider both the global averaged and localized (e.g., at each
grid point) output as response variables in this study.

3 Results

3.1 Global mean FNET sensitivity

Figure 1 shows the annual-mean anomalies of global mean
FNET variance in response to the perturbations of 16 param-
eters from the 256 CAM5 simulations as described above.
These 256 simulations are equally grouped into 8 sub-ranges
(from small to large values) for each input parameter (i.e.,
32 values are averaged in each sub-range) to rule out effects
from the perturbation of other parameters. The minimum
and maximum global mean FNET within each sub-range are
shown as vertical bars. Anomalies are calculated by subtract-
ing the 256-simulation mean from each individual simula-
tion. The range of FNET in each sub-range of an individual
input parameter results from perturbations of other param-
eters because the parameters are perturbed simultaneously
based on QMC sampling. Figure 1 clearly demonstrates how
input perturbations propagate through CAM5 to output vari-
ance. It also shows how the FNET response behaves when
parameters fall in different sub-ranges.

Among the 256 simulations, FNET ranges from
−9.8 W m−2to 3.5 W m−2 in response to the perturba-

tions of the input parameters, compared to the default
CAM5-simulated FNET of 1.9 W m−2. To better understand
FNET responses to the perturbations of input parameters,
the two components of FNET, the direct change of radiation
fluxes in clear sky (FNETC) and the indirect cloud-induced
change of radiation fluxes (CF) (FNET=FNETC+CF),
are also shown in Fig. 1. The variance of the long-wave
(LW) and shortwave (SW) portion of FNETC and CF will
be further discussed below. In the default CAM5 simu-
lations, FNETC is 30.3 W m−2 and CF is−28.4 W m−2.
In the perturbed parameter simulations, FNETC ranges
from 27.1 W m−2 to 32.2 W m−2 while CF ranges from
−39.0 W m−2 to −26.8 W m−2. The variance in CF in the
perturbed parameter simulations is much larger than that of
FNETC and dominates the overall variance of FNET.

The GLM is applied to quantify the relative contribution
of each parameter perturbation to the overall variance of
FNET, FNETC, and CF. TheP value is obtained from the
GLM analysis as explained above (Sect. 2.3.3). When aP

value estimated from the GLM for an input parameter is
larger than a significance level of 95 % (i.e., 0.05) it indi-
cates that this input parameter is relatively insignificant to the
overall variance of the response variable. It should be noted
that the significance estimation of an input parameter is also
dependent on the assigned perturbation range of this input
parameter. Using this methodology, we identify the signifi-
cant parameters for the variance of FNET, FNETC, and CF.
Figure 2 shows the correspondence of global mean FNET,
FNETC, and CF between the 256 CAM5 simulations and
the 256 GLM predictions of these values based on the input
parameters. The GLM model shown here includes both pa-
rameter effects and interactions. The GLM is able to predict
the values of FNET, FNETC, and CF simulated by CAM5
with an R2 of 0.98–0.99, which indicates that 98–99 % of
the variance of CAM5 simulated FNET, FNETC, and CF is
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Figure 1 Anomalies of variation of global mean FNET, clear-sky FNET (FNETC), and 980 
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Fig. 1. Anomalies of variation of global mean FNET, clear-sky FNET (FNETC), and net (SW+LW) cloud forcing at TOA (CF) in response
to the perturbations of 16 parameters from the 256 CAM5 simulations. The 256-simulation mean and variance are shown, respectively, in
the parenthesis for FNET, FNETC, and CF. The numbers above each plot box represent the relative contribution (percentage) of each input
parameter perturbation to the overall FNET, FNETC, and CF variations. Red means the contribution with 95 % statistic significance.
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Figure 2 GLM-fitted response variables versus the CAM5 simulations for FNET, 994 

FNETC, and CF. The black dash lines represent the values simulated by CAM5 with 995 

default parameters. 996 
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Fig. 2. GLM-fitted response variables versus the CAM5 simulations for FNET, FNETC, and CF. The black dash lines represent the values
simulated by CAM5 with default parameters.

explained by the GLM. This confirms that the assumption of
the polynomial relationships between inputs and outputs in
the GLM is valid.

With the GLM, the relative contribution (in percentage)
of each input parameter perturbation to the overall variance
of FNET, FNETC, and CF can be quantified, as shown by
the numbers in Fig. 1. It is indicated that the perturbation of
dcs is the largest contributor (30.4 %) to the total variance of
FNET, followed by wsubmin (26.8 %), emis_SEAS (12.6%),
sol_factic (11.1 %), cdnl (5.7 %), and other parameters with

contributions less than 5 %. In addition, the parameters with
contributions that are 95 % statistically significant are high-
lighted in red (shown in Fig. 1). Perturbations of most in-
ternal model parameters except refindex_dust_sw are 95 %
statistically significant to the variance of FNET. For external
emissions parameters, perturbations of sea-salt, SOA precur-
sors, SO2, and POM emissions and the size distribution of
emitted fossil fuel carbonaceous aerosols (POM and BC) are
95 % statistically significant, but not the emissions of dust

Atmos. Chem. Phys., 13, 10969–10987, 2013 www.atmos-chem-phys.net/13/10969/2013/



C. Zhao et al.: A sensitivity study of radiative fluxes at the top of atmosphere 10975

 

 48 

 1009 

 1010 

         1011 

Figure 3 Same as Figure 1, but for anomalies of variation of global mean LW FNETC, 1012 

SW FNETC, LWCF, and SWCF in response to the perturbations of 16 parameters from 1013 

the 256 CAM5 simulations.  1014 
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Fig. 3. Same as Fig. 1, but for anomalies of variation of global mean LW FNETC, SW FNETC, LWCF, and SWCF in response to the
perturbations of 16 parameters from the 256 CAM5 simulations.

and BC and the fraction of sulfate aerosol in total sulfur emis-
sion.

In general, FNET increases with increasing dcs
and sol_factic, but decreases with increasing ai, cdnl,
wsubmin, emis_SEAS, emis_SO2, emis_POM, and
emis_num_a1_surf. As the largest contributor to the FNET
variance, dcs affects radiative fluxes at the TOA under both
clear-sky and cloudy-sky conditions (i.e., both FNETC
and CF). The perturbation of dcs not only significantly
contributes to CF variance (55.5 % of total variance), but
also substantially contributes to FNETC (25 % of total
variance). FNETC can be changed through direct scattering
of incoming SW or indirect trapping of outgoing LW
from surface temperature feedback. The CF change can
be decomposed into SWCF and LWCF changes. Figure 3
shows the anomalies of the global mean variance of the
LW and SW portions of FNETC and CF and Fig. 4 shows
the anomalies of global mean variance of liquid water path
(LWP), ice water path (IWP), water vapor path (WVP), and
surface temperature (TSK), respectively, in response to the
parameter perturbations. The CF increases with increasing
dcs (i.e., increasing dcs leads to warming) mainly through

changes in LWCF (51.4 % increase with dcs), with only
relatively small changes (2.5 %) in SWCF. This may indicate
that the changes in dcs mainly affect high clouds, which
generally have much larger impact on LWCF than on SWCF.
Increasing dcs reduces the rate of auto-conversion of cloud
ice to snow, and thus increases IWP. Changes in dcs are
the dominant contribution (99.1 %) to the IWP variance.
Increasing dcs has a negligible impact on LWP. The in-
creasing IWP traps more outgoing LW and hence increases
LWCF (Fig. 3) and TSK (Fig. 4). The overall variance of
TSK is 0.5 K with 52.7 % contribution from the perturbation
of dcs. The change in TSK mainly occurs over land areas,
since the SST is prescribed in this study (will be discussed
in Sect. 3.2). The change in ice clouds due to dcs can
impact the mid- and upper-tropospheric water vapor budget
through various ways such as affecting the water vapor
deposition on ice crystals, affecting ice particle size and thus
ice sedimentation, or by modifying the vertical transport of
water vapor due to ice-cloud feedbacks on dynamics. The
net effect of these interactions leads to increasing WVP
with increasing dcs. The perturbation of dcs significantly
affects LWFNETC variance with contribution of 86 %, but
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Figure 4 Same as Figure 1, but for anomalies of variation of global mean liquid water 1023 

path (LWP), ice water path (IWP), water vapor path (WVP), and surface temperature 1024 

(TSK) in response to the perturbations of 16 parameters from the 256 CAM5 simulations. 1025 

The units for anomalies of LWP, IWP, WVP, and TSK are g/m2, g/m2, hg/m2, and K/50, 1026 
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Fig. 4.Same as Fig. 1, but for anomalies of variation of global mean liquid water path (LWP), ice water path (IWP), water vapor path (WVP),
and surface temperature (TSK) in response to the perturbations of 16 parameters from the 256 CAM5 simulations. The units for anomalies
of LWP, IWP, WVP, and TSK are g m2, g m2, hg m2, and K/50, respectively.

has negligible impact on SWFNETC. Although the increase
of WVP with increasing dcs will reduce the outgoing LW
and thus increase LWFNETC (less negative), the increase of
TSK with dcs reduces LWFNETC (more negative) through
increasing outgoing LW radiation under clear sky (Fig. 4).
The overall LWFNETC change is dominated by the TSK
change over the land (this will be discussed in Sect. 3.2).
This study confirms why dcs has been used as one of the
most effective tuning parameters for the TOA radiative
forcing in CAM5 development (Gettelman et al., 2010).

The effect of wsubmin, the second largest contributor, is
different from that of dcs. Perturbation of wsubmin con-
tributes negligibly (close to 0 %) to FNETC variance, but
25.9 % to CF variance, indicating that wsubmin reduces
FNET primarily by reducing CF. CF significantly decreases
with wsubmin primarily due to reduction of SWCF (more
negative). The impact of wsubmin on LWCF is negligible.
This may indicate that changes in wsubmin mainly affect
low clouds that generally have much larger impact on SWCF
rather than LWCF. The increase of wsubmin enhances the
activation fraction of aerosols to cloud droplets, and thus in-
creases the albedo through increasing the cloud droplet num-
ber concentration (i.e., aerosol first indirect effect) and life-
time of liquid clouds (i.e., aerosol second indirect effect).

While the perturbation of wsubmin significantly contributes
to the LWP variance (33.9 %) via the aerosol second indirect
effect, it has negligible impact on IWP variance. The per-
turbation of wsubmin also changes the surface temperature
through modifying clouds. However, it mainly affects liquid
clouds and has a relatively smaller impact on surface temper-
ature than dcs. Therefore, wsubmin has a much smaller im-
pact on LWFNETC and hence on FNETC compared to dcs.
Generally, wsubmin mainly affects liquid clouds that have
a larger impact on incoming SW, while dcs primarily af-
fects ice clouds that have a larger impact on outgoing LW.
Although both parameters affect clouds and significantly im-
pact the CF, their feedbacks are different since the effect of
clouds on TOA radiation depends on their heights and thick-
nesses (i.e., low clouds lead to cooling and high clouds lead
to warming).

Compared to the perturbation of dcs, the perturbations of
the other three cloud microphysics related parameters, ai, as,
and cdnl, contribute merely 2.8 %, 1.5 %, and 5.7 %, respec-
tively, to the FNET variance. The perturbations of ai and
as contribute to 26.7 % and 15.1 %, respectively, of LWCF
variance, and to 11.2 % and 21.5 %, respectively, of SWCF
variance. In general, the changes of ai and as have com-
parable impact on CF; however, ai has a larger impact on
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high clouds and hence on LWCF and a smaller impact on
low clouds and hence on SWCF than as. Increasing ai and
as reduces the IWP (through ice and snow sedimentation)
and the LWP (through microphysical processes in mixed-
phase clouds, e.g., Bergeron–Findeisen process by falling ice
and snow), weakens the LWCF (less positive) and SWCF
(less negative) at a similar magnitude, and thus results in a
relatively small impact on CF and FNET. Increasing both
ai and as reduces TSK, but has relatively small impact on
LWFNETC and SWFNETC. Varying cdnl has a much larger
impact on SWCF (17.1 %) than on LWCF (2.9 %) and a
negligible impact on FNETC. This indicates that cdnl has a
larger impact on low clouds than on high clouds. Increasing
cdnl significantly increases the LWP and hence CF by in-
creasing the cloud droplet number concentration to the lower
limiter at remote regions where cloud droplet number is lim-
ited by the availability of CCN.

Increasing the solubility factor of interstitial aerosols (with
respect to convective cloud-borne aerosol) (sol_factic) in-
creases the efficiency of wet removal of aerosols by con-
vective rain, and thus reduces overall aerosol concentra-
tions, as well as cloud albedo and the LWP (e.g., Wang
et al., 2013). Therefore, the increase of sol_factic enhances
SWFNETC with a contribution of 16.6 % to the SWFNETC
variance. The CF (mainly from SWCF) also increases with
sol_factic. However, the solubility factor of stratiform cloud-
borne aerosols (sol_facti) has a negligible impact on both
FNETC and CF likely because cloud-borne aerosols in strat-
iform clouds are taken out of the atmosphere too rapidly by
wet scavenging in CAM5 (Liu et al., 2011). The increase of
refindex_dust_sw (visible imaginary refractive index of dust)
augments global mean SWFNETC due to the enhancement
of dust SW absorption, but this has a statistically insignifi-
cant impact on global mean FNET with its perturbed range
(0.001–0.01).

Among the external parameters, increasing the mass emis-
sions of sea salt, dust, anthropogenic SO2, and POM as well
as increasing the number emission of aerosol in accumulation
mode (by reducing the emission size) increases the aerosol
optical depth and CCN number concentrations. The perturba-
tion of emis_SEAS (i.e., sea-salt emission) contributes most
significantly (12.6 %) to the global mean FNET variance,
mostly through its contribution (45.2 %) to the FNETC vari-
ance. The increase of sea-salt emission reduces FNETC by
scattering more solar radiation. Other emission parameters
including dust and anthropogenic emissions have a much
smaller impact on FNET variance than sea-salt emission,
likely due to the fact that their emissions occur primarily over
the continents where aerosol concentrations are relatively
more abundant. The contributions of emission perturbations
(except emis_SO4f) are also normalized by their perturba-
tion scale (i.e., by the perturbation range of each emission
parameter). The results are summarized in Table 2 and show
that the dominant contribution of the emis_SEAS perturba-
tion among emission parameters to global mean FNET vari-

ance stems from its contribution to the global mean FNETC.
In terms of CF, the perturbation of each emission parameter
has a comparable contribution.

By using the SA approach in this study, we are able to
quantify the interactions among the 16 input parameters.
When a perturbation of one parameter enhances or weakens
the sensitivity of another parameter, interactions occur. Fig-
ure 5 shows the relative contributions of perturbations of each
parameter and their interaction effect to the FNET, FNETC,
and CF variance. The main effect (i.e., without interaction
effect) of perturbations of individual parameters contributes
> 95 % of the FNET, FNETC, and CF variance, while the
interaction effect contributes only∼ 3 % of their variance. In
terms of the variance of global mean FNET, FNETC, and CF,
the interaction effect among the 16 selected input parameters
is inconsequential in CAM5.

3.2 Spatial distribution of FNET and its uncertainty

Changes in both the global mean and the spatial distribution
of FNET are important for driving climate change, partic-
ularly at the regional scale. Figure 6 shows the spatial dis-
tribution of the variance of FNET, FNETC, and CF in the
perturbed parameter simulations. The FNET variance shows
large spatial variability. Relatively large FNET variance oc-
curs over the southern oceans (south of 60◦ S), northern Pa-
cific, northern Atlantic, East Asia, Tibetan Plateau, southern
and northern Africa, and South America while the FNET
variance over the polar-regions is relatively small, partic-
ularly over the Antarctic. The CF variance dominates the
FNET variance over most regions, which is consistent with
the analysis of global mean FNET. The relatively large FNET
variance over the oceans, southern Africa, and South Amer-
ica is mainly due to the large variance of CF over these re-
gions. Relatively large FNETC variance occurs over North
Africa, East Asia, and the Tibetan Plateau. It is interesting
to note that FNETC also has relatively large variance over
the Arctic, where the variance of CF and FNETC offset each
other so that the FNET variance is small. The contributions
of each parameter perturbation to these features of spatial
variability are discussed below.

To quantify the variance contributions from the 16 input
parameters to the spatial variability, the GLM analysis is con-
ducted for the FNET of each grid box in the same way as
it was applied for the global mean FNET in Sect. 3.1. Fig-
ure 7 shows the spatial distributions ofR2 of the GLM mod-
els for FNET, FNETC, and CF. In general, the GLM mod-
els can predict the FNET, FNETC, and CF variance over
most regions at latitudes lower than 70◦. High R2 values
> 0.9 indicate that most of the output total variance can be
explained by the input parameters over these regions. The
regions with relatively lowerR2 values (0.5∼ 0.8), for ex-
ample, higher latitudes and Australia, generally also have
smaller variance of FNET, FNETC, and CF (Fig. 6). There-
fore, these regions are less interesting for the characterization
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Table 2. Normalized changes of radiative fluxes due to perturbations of emission parameters in CAM5. The values in parenthesis are the
relative contributions (%) of parameter perturbations to the total variance of FNET resulting from perturbation of emission parameters.

Dust Sea salt SOAg SO2 BC POM num_a1_surf

FNET 0.06 (0.2) 0.6 (40.7) 0.07 (0.6) 0.2 (7.3) 0.03 (0.2) 0.1 (4.5) 0.07 (2.0)
FNETC 0.05 (0.3) 0.4 (53.1) 0.1 (5.6) 0.09 (3.2) 0.05 (1.5) 0.01 (0.06) 0.01 (0.1)
LWFNETC 0.07 (25.6) 0.02 (8.3) 0.01 (1.4) 0.02 (6.3) 0.01 (2.8) 0.02 (10.4) 0.01 (3.5)
SWFNETC 0.1 (1.4) 0.5 (50.6) 0.2 (5.6) 0.1 (3.9) 0.06 (1.8) 0.03 (0.4) 0.003 (0.01)
CF 0.06 (0.7) 0.1 (6.8) 0.07 (2.0) 0.1 (6.6) 0.04 (0.98) 0.1 (11.2) 0.08 (7.8)
LWCF 0.06 (1.4) 0.05 (2.0) 0.03 (0.6) 0.1 (20.8) 0.03 (2.0) 0.06 (7.9) 0.04 (5.1)
SWCF 0.06 (0.6) 0.1 (4.2) 0.06 (1.7) 0.3 (34.4) 0.01 (0.1) 0.06 (3.4) 0.04 (2.4)

∗ The normalized variation of radiative fluxes is calculated through dividing parameter-induced variation of radiative fluxes by the scale range of
emission change. Therefore, the unit is W m−2/(unit scale change).
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Figure 5 Relative contributions (percentage) of perturbations of individual parameter and 1037 

their interactions to the variations of FNET, FNETC, and CF estimated by the GLM. 1038 
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Fig. 5.Relative contributions (percentage) of perturbations of individual parameter and their interactions to the variations of FNET, FNETC,
and CF estimated by the GLM.
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Figure 6 Global spatial distribution of variance of FNET, FNETC, and CF (unit in 1052 

W2/m4) in response to the perturbations of 16 parameters from the 256 CAM5 1053 

simulations. 1054 
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Fig. 6. Global spatial distribution of variance of FNET, FNETC, and CF (unit in W2 m−4) in response to the perturbations of 16 parameters
from the 256 CAM5 simulations.

of sources of variance. Figures 8 and 9 show the global spa-
tial distribution of the absolute and relative contributions of
the 16 input parameters to the FNET variance estimated by
the GLM. Note that the FNET variance in any given grid box
can be affected not only by the localized processes but also
by the processes occurring at other grid boxes. For example,
the aerosol at any location has contributions from both long-
range transport and physical and chemical transformations,

so the impact of an aerosol related parameter in a given grid
box depends on the integrated effect of that parameter. The
global spatial distributions of the absolute contributions of
each of the perturbed parameters to the FNETC and CF vari-
ance estimated by the GLM are shown in Figs. 10 and 11.

Among all parameters, the perturbation of dcs is the largest
contributor to the FNET variance over many regions of the
globe, such as the North Pacific and the southern oceans
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Figure 7 Spatial distributions of R2 of the GLM models for FNET, FNETC, and CF. 1074 
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Fig. 7.Spatial distributions ofR2 of the GLM models for FNET, FNETC, and CF.
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Figure 8 Global spatial distribution of absolute FNET variance (unit in W2/m4) in 1089 

response to the perturbation of each of the 16 input parameters predicted by the GLM. 1090 
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 1094 

Fig. 8. Global spatial distribution of absolute FNET variance (unit in W2 m−4) in response to the perturbation of each of the 16 input
parameters predicted by the GLM.

(50–70◦ S), with relative contributions of > 50 % (Fig. 9).
The perturbation of dcs also makes significant contributions
to the FNET variance over the tropical Pacific, North At-
lantic, and North and South America. In most regions, the
dcs perturbation contributes to the FNET variance primarily
from its impact on CF, which is consistent with the impact
of dcs on global mean FNET variance. The primary impact
of dcs stems from its effect on IWP over regions containing
large amounts of ice clouds (see Fig. S1 in the Supplement).
However, the effect of dcs perturbations is different over the
Arctic. There, perturbations of dcs affect the FNET variance
mainly through impacts on TSK and hence FNETC (Fig. S2

in the Supplement). The relative contribution of perturbations
of as and ai to the FNET variance is much less than that of
dcs over most regions and is mainly due to their impact on
CF. The perturbation of cdnl contributes < 10 % to the FNET
variance over most regions of the globe and occurs mainly
due to its impact on CF. The four cloud microphysics param-
eters are the main contributors to the FNET variance over
polar regions because of their impact on liquid (from cdnl)
and ice (from dcs, ai, and as) clouds (refer to Figs. S1 and S3
in the Supplement).

The perturbation of wsubmin significantly contributes to
the FNET variance over East Asia, the tropical Pacific, and

www.atmos-chem-phys.net/13/10969/2013/ Atmos. Chem. Phys., 13, 10969–10987, 2013



10980 C. Zhao et al.: A sensitivity study of radiative fluxes at the top of atmosphere

 

 54 

 1095 

 1096 

 1097 

 1098 

Figure 9 Global spatial distribution of percentage of FNET variance in response to the 1099 

perturbation of each of the 16 input parameters predicted by the GLM. 1100 
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Fig. 9.Global spatial distribution of percentage of FNET variance in response to the perturbation of each of the 16 input parameters predicted
by the GLM.

the outflow regions of East Asia over the Pacific and North
America over the Atlantic. The wsubmin impact on FNET
occurs mainly through impacts on LWP and thus CF by
changing cloud droplet number concentrations (i.e., aerosol
indirect effects). The impact is mainly over the regions where
there are frequent occurrences of liquid-containing clouds
(e.g., along the North Pacific and Atlantic storm tracks) and
sufficient numbers of CCN (see Fig. S3 in the Supplement).
The significant contribution of the sol_factic perturbation to
the FNET variance stems chiefly from its impact on CF at
mid- and lower latitudes, where convection is more likely to
occur and more aerosols are subject to wet removal. It has
the largest contribution over the Pacific Ocean near the Ama-
zon Basin of South America. The absolute contribution of
sol_facti perturbation to the FNET variance is small (1–5 %)
throughout the globe.

The perturbation of refindex_dust_sw is the largest con-
tributor (> 50 %) to the FNET variance over the Saharan and
Asian deserts. Its impact is mostly confined near the desert
regions. It affects the FNET variance principally through its
impact on FNETC through the direct effect of dust but also
partly due to its impact on CF via the semi-direct effect of
dust. The perturbation of dust emission (emis_DUST) con-
tributes 10–30 % to the FNET variance over the Saharan and
Asian deserts mainly through its impact on FNETC. The con-
tribution is mostly confined to the desert regions, but the

FNET variance over the North Atlantic is also affected due to
the Sahara Air Layer (SAL) (e.g., Dunion and Velden, 2004).
The perturbation of sea-salt emission (emis_SEAS) domi-
nates the FNET variance over the oceanic regions at mid-
and lower latitudes with strong sea-salt emissions. Its contri-
bution primarily stems from its impact on the FNETC vari-
ance, except over the Southern Ocean at∼ 60◦ S, where its
contribution to the CF variance by acting as CCN is larger.

The contributions of perturbations of anthropogenic emis-
sions are larger over continents than over oceans. The per-
turbation of anthropogenic SO2 emission (emis_SO2) has
a significant impact on the FNET variance over the North-
ern Hemisphere (NH), in particular over the North Pacific
and Atlantic where its contribution reaches 40 % of the
FNET variance. The significant impact of emis_SO2 (anthro-
pogenic SO2 emission) occurs over both the source (con-
tinent) and remote (oceanic) regions. Over the continents,
emis_SO2 perturbation contributes to the FNET variance
principally through FNETC (direct effect) while over the
ocean it is mainly through CF (indirect effect). Among all the
anthropogenic emissions, the perturbation of BC emission is
the largest contributor (> 30 %) to the FNET variance over
East China and North India. The perturbation of emis_BC
also affects CF through the semi-direct and indirect effect of
BC. The perturbations of emis_POM and emis_num_a1_surf
lead to significant FNET variance through impacts on CF
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Figure 10 Global spatial distribution of absolute FNETC variance (unit in W2/m4) in 1108 

response to the perturbation of each of the 16 input parameters predicted by the GLM. 1109 
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Fig. 10. Global spatial distribution of absolute FNETC variance (unit in W2 m−4) in response to the perturbation of each of the 16 input
parameters predicted by the GLM.

over the biomass burning regions and NH continental out-
flows. The perturbation of emis_SOAg leads to relatively
small FNET variance through FNETC with relative contri-
butions of∼ 10 %. The contribution of emis_SO4f perturba-
tion is negligible throughout the globe. The impact of these
emission parameters on the FNETC variance is larger over
aerosol source regions (i.e., continents), while their impact
on the CF variance is larger over the continental outflow re-
gions over the ocean, indicating the higher susceptibility of
marine clouds to aerosol perturbations.

Note that the relative contributions of emission perturba-
tions to the FNET variance are dependent on the prescribed
perturbation range of emissions. In one SA, the contributions
of emission perturbations are normalized by the standard de-
viations of emission parameters. In this case, the contribution
is much less dependent on the perturbation ranges. Figure 12
shows the global spatial distribution of normalized percent-
age of FNET variance in response to the perturbation of six
emission parameters predicted by the GLM. We found that
the spatial distributions of normalized contributions are not
significantly different from the ones shown in Fig. 9 for rel-
ative contributions of FNET variance from the 16 selected
input parameters. Notably, it is difficult to normalized con-
tributions from all parameters because cloud microphysics
parameters have different physics meanings and units from
those used for emissions.

Similar to the analysis of interaction effects for global
mean FNET (Fig. 5), the individual and interaction effects
analyzed using the GLM are shown in Fig. 13. The analysis is
conducted for each grid box globally. The GLM predicted to-
tal variance of FNET is similar to the CAM5 simulated vari-
ance (Fig. 6) and consistent with the highR2 values (Fig. 7).
In general, individual effects dominate the total effect. The
interaction effect is relatively small over most regions of the
globe, except in the polar regions and Australia, where the
interaction contribution can reach more than 50 %. The rea-
son for the large impact of interaction effects in these regions
is unknown. However, the FNET variance is relatively small
over these regions. The parameter interaction contributes to
< 15 % of the FNET variance over most regions of the globe.
The spatial distribution of the interaction effect on FNETC
and CF are consistent with that of FNET.

4 Discussions

In this study, we developed and applied an SA framework
to analyze the variance of simulated radiative flux (FNET)
at the top of atmosphere (TOA) in the present-day climate
due to perturbations of model internal parameters related to
cloud microphysics and aerosol processes, and external pa-
rameters related to aerosol and its precursor gas emissions in
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Figure 11 Global spatial distribution of absolute CF variance (unit in W2/m4) in response 1118 

to the perturbation of each of the 16 input parameters predicted by the GLM. 1119 
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Fig. 11.Global spatial distribution of absolute CF variance (unit in W2 m−4) in response to the perturbation of each of the 16 input parameters
predicted by the GLM.
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Figure 12 Global spatial distribution of normalized percentage of FNET variance in 1130 
response to the perturbation of six emission parameters predicted by the GLM. 1131 
 1132 
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Fig. 12.Global spatial distribution of normalized percentage of FNET variance in response to the perturbation of six emission parameters
predicted by the GLM.

the state-of-the-art global climate model CAM5. The anal-
ysis demonstrates the high sensitivity of FNET to the 16
input parameters within the perturbed ranges. FNET simu-
lated by CAM5 varies from−9.8 W m−2 to 3.5 W m−2 in
response to the perturbations of input parameters, compared
to a value of 1.9 W m−2 simulated with default parameter
values. The analysis indicates a change in FNET between
−11.7 and 1.6 W m−2 (compared to FNET from the standard
CAM5 simulation). This is much larger than the range of
−1.8 to−0.1 W m−2 given for uncertainty in aerosol radia-
tive forcing in the IPCC AR4 report. However, it should be

noted that this study does not show the sensitivity of radiative
forcing (i.e.,1 FNET from pre-industrial to present-day) to
the selected parameters, which is worthy of further investiga-
tion. The FNET change is dominated by changes in CF, indi-
cating the importance of improving cloud parameterizations
in CAM5. We certainly realize here that this large FNET
change is dependent on the perturbation range assigned by
the model developers.

Our variance-based analysis shows that the GLM repro-
duces global mean and spatial patterns of CAM5-simulated
variance of FNET and its components, CF and FNETC.
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Figure 13 Global spatial distribution of absolute variance of FNET, FNETC, and CF 1145 

(unit in W2/m4) in response to the total, main, and interaction effects of perturbations of 1146 

16 input parameters predicted by the GLM, the percentage of variance of FNET, FNETC, 1147 

and CF in response to the interaction effect. 1148 

 1149 

Fig. 13. Global spatial distribution of absolute variance of FNET, FNETC, and CF (unit in W2 m−4) in response to the total, main, and
interaction effects of perturbations of 16 input parameters predicted by the GLM, the percentage of variance of FNET, FNETC, and CF in
response to the interaction effect.

The variance of the LW and SW components of FNETC
and CF is also analyzed. The results show that the global
mean FNET variance is dominated by the CF variance with
the assigned parameter ranges. Most selected cloud micro-
physics and emission related parameters are found to have
statistically significant impacts on the global mean FNET.
Cloud microphysics related parameters significantly affect
both high and low clouds and hence CF; dcs mainly affects
high clouds and hence CF through LWCF; ai has a larger im-
pact on high clouds and hence LWCF and a smaller impact
on low clouds and hence SWCF than as; cdnl mainly affects
low clouds and hence SWCF. The results confirm dcs (i.e.,
auto-conversion size threshold for ice to snow) as one of the
most effective tuning parameters for the TOA radiative forc-
ing in CAM5. The other three cloud microphysics param-
eters, associated with the fall speed of cloud ice and snow
and the limiter of cloud droplet number, have a smaller im-
pact on the global mean FNET. Overall, these four cloud mi-
crophysics related parameters all have larger impact on high
clouds and hence LWCF. The increase of wsubmin (i.e., min-
imum limit of subgrid in-cloud vertical velocity) increases
the albedo through increasing the cloud droplet number con-
centration (i.e., aerosol first indirect effect) and lifetime of

liquid clouds (i.e., aerosol second indirect effect); wsubmin
mainly affects SWCF through its impact on low clouds. The
emission parameters are found to have a relatively small im-
pact on the global mean FNET, except the one related to sea-
salt emissions, because their impact is mostly confined over
the source region.

In terms of spatial distribution, the FNET variance due
to the parametric perturbation has strong heterogeneous ge-
ographic distribution. The spatial distribution of the FNET
variance contribution of some input parameters has a clear
localized effect that primarily impacts the area where that
parameter is in effect. For example, the FNET variance con-
tribution from dcs perturbation is mainly over the ice-cloud
regions. The contribution from perturbations of sea-salt and
dust emissions shows up primarily in windy marine and
desert regions, respectively. However, the perturbation of
some parameters has non-local impacts on FNET variance.
For example, aerosol wet scavenging can affect the FNET
variance in regions without clouds, and the anthropogenic
emission of SO2 influences FNET over the remote oceanic
regions. This is generally consistent with the findings by
Lee et al. (2012 and 2013). They used a different SA ap-
proach (i.e., Gaussian emulation technique and Monte Carlo
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sampling approach) and found that the effects of emission pa-
rameters (such as sea salt) are normally localized to the place
where that parameter is acting while the effects of model pa-
rameters (such as the wet scavenging parameter) have non-
local impacts.

The SA framework used in this study is designed with the
capability to quantify the interactions among the parameters.
However, the analysis indicates a relatively small contribu-
tion of interaction effects among the selected 16 parameters
to the overall variation of the global mean FNET (∼ 3 %) and
to the FNET variation over most regions of globe (< 15 %).
This relatively small interaction effect may be partially due
to the relatively large group of selected parameters. Lee et
al. (2012) found the interaction effect among the eight se-
lected parameters contributes to 30–50 % of the overall un-
certainty in modeling CCN. However, Lee et al. (2013) ex-
tended the eight parameters to 28 and found the contribution
of interaction effects significantly reduces to < 20 %. This
may indicate that the relative contribution of the parameter
interaction to the overall uncertainty will be generally small
when a large group of parameters are taken into SA.

Some clarification of the results in this study should be
made. First, the uncertain range of anthropogenic aerosol and
precursors emissions may be different from the perturbation
range we prescribed here. The investigated ranges of emis-
sions are selected for SA rather than uncertainty quantifica-
tion. Second, the impact of parametric perturbation on the
FNET variance does not include SST feedbacks since pre-
scribed SST were used in this study, although we note that
it is a standard method to calculate radiative flux perturba-
tions with prescribed SST. Third, in this study we examine
the uncertain parameters related to cloud microphysics and
aerosol processes as the first step. We note that there still
are other uncertainty parameters in CAM5 that can affect the
modeled FNET. However, the approach in this study can be
readily extended to a larger set of parameters for other pa-
rameterizations and eventually also other models, providing
a framework for the quantifiable analysis of model sensitiv-
ity. Finally, the conclusions in this study are limited to the
CAM5 model, but such systematic studies may be useful for
other GCMs as well. In fact, some previous studies also in-
vestigated the impact of uncertainty parameters in individual
climate models (e.g., Lohmann and Ferrachat, 2010; Lee et
al., 2012, 2013), and their findings have benefited the climate
modeling community.

This study efficiently investigates 16 uncertainty parame-
ters simultaneously compared to the OTA SA approach that
generally examines a limited number of parameters (e.g.,
four parameters in Lohmann and Ferrachat, 2010). The rel-
ative contribution of parameter interaction to the overall un-
certainty is also quantified. Compared to the OTA SA ap-
proach, the more comprehensive approach used in this study
not only estimates the contribution of each parameter to
model sensitivity but also provides its statistical significance,
which is rarely obtained by the OTA SA approach due to the

limited sampled space of parameter uncertainty. Therefore,
this study highlights the benefits of using a more comprehen-
sive SA approach to understand the parametric uncertainties
in climate models. Lee et al. (2012, 2013) focused primarily
on the contribution of the aerosol-CCN related parameters
to uncertainty in modeling CCN. Lee et al. (2013) admitted
that cloud-related parameters might also play an important
role in determining aerosol indirect effects. The current study
found that emission and aerosol related parameters generally
have smaller impacts on the global mean FNET than cloud
microphysics related parameters. Although this finding may
be model-dependent, it highlights the importance of includ-
ing cloud related parameters in understanding uncertainties
in modeling aerosol radiative forcing (direct and indirect).

This study also highlights that the next step in reducing
modeling uncertainty through calibration requires a com-
plete understanding of the model behavior within the param-
eter uncertainties (e.g., identifying a set of model parame-
ters that best matches observations within defined criteria)
(Yang et al., 2012, 2013). Although anthropogenic and natu-
ral emissions are uncertain and important to accurately sim-
ulate FNET change, particularly at the regional scale, within
the ranges (see Table 1) investigated in this study, the impact
of the model internal parametric uncertainties is higher in
terms of simulating global mean CF and FNET. More studies
are needed to improve the cloud microphysics and sub-grid
cloud variability in GCMs. Analysis of spatial distribution
of FNET variance can provide useful guidance for planning
measurement campaigns to efficiently reduce uncertainty in
modeling FNET. In addition, this study indicates the high
sensitivity of FNET to model internal parameters. Although
future climate change is commonly projected by a climate
model using its “standard” set of internal parameters that can
reproduce the historical climate, there may exist another set
of internal parameters that can reproduce a similar historical
climate but produce a significantly different future climate.

Supplementary material related to this article is
available online athttp://www.atmos-chem-phys.net/13/
10969/2013/acp-13-10969-2013-supplement.pdf.
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