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Abstract. In this paper, we describe the implementation of
the Semi-Analytical Cloud Retrieval Algorithm (SACURA),
to obtain scaled cloud optical thickness (SCOT) from satel-
lite imagery acquired with the SEVIRI instrument and sur-
face UV irradiance levels. In estimation of SCOT particular
care is given to the proper specification of the background
(i.e. cloud-free) spectral albedo and the retrieval of the cloud
water phase from reflectance ratios in SEVIRI’s 0.6 µm and
1.6 µm spectral bands. The SACURA scheme is then applied
to daytime SEVIRI imagery over Europe, for the month of
June 2006, at 15-min time increments. The resulting SCOT
fields are compared with values obtained by the CloudSat ex-
perimental satellite mission, yielding a negligible bias, corre-
lation coefficients ranging from 0.51 to 0.78, and a root mean
square difference of 1 to 2 SCOT increments. These find-
ings compare favourably to results from similar intercom-
parison exercises reported in the literature. Based on the re-
trieved SCOT from SEVIRI and radiative transfer modelling
approach, simple parameterisations are proposed to estimate
the surface UV-A and UV-B irradiance. The validation of the
modelled UV-A and UV-B irradiance against the measure-
ments over two Belgian stations, Redu and Ostend, indicate
good agreement with the high correlation, index of agree-
ment and low bias. The SCOT fields estimated by imple-
menting SACURA on imagery from geostationary satellite
are reliable and its impact on surface UV irradiance levels is
well produced.

1 Introduction

Clouds play an important role in the Earth’s climate sys-
tem. In addition to Earth’s hydrological cycle (Lin et al.,
2000), cloud properties are also crucial to global climate
studies (Nakajima and King, 1990). In particular, clouds
modulate solar radiation intensity in the Earth-atmosphere
system (Kidder and Vonder Haar, 1995) and play an impor-
tant role in variation of UV irradiance at the surface of the
Earth (Lubin and Jensen, 1995; Moreno et al., 2003). The UV
radiation, in particular UV-A and UV-B radiations, reaching
the Earth’s surface (Kudish and Evseev, 2000), act efficiently
in driving the atmospheric chemistry at the surface by affect-
ing different photolysis reactions (Madronich, 1987; Monks
et al., 2004). Thus, the cloud fields significantly affect the
radiative fluxes, thereafter the photochemistry and hence the
air quality at the surface of the Earth.

The high temporal and spatial variation of clouds poses
a challenge in determination of radiative fluxes, which in-
cludes the UV part of the solar spectrum, and the photochem-
ical processes associated with them at the Earth’s surface to-
gether with the health effects (Calbó et al., 2005; V́azquez
and Hanslmeier, 2006). The effect of cloud on UV irradiance
has been studied in the past by means of observations and
modelling (Alados-Arboledas et al., 2003; Estupinan et al.,
1996; Mateos et al., 2011; Moreno et al., 2003; Seckmeyer et
al., 1996). These studies largely focus on UV erythemal irra-
diance and cloud modification factor, which is defined as the
ratio of UV irradiance under cloudy condition to clear sky
UV irradiance. It has been reported that in general clouds re-
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duce the UV radiation reaching the Earth’s surface, but under
certain conditions clouds can enhance the surface UV radia-
tion compared to clear sky condition (Crawford et al., 2003;
Sabburg and Parisi, 2006). In general, these studies reveal the
diverse influence of cloud. Therefore, to obtain a good esti-
mate of surface solar/UV irradiance for air quality research,
better description of cloud properties is a prerequisite.

Cloud abundance, and more specifically the effect of cloud
on radiative transfer, is commonly expressed quantitatively
by means of the cloud optical thickness (COT, see e.g.
Kokhanovsky, 2006). Several methods (see e.g. Nakajima
et al., 1990; King et al., 1992) are available to estimate the
physical properties of clouds, such as cloud optical thickness
and droplet effective radius, from remote sensing imagery.
They are based on clouds’ spectral absorption and reflection
properties in the shortwave radiation spectrum. These meth-
ods generally use a look up table (LUT) approach, which
is based on storing results of detailed atmospheric radiative
transfer calculations, for a pre-defined set of atmospheric
and viewing conditions. Recently Roebeling et al. (2006) ap-
plied an LUT-based approach to imagery from a geostation-
ary platform for climate monitoring.

As an alternative and very fast approach, Kokhanovsky et
al. (2003) developed a semi-analytical cloud retrieval algo-
rithm (SACURA). Nauss et al. (2005) compared LUT based
approaches with SACURA using Moderate Resolution Imag-
ing Spectroradiometer (MODIS) data. Kokhanovsky and
Nauss (2005) applied SACURA to derive ice cloud prop-
erties from Hurricane Jeanne using MODIS. An intercom-
parison of cloud optical thickness from the Scanning Imag-
ing Absorption Spectrometer for Atmospheric Cartography
(SCIAMACHY), Medium Resolution Imaging Spectrometer
(MERIS) and Advanced Along Track Scanning Radiometer
(AATSR) is shown by Kokhanovsky et al. (2007).

Applications of the SACURA method have been limited to
imagery from polar satellite platforms, which have a rather
poor sampling frequency as compared to the time scales of
the evolution of cloud decks. In many domains, a contin-
uous cloud property monitoring is essential; therefore, we
propose to apply SACURA on imagery from a geostationary
platform. In particular, use will be made of imagery gener-
ated by the Spinning Enhanced Visible and Infra Red Imager
(SEVIRI) onboard the Meteosat Second Generation (MSG)
satellite platform. The SACURA-derived COT from MSG
is compared with a totally independent estimation of COT
from CloudSat instrument. Subsequently, as the study pre-
sented here is in fact carried out in the context of a better esti-
mate of photolysis rate coefficients required in the chemistry
schemes of atmospheric pollution models, develop a simple
parameterisation to relate remotely sensed COT to surface
UV irradiance. The parameterisation is developed with the
purpose to verify the capacity of retrieved COT to yield rea-
sonable surface UV irradiance. Finally, the calculated surface
UV irradiance is validated with two UV monitoring stations
in Belgium.

The remainder of this paper is organised as follows. Sec-
tion 2 details the data and methodology to retrieve COT and
then to estimate the surface UV irradiance levels associated
with the COT. The comparison between retrieved COT val-
ues with the COT values from the dedicated CloudSat instru-
ment is shown in Sect. 3. In addition to this, the validation
of the estimated surface UV irradiance against station-based
measurements in Belgium is also illustrated in Sect. 3. We
summarise our findings in Sect. 4.

2 Data and methodology

The data and methodology used to retrieve cloud optical
thickness (τ) and surface UV irradiance associated with the
τ is described in this section.

2.1 Retrieval of scaled cloud optical thickness

We present here the methodology to retrieve scaled cloud
optical thickness from Spinning Enhanced Visible and Infra
Red Imager (SEVIRI) imagery. The relation between scaled
cloud optical thickness (τ *) and cloud optical thickness (τ)

is explained below. SEVIRI is an imager with 11 spectral
bands, extending from the shortwave to the thermal infrared
portions of the electromagnetic spectrum. For our purposes,
use is made of the spectral bands centred on 0.6 µm and
1.6 µm. The 0.6 µm channel is employed because of the neg-
ligible absorption by cloudy media at this wavelength, which
considerably simplifies the expressions used for the retrieval.
Reflectance in the 1.6 µm channel is used to discriminate be-
tween the liquid and ice phases of cloud droplets, which are
required in the SACURA method as implemented here.

The spatial resolution of the SEVIRI imagery is approx-
imately 3 km at nadir. Yet, given the position of the MSG
satellite platform (above the equator, and at 0° longitude),
the actual resolution over large part of Europe is approxi-
mately of the order of 4 to 6 km. We acquired imagery for
a geographical domain covering a large part of Europe, as
shown in Fig. 1. This imagery was acquired for the month of
June 2006, at time intervals of 15 min, which is the temporal
sampling provided by SEVIRI.

The shortwave reflectance was estimated from Level 1.5
SEVIRI imagery distributed by the European Organisation
for the Exploitation of Meteorological Satellites (EUMET-
SAT). The spectral reflectance observed by the satellite is
given as (Govaerts, 2001)

Rλ =
Iλd

2
SEπ

Iλ0cosθ0
, (1)

with Iλ (in Wm−2 sr−1 (cm−1)−1) the radiance, which is ob-
tained from the digital counts contained in the raw SEVIRI
imagery, using appropriate offset and slope values for each
spectral band. Furthermore,dSE is the relative Sun-Earth dis-
tance,Iλ0 is the spectrally dependent solar radiance at the
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Fig. 1. Background surface albedo (A in %) for June 2006 from
minimum value compositing method. Region with high background
surface albedo are shown in darker shade whereas lighter shade
shows the region with low background surface albedo.

top of the atmosphere, andθ0 is the solar zenith angle. The
description of calculation ofθ0 is relegated to Appendix A.
Note that, for the sake of clarity further in this study, the in-
dexλ is dropped from the above expressions. It is assumed,
though, that all spectrally-dependent quantities refer to the
0.6 µm spectral band, which is the one used in SACURA for
the retrieval of optical thickness.

Following Kokhanovsky et al. (2003), the reflection func-
tion of a cloud overlying a surface with albedoA (the surface
being assumed Lambertian) is given by

R=R∞

0 (µ,µ0,ϕ)−tK0 (µ)K0 (µ0)

[
1−

At

1−A(1−t)

]
(2)

whereR is the observed reflectance,R∞

0 (µ,µ0,ϕ) is the
reflectance of a semi-infinite cloud (see below), withµ =

cos(θ), µ0 = cos(θ0), θ and θ0 being the satellite viewing
and solar zenith angles, respectively, andφ the relative az-
imuth angle (see Appendix A) between the solar and satellite
directions. Moreover,

K0 (µ) =
3

7
(1+ 2µ) (3)

is the escape function, and

t =
1

0.75τ (1− g) + α
(4)

is the global transmittance of a cloud, withτ the cloud op-
tical thickness,g the asymmetry parameter andα = 1.07 a
numerical constant.

As mentioned above,R∞

0 (µ,µ0,ϕ) is the reflectance of a
semi-infinite cloud. In the earlier versions of SACURA, this
quantity was parameterized in a simple manner. A drawback
was that it was only valid for near-nadir viewing conditions,

which for our study is problematic as viewing conditions of
the SEVIRI instrument for Europe are generally fairly much
off-nadir most of the time. Recently SACURA was extended
(Nauss and Kokhanovsky, 2011) with an LUT approach for
the estimation of this reflectance of a semi-infinite cloud,
i.e. the first term in Eq. (2), thus allowing off-nadir view-
ing conditions, yet only marginally affecting the speed of the
retrieval scheme. Moreover, the new LUT-based approach al-
lows for both liquid and ice water phases.

LUT’s for R∞

0

(
µ,µ0,ϕ

)
were acquired fromhttp://www.

iup.uni-bremen.de/∼alexk/, one for water and another for
ice clouds. (The method to discriminate between liquid
and ice water clouds at a given pixel of the image is de-
scribed below.) These LUTs contain pre-calculated values
obtained by means of radiative transfer modelling (Nauss and
Kokhanovsky, 2011), which are stored as a function of (µ,
µ0, φ), the latter increasing in steps of one degree. Values of
R∞

0 (µ,µ0,ϕ) are obtained by linear interpolation from the
values stored in the LUT.

The actual retrieval of cloud optical thickness is now rather
straightforward. Knowingt , Eq. (4) can be used to yield the
cloud optical thicknessτ . However, rather than directly re-
trieving cloud optical thickness (COT) itself, we retrieve the
scaledoptical thickness (SCOT) instead, which (King, 1987)
is defined asτ∗ = τ(1−g), and which by virtue of Eq. (4) is
given by

τ ∗
= τ (1− g) =

1

0.75

(
1

t
− α

)
. (5)

The main advantage of using SCOT is that it eliminates the
effect of the asymmetry parameterg on the result, which is
important when intercomparing results obtained by different
methods. This asymmetry parameter takes into account par-
ticle size, which depends on the phase of the cloud droplets.
Zhang et al. (2009) showed the influence of different as-
sumptions related to particle size, through its effect ong, in
different retrieval algorithms. Particularly in the case of ice
clouds,g has a significant effect that can lead to errors of
the retrieved parameters. By worthy with SCOT, uncertain-
ties in the value ofg, and hence in the retrieved parameter
are avoided. The fact that the SCOT contains the ‘hidden’
information ofg, is used later in this study, particularly for
validation purposes.

The background (surface) albedoA is an important quan-
tity in the retrieval of SCOT as shown in Eq. (2), especially
for thin cloud. Indeed, an improper specification ofA may
bias the retrieved cloud optical thickness (King, 1987), par-
ticularly in the case of thin clouds. Here,A is calculated from
the imagery itself, using a minimum-value compositing ap-
proach, as was also done by Nauss et al. (2005). Stated oth-
erwise, the background albedo map for our study domain is
created by assigning to each pixel the minimum of the ob-
served reflectance value over the entire study period. Figure 1
shows the map containingA obtained for June 2006, for our
study domain.
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Finally, in our implementation to retrieve SCOT we em-
ploy a scheme to discriminate, at every pixel of a SEVIRI
image, between the liquid and ice water phases of the cloud
droplets. Ice versus water cloud discrimination is done us-
ing the ratio of the reflectances of the SEVIRI channels at
1.6 µm and 0.6 µm, respectively (Kidder and Vonder Haar,
1995; Kokhanovsky, 2006). Based on the study by Hutchi-
son (1999), whenever this ratio is below a value of 0.7 we
assume ice clouds, the cloud containing liquid water other-
wise. In each case, the corresponding ice or liquid water LUT
is used to interpolateR∞

0 (µ,µ0,ϕ) for ice and liquid water
respectively.

2.2 Estimation of surface UV irradiance

In order to obtain reasonable surface UV irradiance from
the remotely sensed COT fields, we developed a simple pa-
rameterization based on simulations performed with the Tro-
pospheric Ultraviolet and Visible (TUV) radiative transfer
model (Madronich, 1997), version 5.0. TUV is a state-of-
the-art model allowing to simulate, among others, the effect
of clouds on surface UV irradiance.

As the objective here is to reproduce a reasonable level
of surface UV irradiance incorporating the impact of re-
motely sensed cloud optical thickness, a value representa-
tive to the study period is assigned to the parameters of the
TUV model. The TUV model is set up using the 8-stream
discrete ordinates option. The surface albedo in the UV spec-
tral range is set to 5 %, which is consistent with values men-
tioned by Badosa et al. (2005), Kazantzidis et al. (2001),
López et al. (2009), and Palancar et al. (2011). The multi
sensor re-analysis (MSR) data set created from fourteen total
ozone satellite retrieval datasets measured by polar orbiting
satellites (van der A et al., 2010) is used to obtain the to-
tal ozone column value. Following which, the total column
ozone value is set to 335 Dobson Units for the month of
June 2006 at 51° N and 4.5° E, which is near the centre of
our study domain. Note that the spatial variability through-
out this domain is very little. The columnar concentration
values for SO2 and NO2 are set to the TUV default values
of 0 DU and also for aerosol parameters default values are
used: aerosol optical depth at 550 nm (τa = 0.235), single-
scattering albedo (ω0 = 0.99), andÅngstr̈om coefficient as
unity. The value of cloud asymmetry parameter (g) employed
to calculateτ from the remotely sensed scaled cloud opti-
cal thickness (τ *) is set to 0.85, which is consistent with the
TUV model.

The TUV model is set up to calculate surface UV irra-
diance at sea level (10 m altitude) for different cloud opti-
cal thickness values ofτ = 0, 5, 10, 20, 40 and 80, for solar
zenith angles (θ0) ranging from 0° to 90°, in steps of 10°.

Inspired by Fitzpatrick et al. (2004), the function,T (τ), to
calculate transmission of (broadband) solar radiation through
clouds to modulate UV irradiance is given by:

T (τ) =
a + bcosθ0

1+ cτ
(6)

A fit between TUV-based results and the above empirical
function is obtained fora = 1, b = 0.0 andc = 0.075. The
correspondence between our parameterisation and the TUV-
based results is excellent (Fig. 2).

The surface UV irradiance,E(τ,θ0), is expressed as the
product of the clear-sky valueE(0,θ0) multiplied by the
cloud transmissivityT (τ) as given in Eq. (6), yielding

E(τ,θ0) = E(0,θ0)T (τ ) (7)

As the solar zenith angle is one of the most important pa-
rameter affecting the surface UV levels (Lubin and Jensen,
1995), the clear-sky irradiance is parameterized as a function
of solar zenith angle employing the functional form proposed
by Simpson et al. (2002), that is,

E(0, θ0) = Eτ=0exp

[
γ

(
1−

1

cos(0.8θ0)

)]
(8)

The coefficientγ is estimated, based on TUV results, to be
1.95 and 3.55 for UV-A and UV-B irradiance respectively.

The parameterization given by Eq. (7) is applied to time
series of remotely sensed COT values for selected SEVIRI
pixels, considering the same 15-min time intervals as those
at which the cloud optical thickness is retrieved. In order to
avoid the scattering phenomenon associated with lower solar
elevation at the horizon and uncertainties in UV irradiance
associated with it, the computation of surface UV irradiance
levels is limited to the pixels having solar zenith angle (θ0)

smaller than 77°.

3 Results

3.1 Comparison of optical thickness with CloudSat

The methodology described in Sect. 2.1 was implemented
on SEVIRI Level 1.5 daytime imagery to yield SCOT fields
at 15-min intervals, for the month of June 2006. Figure 3
shows such fields at several selected instants corresponding
to passes of the CloudSat instrument (Stephens et al., 2002),
observations of which will be used to compare our results
with.

CloudSat carries a 94-GHz cloud profiling radar, which
yields cloud profile information, liquid and ice water content
profiles, and precipitation. Optical thickness is obtained by
combining radar measurements with reflectances measured
by the MODIS instrument onboard the Aqua platform, which
flies in tandem with the CloudSat platform. As the CloudSat
radar has a small field of view of approximately 1.4 km, and
the platform being in a polar orbit, the data are confined to
narrow tracks. Pixels within the tracks have a size of approx-
imately 1.4 km × 2.5 km, in the across- and along-track direc-
tions, respectively. For the comparison, we used the CloudSat
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Fig. 2. The parameterised transmittance given by Eq. (6) (continuous curve) and the transmittance computed from TUV model simulations
(symbols).

2B-TAU cloud optical thickness product (CloudSat Project,
2008). However, since we derived SCOT, while the CloudSat
2B-TAU product contains (unscaled) COT, we converted the
latter to SCOT by using an appropriate value of the asym-
metry parameterg. In the generation of the 2B-TAU product,
use is made of a value ofg = 0.85 for water andg = 0.8336
for ice droplets (Baum et al., 2005). As these values are
very near each other, we adoptedg = 0.84 as a representa-
tive value for both the ice and liquid water phases.

SEVIRI-based SCOT results were interpolated to the po-
sitions of the CloudSat pixels along the tracks crossing our
study domain (see Fig. 3). Figure 4 shows the result of the
comparison between the SCOT values from SEVIRI versus
those from CloudSat, along the track of the latter, for those

times in June 2006 that a CloudSat track ran through the
study domain, hence corresponding to the images in Fig. 3.
It is quite clear that the SEVIRI results match the CloudSat
SCOT values rather well, most of the time being within the
uncertainty range of the latter. Whenever extensive and thick
clouds are present in the CloudSat data, our SEVIRI-based
SCOT values properly identify those areas. Also, the absence
of cloud is identified well by our approach, although a small
residual SCOT value is sometimes found in our results when
CloudSat indicates the absence of cloud.

Table 1 quantifies the difference between the SEVIRI and
CloudSat SCOT values for each of the CloudSat tracks used.
The bias, ranging between−0.28 to 0.26, is very low, with-
out any general tendency towards systematically positive or
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Fig. 3. SCOT fields at several selected instants, shown on top left of each map, corresponding to passes of the CloudSat instrument. The
CloudSat passes are denoted by the dashed line.
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 Fig. 4. Scaled cloud optical thickness (τ∗) retrieved from our approach (continuous black curve) and from CloudSat (green symbols). The
uncertainity in the CloudSat values are given by the shaded region.
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Table 1.Error Statistics between estimated SCOT from SEVIRI and SCOT from CloudSat.

Time of CloudSat Root Mean Square Index of Correlation BIAS
pass over study domain Difference (RMSD) Agreement (IOA) Coefficient

16 June, 12:42 h 1.68 0.78 0.69−0.23
18 June, 12.42 h 1.67 0.84 0.77−0.28
19 June, 12:12 h 1.22 0.72 0.59 0.04
20 June, 12:42 h 0.81 0.86 0.78 0.04
21 June, 11:57 h 1.65 0.80 0.67 0.03
21 June, 13:42 h 1.24 0.72 0.57 0.26
23 June, 12:57 h 1.40 0.80 0.72−0.09
24 June, 13:27 h 1.26 0.85 0.78 0.07
25 June, 12:42 h 2.12 0.68 0.58−0.05
26 June, 11:27 h 2.59 0.68 0.51 0.09
28 June, 13:27 h 1.36 0.78 0.63−0.10
29 June, 12:12 h 0.41 0.69 0.56 0.18

Mean 1.45 0.77 0.65 0.00

negative values. The root mean square difference (RMSD) is
generally of the order of 1 to 2, which is rather low com-
pared to the typical SCOT values occurring in the CloudSat
tracks considered here, reaching up to values of∼ 10 and
beyond. The correlation between both sets of SCOT values
is also reasonably good, in the range 0.51–0.78. Finally, the
index of agreement also exhibits satisfactory values ranging
between 0.68 and 0.86, which points to a good performance
of the retrieval scheme.

The SCOT values obtained from SACURA applied to SE-
VIRI are well within the uncertainty of the CloudSat values.
The reason behind the differences in the SCOT can be at-
tributed to differences in the spatial resolution between the
SEVIRI and CloudSat pixels. A differing surface background
albedo can also be associated with the discrepancies found in
the SCOT.

In order to assess the agreement between results based on
our approach against the CloudSat values, as expressed with
the error statistics given above, we considered the results de-
scribed in Kokhanovsky et al. (2007). These authors com-
pared COT results obtained with SACURA applied to SCIA-
MACHY measurements, against results obtained based on
MERIS and AATSR, also processed with the SACURA al-
gorithm. The data obtained by these authors show correla-
tion coefficients of 0.76 and 0.78, and index of agreement
(IOA) of 0.81 and 0.82, for MERIS and AATSR respec-
tively. As mentioned above, we obtained a mean correlation
of 0.65 and mean IOA of 0.77 in the comparison of our re-
sults with CloudSat. Any lesser performance of our approach
may be explained by Eq. (1) different algorithms used for
SEVIRI and CloudSat (whereas Kokhanovsky et al. (2007)
used SACURA to measurements from both the MERIS and
AATSR sensors), and Eq. (2) the mismatch between the pix-
els in the CloudSat track and the SEVIRI pixels, which is
more severe than the spatial mismatch of SCIAMACHY ver-
sus spatially aggregated MERIS respectively AATSR data.

The difference statistics we obtained for the results based
on our approach versus the CloudSat are reasonably satis-
factory. This leads us to conclude that the application of
SACURA algorithm to SEVIRI data yields satisfactory val-
ues for the scaled cloud optical thickness.

3.2 Comparison of surface UV irradiance with
measurements

The resulting surface UV irradiance estimates computed by
Eq. (7) were compared to measured values, obtained from
UV monitoring stations located at Redu (50.00° N, 5.15° E)
and Ostend (51.23° N, 2.93° E), both in Belgium, for the
month of June 2006. Both stations have a fairly pristine at-
mosphere, as one is in a rural location and the other is lo-
cated at the Belgian coast, not experiencing pollution of an
urban region. The location of Redu and Ostend can be seen
from Fig. 5, which also shows the cloud optical thickness
fields of each day at noon (11:57 UTC) of June 2006 as esti-
mated from SEVIRI. In this figure, different types of clouds
– thin clouds, stratiform clouds, scattered or broken clouds,
thick to cumulonimbus clouds – are identifiable by means
of cloud optical thickness over the two sites. The two sta-
tions, which are part of the European UV measurement net-
work (http://uvdb.fmi.fi/uvdb/), are equipped with UVB-1
and UVA-1 Pyranometers from Yankee Environmental Sys-
tems, Incorporated. The UVA-1 Pyranometer measures the
global solar UV-A irradiance. The instrument utilizes col-
ored glass filters and a UV-A sensitive phosphor screen to
block all of the Sun’s visible light and convert the UV-A
light into visible (green) light. A solid-state photodetector is
employed in the instrument to measure the latter. The UVB-
1 Pyranometer measures the global solar UV-B irradiance
and utilizes the same technique as that of UVA-1 Pyranome-
ter. These instruments are regularly verified and recalibrated
by means of National Institute of Standards and Technology
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Fig. 5. Location of the measurement sites on a Belgian map with daily noon (11:57 UTC) cloud optical thickness values as retrieved from
SEVIRI for the month of June 2006.

(NIST) certified 1000 W Tungsten lamps. One measurement
is taken every second by both the UV-meters. The data are
recorded on a data-logger and averaged on 1-min intervals
between 2 to 22 h UT (4 to 24 h local time) each day. The

accuracy of the UV irradiance measurements is estimated at
±5 %.

Figure 6 shows the estimated versus the observed sur-
face UV-A and UV-B irradiance values for June 2006 at the

www.atmos-chem-phys.net/12/7961/2012/ Atmos. Chem. Phys., 12, 7961–7975, 2012
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Fig. 6. Time series of modelled (solid lines) and measured (orange symbols) UV-A(a) and UV-B (b) irradiance over Ostend and UV-A(c)
and UV-B(d) irradiance over Redu for the month of June 2006.

selected stations. It is clear that the estimated values cap-
ture the temporal variation of the observations fairly well. In
particular, the variations between the obviously cloudy days
versus the dominantly clear-sky periods are reproduced well
in the COT-based surface UV estimates. Moreover, the ge-
ographic differences between the stations are generally well
captured, such as the systematically lower irradiances in the
Redu station at the beginning and the end of the considered
period, and related to the presence of enhanced cloud at that
location. There are also days, though, mostly characterized
by (nearly) clear sky conditions, on which the model exhibits
a low bias compared to the measurements. It has been re-
ported that broken cloud decks or thin overcast cloud can en-
hance surface UV irradiance by up to several tens of percent,
owing to light reflection at cloud edges and increased forward
scattering in certain cloud types (Calbó et al., 2005; Craw-
ford et al., 2003). The enhancement observed in the mea-
surements might be due to the diffuse component of the UV
radiation under the presence of very thin clouds. Another as-
pect to be kept in mind here as an explanation for some of the
discrepancies is that the footprints (radiation source area) of

the ground- versus the satellite-based sensors are different;
moreover, for the ground-based sensor this footprint depends
on the height of the cloud. Nevertheless, most of the time the
estimated UV irradiances match the observations well, often
within the 5 % measurement error. Overall, the correspon-
dence is slightly better for the UV-B than for the UV-A part
of the spectrum.

The model versus measurement error statistics are shown
in the Table 2. With the values of correlation varying from
0.88 to 0.91 for UV-A and UV-B, respectively, along with
index of agreement ranging between 0.91–0.97, it can be
inferred that the proposed parameterisation is a good esti-
mate of attenuation of UV-A and UV-B irradiance due to
clouds. The RMSE values of the time series for Ostend and
Redu for UV-A are 7.7 W m−2 and 9.07 W m−2 , respec-
tively, whereas, for UV-B it is 0.30 W m−2 and 0.36 W m−2,
respectively. The variation of daily RMSE, shown by the hor-
izontal line in Fig. 6 indicates that the model and measure-
ment values match well under clear sky condition. The influ-
ence of cloudy scenario, specially broken or transient clouds,
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Table 2.Error Statistics between estimated surface level UV irradiance and measurements.

QUANTITY STATION Root Mean Index of Correlation BIAS
Square Error (RMSE) Agreement (IOA) Coefficient

UVA Ostend 7.70 0.94 0.91 2.15
Redu 9.07 0.91 0.88 5.32

UVB Ostend 0.30 0.97 0.93 0.05
Redu 0.36 0.94 0.91 0.15

Fig. 7. A scatter diagram of modelled cloud modification factor
(CMFmod) versus observed cloud modification factor (CMFobs)

over Ostend during June 2006.

somewhat deteriorates model performance for surface UV ir-
radiance levels.

In addition to the above analysis, the conjunction of Fig. 6
and Fig. 5 also facilitates to comprehend the effect of clouds
or absence of clouds on lower or higher surface UV irradi-
ance levels respectively.

Figure 7 shows the comparison of modelled cloud mod-
ification factor (CMF) against the observed CMF over Os-
tend. The CMF was calculated as the ratio of observed UV
irradiance to the clear sky UV irradiance. Despite the scatter
(Fig. 7), the modelled and observed CMF match in a satis-
factory manner with a root mean square error of 0.19 and a
correlation coefficient of 0.71. The bias has a value of 0.046.

Although we do not propose a retrieval algorithm of sur-
face UV irradiance from a remote sensing instrument, yet in
order to assess the results obtained using our approach, we
compared it with the results obtained by previous studies.
We considered some of the previous studies that were dedi-
cated to the estimation of surface UV irradiance using satel-
lites. Chubarova et al. (2002) compared the ground based
UV measurements at Moscow, Russia, against TOMS (To-
tal Ozone Mapping Spectrometer), which has a spatial res-
olution of 50 × 200 km2. They found that the relative mean

difference between TOMS UV estimate and the ground mea-
surements is between ±10 %. They also found that TOMS
overestimated the ground measurements under overcast con-
dition as the value of the bias reached 15–17 %. Fioletov et
al. (2002) found that the TOMS UV estimate versus ground
measurements at Toronto, Canada, has a correlation coeffi-
cient of 0.9 with a bias of 9 %. McKenzie et al. (2001) found
an average correlation of 0.81 between TOMS estimate and
ground measurements of UV erythemal dose at four stations
around the world. Peeters et al. (2000) compared the UVB
estimated by GOME (Global Ozone Monitoring Experiment)
against measurements over Uccle, Belgium. They found that
the satellite estimations were twice as high as the measure-
ments, particularly in the case of cloudy conditions. Among
other factors, this difference pertains to the spatial resolu-
tion of GOME∼ 40 × 320 km2. Whereas, the results obtained
using our approach yielded a mean correlation of 0.91 be-
tween modelled UV irradiance and ground based measure-
ments with a low bias. The assessment of error statistics with
that of previous studies reveal that the results obtained in
this study matches satisfactorily with the results from pre-
vious studies. There are several reasons that limit an accu-
rate intercomparison between our results with previous stud-
ies. Various studies employ various instruments/approaches,
which does not measure exactly the same quantities and are
focused over different geographical domains. These factors
complicate the intercomparison of our results with previous
studies. Moreover, the difference in spatial resolution of vari-
ous remote sensing instruments, SEVIRI= 3 × 3 km2at nadir,
TOMS = 50 × 200 km2and GOME∼ 40 × 320 km2, possess
additional complications for comparisons together with the
fact of using different spectral bands.

Finally, the differences between the estimated and mea-
sured surface UV irradiance could also pertain to the as-
sumption related to the value of aerosol optical thickness
(AOT). In the manuscript use was made of an AOT value
of 0.235. In order to assess the sensitivity of surface UV ir-
radiance on AOT, we considered aerosol optical thickness
measured by the AERONET (AErosol RObotic NETwork)
station at Ostend (Belgium), which is very near the UV ob-
servation station. For the month of June 2006, the mean mea-
sured AOT amounted to 0.25, with a standard deviation of
0.15. The effect of the variability of the AOT on the result-
ing surface UV (UVA and UVB) irradiance was evaluated
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Table 3. Mean normalised absolute difference (MNAD) for UVA
and UVB irradiance under varying aerosol optical thickness (AOT)
values.

Aerosol optical MNAD for MNAD for
thickness (AOT) UVA (%) UVB (%)

0.10 3.22 3.43
0.25 0.0 0.57
0.40 3.22 5.44

by calculating this quantity using the mean AOT (0.25), as
well as the mean AOT plus and minus one standard devia-
tion (AOT values of 0.10 and 0.40, respectively). Perturbing
the AOT as just explained induces mean normalised absolute
difference (MNAD), which was calculated as following:

MNAD (%) =

(∣∣UVmodelledi − UVperturbedi

∣∣
UVmodelledi

)
× 100

where, MNAD is Mean Normalised Absolute Difference in
percent, UVmodelledi is modelled UV (UVA or UVB) irradi-
ance ati-th time interval, UVperturbedi is UV (UVA or UVB)
irradiance associated with different values of aerosol optical
thickness.

Table 3 quantifies the MNAD for UVA and UVB under
varying AOT. It can be seen that the differences are small
with maximum value of MNAD being 5.44 % for UVB irra-
diance indicating the low sensitivity of surface UV irradiance
to AOT.

4 Conclusions

This paper presents an application of the semi-analytical
cloud retrieval algorithm (SACURA), designed for retriev-
ing scaled cloud optical thickness, to MSG SEVIRI Level
1.5 reflectance imagery in the 0.6 µm channel and estimation
of corresponding surface UV irradiance. To illustrate model
performance, a case study during the month of June 2006, for
a domain covering a large part of Europe was analysed. To
our best knowledge, this is the first application of SACURA
to imagery obtained from a geostationary satellite platform
to retrieve scaled cloud optical thickness (SCOT). The back-
ground (surface) albedo was determined from the reflectance
imagery itself, using a minimum-value compositing method.
The discrimination between liquid and ice water was done
by means of a threshold method using the ratio of the 1.6 µm
versus the 0.6 µm reflectance values. The SCOT values ob-
tained with SACURA from SEVIRI imagery were compared
with values estimated by the CloudSat satellite. Overall, both
methods gave very similar results, both in magnitude as in the
spatial patterns, with an average root mean square difference
of 1.45, index of agreement of 0.77, correlation coefficient of
0.65 and null bias.

Based on the retrieved cloud optical thickness values to-
gether with radiative transfer modelling approach, a simple
parameterisation as a function of solar zenith angle and cloud
optical thickness was proposed to yield the surface level UV-
A and UV-B irradiance. The estimated surface level UV-A
and UV-B irradiance were validated against measurements
over two Belgian stations, Redu and Ostend, for the same
period of June 2006. The correlation between measurements
and model results were found to be in the range of 0.88 to
0.91. The index of agreement varied between 0.91–0.97. A
low bias was found between measurements and model re-
sults. A satisfactory modelled versus measured surface UV,
UV-A and UV-B, irradiance leads to the conclusion that the
proposed approach is competent in estimating the surface UV
irradiance by capturing the impact of clouds characterised by
remotely sensed scaled cloud optical thickness fields. The as-
sessment of obtained results with previous studies yielded a
satisfactory outcome. Finally, the sensitivity of surface UV
irradiance level during the study period was found to be small
with respect to the aerosol optical thickness.

A good estimate of surface UV irradiance levels also indi-
cates the accuracy of the retrieved scaled cloud optical thick-
ness values, specially for air quality applications among oth-
ers.

Appendix A

Solar-satellite angles

A1 Solar zenith angle

The solar zenith angle (θ0) is given as following:

θ0 = cos−1 (sinφ sinδ + cosφ cosδ cosHa) (A1)

with φ the latitude of the considered pixel’s position, and

δ = −23.45cos
2π(JD+ 10)

365
(A2)

the solar declination angle, which depends on the Julian Day
(JD). The hour angle is given by

Ha = 15(l − 12), (A3)

with the local (solar) apparent time given by

l = time+ � + Xtime.

In this last expression “time” refers to the UTC time (in
hours),� is longitude (in degrees), and

Xtime = 9.87sin2β − 7.53cosβ − 1.5sinβ (A4)

is the equation of time, withβ = 2π (JD− 81)/365.
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A2 Solar-satellite azimuth angles

The solar azimuth angle (ν0) is given as (Kidder and Vonder
Haar, 1995),

ν0 = cos−1
(

cosHacosδ sin8 − sinδ cos8

sinθ0

)
. (A5)

Assuming a spherical earth, the radius vector extending from
the centre of the Earth to the considered pixel,re, is given as

re =

 recos8cos�
recos8sin�

resin8

 . (A6)

Similarly, rs, the radius vector of the satellite is given by

rs =

dv cos80cos�0
dv cos80sin�0
dv sin80

 (A7)

where80 = 0°, is sub satellite latitude.
The difference vector being defined by,rd ≡ rs−re, the

satellite zenith angle(θ), as described by Kidder and Vonder
Haar (1995), is given by

θ = cos−1
(

rs·rd

|rs| |rd|

)
. (A8)

To calculate thesatellite azimuth angle(ν), we employ two
vectors in the tangent plane at the observational point. Again
following Kidder and Vonder Haar (1995), the first vector
pointing north,rN, is given as

rN =

−sin8cos�
−sin8sin�

cos8

 . (A9)

The second vector,rH, is the horizontal projection ofrd,
given by

rH=rd−rd
re

|re|
cosθ. (A10)

From Eqs. (A9) and (A10) we obtain thesatellite azimuth
angle

ν = cos−1
(

rN·rH

|rN| |rH|

)
. (A11)

The next parameter calculated is therelative azimuth angle
(φ)

φ = (ν − ν0) + π (A12)

We assume that therelative azimuth angleis equal toπ when
sun and satellite are in the same line and sun is shining from
behind the satellite, as described by Capderou (2005).

Appendix B

Table B1.List of symbols.

Symbol Description Units

Iλ Radiance Wm−2 sr−1 (cm−1)−1

8 Latitude Degree
� Longitude Degree
τ cloud optical depth –
τ∗ scaled cloud optical depth –
g asymmetry parameter –
θ0 solar zenith angle Degrees
θ satellite zenith angle Degrees
υ0 solar azimuth angle Degrees
υ satellite azimuth angle Degrees
ϕ relative azimuth angle Degrees
δ solar declination angle Degrees
R∞

0 reflectance of semi-infinite cloud –
R observed reflectance –
K(µ) escape function –
t global transmittance –
T Solar broadband transmittance –
E Surface UV irradiance W m−2
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Alcántara, A.: The influence of clouds on surface UV erythemal
irradiance, Atmos. Res., 66, 273–290, 2003.
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López, M. L., Palancar, G. G., and Toselli, B. M.: Effect of differ-

ent types of clouds on surface UV-B and total solar irradiance
at southern mid-latitudes: CMF determinations at Córdoba, Ar-
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