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1 Forward model of gas transport in firn keeping the concentration as the main variable can be use-
ful for a robust algorithm implementation, it is interegfito

The notations chosen for the main physical variables are prechange the state variable in order to compare with other pub-

sented in Table 1. The subscripts generally used for trace |ished firn models. Note that the radioactive decay term was

gases while the superscripisor c indicate the considered not included (contrarily to the model in the main paper) to

quantity in the open or closed porosity network, respebtive  simplify the comparison and could simply be introduced as a

The first and second partial derivatives with respect to&spac mass loss op2)

are indicated with], and[-]..., respectively, and the one with

respect to time ag|;. 2 1.1.1 Equivalence with a formulation in amount of gas

1.1 Model equivalencies Defining the gas quantity(z,t) = f(z) x p%(z,t), EQ. (1) is
) equivalent to:
Our proposed transport model is:

102 £+ 102 F (0 w5 (7 ) = AT
o1 o Majuirg Do ([a/f). —aq/ f =222
DOc [pa]z pa RT RT # (3)
O (0 t) _ atm(t) - (1) q(oat) = f(O)PZtm(ﬁ)
G 0y eeat) £~ alem,t) F o) =0
ZF, 2F)|z —q(2F, ZF) =
g e Dl = e t) =0 Mg e T
where The model proposed by Rommelaere et al. (1997) is ob-
My i 2< Zeoms tained from Eq. (3) below.,., (the convective region was
Mo/air = { M, if 2> Zeoms (@) constructed by setting as constant in the upper part) and

Eq. (1) dint ¢ rai it g(zF,t) =0 (no gas in contact with the atmosphere in the
a- ( ) IS Expressed in terms of gas concentration as It Wap, layer). When this model was used in a first attempt to
established from mass conservation. This allows for a di-

. S I . calculate a multi-gas constrained diffusivity, some peof
rect relationship with the transport terms definition. V&hil appeared due to the convective region (lack of accuracy in

Correspondenceto: Emmanuel WITRANT the upper part) and to numerical oscillations (bottom beund
(emmanuel.witrant@ujf-grenoble.fr) ary condition and terms containing the inversefofwhich
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» goesto zero at the end of the close-off region, and its deriva
tive). These problems motivated the initial model revision
terms of concentration and to clearly identify the naturé an

Table 1. Main physical variables

Notation Physical variable and unit i | X
formulation of the different velocity components.
Gaccu snow accumulation rate (kgfyr)
o(z:t) mixing ratio (mol/mol) 1.1.2 Equivalence with a formulation in gas mixing ra-
cy correction factor on the diffusivity in airf(0)) . . L ian f
Da(z) effective diffusivity of gas in firn (m?/yr) .
Deg () optimal effective diffusivity of CQ in firn (m*/yr) The transport model (1) can be expressed in terms of gas
Da i molecular diffusion coefficient of gas in free air mixing ratioc(z,t) = p,(z,t)/ pair(2) by noticing that:
(m2lyr)
Dcoy ,air molecular CQ diffusivity in free air (n?/yr) po = CPai pO = pairlc]: + [pair]= €
Deaay(2) eddy component in effective diffusivity (hyr) @ o [ a]z alr[ ]Z [ alr]z
1(2) open porosity (m?) and (air transport and trapping equilibrium):
g gravitational acceleration (9.81 rijs
Mair/a air/trace gas molar mass (kg/mol) ) ) P
m(z) measured mixing ratio (mol/mol) [Pai f (v wair )= + paieT =0
Ny number of trace gases L . .. .
N number of measurements Th.e gas dynamics is then expressed in terms of mixing ratio
P(2) pressure in open pores (Pa) as:
Patm,co atmospheric and mean close-off pressure (Pa) P '
Py reference atmospheric pressure (101325 Pa) oc 4 (v erair)[c]z — & + @ P+ [(I)]z (4)
Pe(z,t) Péclet number ot f Pair
q(z,t) gas quantity in the open pores volume (mdl/of ) o .
open pores volume) with the mixing ratio flux:
r7Y(2) rate of fluid mass transfer fromto y (mol/m?/yr)
Ta relative diffusivity of gasy with respect taDa;, D, (M air — M, /air)g
R ideal gas constant (8.314 J/mol/K) P(z,t) = 7 [c]: + Rl c
RMSD root mean square deviation
?std ]ﬁta”tdard mot'ar '?Pt(';’ faf computation (mol/mol) Our model is set in an Eulerian frame (fixed with respect to
irn temperature . - .
Toeo reference (273) and mean close-off temperature (K) the SL_Jrface_) and can be expressedin a La}granglan coordinate
e measurement date (yr) (mow.ng with par'u_cles that haye a yelocny+ Wair IN the
Veo parameterized close-off porous volume {g) Eulerian frame) using the relationship:
\%4 air content obtained from the experimental parame-
terization (cni/g) dec  Oc
v(z) firn sinking velocity (m/yr) dat ot + (v + wair) [¢]+
Weas/air/a (2,t)  relative gas/air/trace gas advection velocity with re-
spect to firn (m/yr) whered/dt denotes the Lagrangian derivative. The mixing
Wair/a(2) airltrace gas advection velocity with respect to firn - ratio dynamics (4) is then equivalent to:
at steady-state (m/yr)
z depth location in the firn (m) de .
ZF full close-off depth (m) - = (é + @> O+ (D],
8(z,t) é-ratio of gas isotopesif) dt f Pair
Az depth increment between model layers (m) . . . L
Awea(z,t) trace gas velocity in air induced by molecular diffu- a_nd the ‘T’ur trans_port model (determme_(_j by firn S|_nk|ng and
sion (m/yr) air trapping) defines the absolute position (Eulerian frame
Awa(z,t) steady-state trace gas velocity in air (m/yr) of the relative coordinates, which is necessary to relage th
€(2) total porosity E?/m ) modeled mixing ratios to the firn measurements. Compar-
w(z) permeability (m) - w ing this expression with the model proposed by Trudinger
A radioactive decay rate (y) . ) h .
v(z) firn tortuosity et gl. (1997), the equwale_nce is establlshed (negleqhag t
®(z,t) mixing ratio flux (mol/mol/m/yr) radioactive decay and the impact of the air flow velocity) be-
X mole fraction of gasr (trace gas or air) in the gas  |owW z..,,. The main advantage of the Lagrangian framework
mixture is that it allows tracking surface alterations of the fluxhirit

Prirn/ice/co(2) Cg?(’;cs‘z’g'c‘g”ﬁ density versus depth (kg/nof the firn. Indeed, the snow melting process is thus modeled by

Plasjarja(2:t)  gaslairltrace gas concentration in open pores Trudipger et al. (1997) as the sinking of a layer With reduced
(mol/m® of void space) diffusivity. Such a phenomenon could be mapped in the Eu-

Pgas/air/a(2,t)  Qasfairftrace gas concentration in closed pores |erian framework by defining a time-varying diffusivity, pa
(mol/m’ of void space) rameterized in terms of the firn sinking velocity. However,

atm (¢ air/trace gas atmospheric concentration (mdloh . . . .

Pairja(t) void Spafe) P ( s it involves in both cases the use of finer numerical schemes
P2ie/a(?) airltrace gas concentration profile at steady-state (@nd hence larger simulation times) that are not compatible
(mol/m? of void space) with the proposed multi-gas optimization goal.

o(z) uncertainty on measured mixing ratios (mol/mol)
7(2) rate of gas mass exchange between open and closed

networks (yr)
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1.1.3 Equivalence with an isotopic ratio formulation 1.2 Bulk air transport and bubble trapping

Isotopic ratios are variables of particular interest ferstudy ~ A direct approach to calculate the air transport velocity
of inert gases. When an isotopic ratio is mostly constant inwould require a knowledge of the firn permeability (scaling
the atmosphere, its values in firn can be used, for exampldaws such as those proposed by Schwander (1989) or Freitag
to compare the timing of greenhouse gas changes versus clgt al. (2002) could be used for this purpose) to compute the
mate (Severinghaus et al., 1998). The behavior of an isetopoadvective flow. As discussed in the main paper, an altemativ

loguel with respect to isotopologugis typically expressed IS to use the continuity equation and the hydrostatic eili
with thed notation: rium of air concentration to obtain the bulk air transport ve

locity as the solution of the linear boundary value problem:
M.
5:(p1/p2—2—1)x103 (5)

Rstd Ml

[ﬁgirfv]z + [ﬁgirfwair]z = —PairTy  Wair (26)=0

wheres is expressed iffio, Ry is the standard molar ra-  1he advantage of this approach (previously used by Romme-
tio for the gases considered (constant scalar variaple), ~ |aere etal., 1997)is to provide.;;(z) without the momen-
are the concentrations in air and the ratio of molar masse&/M conservation equation but the drawback is to necessitat
M, /M, is introduced to express the mass ratio in terms of a2 hydrostatic profile for the air concentration. This may be a
molar ratio. strong hypothesis in the gas trapping region, where negect

If p; and p, are both considered to vary with time and Iocgl pressure gradients (e.g. induced by surface stress an
depth, the computation of implies to solve the transport capillary pressure, see Cpus;y, 2003) may alter th.e natural
equations (1) for both isotopes in air in parallel and then ob hydrostatic pressure distribution. Nevertheless, we idens

tain their ratio. If2 is considered as a dominant gas that hasthe hydrostatic air distribution as a necessary condittn f

a constant concentration with respect to time and is transzhe direct model, and the solution of the BVP is:

ported with air, a compact expression can be obtained.for 1 2
First, setting/p2];: = 0 implies that (4) writes equivalently as Wair (2) = W/ (PaieT +1[P° fr]2)dz
(considering the transport in gas 2 instead of air): Pair i
The air trapped in closed pore$;. is directly obtained
fr2([x1,2]t + (V4 wair) [X1,2]2) = from Eq. (1c) of the main paper at steady-state as:

{PzDLQ ([Xu]z + wxm) ] :

RT [p(;ir(e - f)U]Z = pgirTa pgir(o) = pgfrm

with p2;. ~ p2;. and can be evaluated by the air content com-

whereD; » is the diffusivity of gas 1 in gas 2. Then, express-

ing v1.» and its partial derivatives in terms 6fprovides the ~ PUtation:
dynamics: o o
Air Content= q;tl; - i f Paatl; B
f[6]t +f(v+wair)[5]z Pair Pfirn € Pair Pice

1 5 (My— M, 2)g 5 where ¢5;, denote the molar concentrations of air in the
- s p2D12 | 8] + RT (6/1000+1) closed pores volume. The modeled air content can be com-
“ « pared to experimental data (e.g. in Martinerie et al., 1994)

Mo — M-
= {DLQ <[5]Z+ (21137T1/2)g(5/1000+1)>] On the upper left panel of Figure 1, our modeled values
z of air content in ice are compared with parameterized values
Mo — M. :
N [,oj;]z [DLQ ([5]z N (M, RT1/2)9(6/1000+1))} calculated as:
2
Vet —=6.951074T,, — 0.043 (6a)

This transport model can be compared with the one proposed P 273

by Severinghaus et al. (2010). Both models are equivalent if V=V T 1013 (6b)

(1) the last term (involvindp,].) is neglected; (2) an eddy «°

diffusion term is added specifically to the flux associatettiwi where V¢! is the parameterized close-off porous volume

[9]2; (3) the steady-state equilibrium is set with an additional from Martinerie et al. (1994)V is the air content (see e.g.

term that depends on the thermal gradient and on the thermalartinerie et al., 1992) obtained fro ff, T., andP., are

diffusion sensitivity. the temperature and pressure at mean close-off depth. Al-
A new isotopic ratio model that does not necessitatestheéhough the order of magnitude of modeled air content values

steady-state hypothesis for the major isotope and takes intis correct, the values for individual sites are much more dis

account all the terms involved by the transport equatiohs (1 persed around the parameterized values from Eq. (6) than the

is provided in Witrant and Martinerie (2013). experimental data in Martinerie et al. (1992). Air content i
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Fig. 1. Modeled air content in ice and related parameters. Uppiepdefel: comparison of modeled air content (symbols) witlapeeterized
values from Eq. (6) (plain line). Upper right panel: compari of modeled mean close-off porosity (symbols) with patanized values
from Eq. (6a) (plain line). Lower left panel: modeled meawsel-off density as a function of parameterized values framj@& et al. (2003).
Lower right panel: density at last sampling depth as a fonctf pure ice density. Site representation - Devon Islardckotriangles,

Summit: blue triangles, NEEM-EU: purple triangles, NEENs{brown triangles (masked by the superimposed NEEM-EUptxarelower

right panel), North GRIP: green triangles, DE08: orangessterkner: purple stars, Siple: yellow stars, South P51 dark blue stars,
South Pole 2001: light blue stars, Dronning Maud Land: bkteks, Dome C: green stars and Vostok: brown stars.

primarily dependent on the atmospheric pressure of the firrin Goujon et al., 2003). The results, shown on the lower left
drilling site, which is an input parameter of the model rathe panel of Figure 1, should ideally be aligned on the diagonal
than a calculated variable. Thus the upper right panel of Fig of the plot. Large anomalies of similar nature are obtained
ure 1 compares our model results of mean close-off porousgain: ad’, is proportional to 14.,, positive anomalies on
volume (.,) with parameterized values from Eq. (6a). Site the upper panels of Figure 1 become negative anomalies on
to site variations o¥, are more directly dependent on model the lower panels and vice versa.

variables (such as the depth profile of closed porosity) than

e Howe\(/er the model rgsultps far and V., Oonigurey)fZO Finally, the density at the last firn sampling depth (a pa-
show very similar positive and negative anomalies aroun

parameterized values.

Jameter which is independent from the model physics) shows
similar anomalies when plotted as a functionegf, (lower
right panel of Figure 1). We thus interpret the anomalies on

The mean close-off density{,) is directly related td/.,: Figure 1 as due to scale differences in our density profiles.
1/pco = Veo + 1/pice (pice being the density of pure ice)}s High density values (fairly close to the density of pure ice)

Modeled values op., can be plotted as a function of the are difficult to measure precisely for at least two reasdms: t

density at the model depth level where the closed porosity isemperature of the ice core should be controlled precisely t

37% of the total porosity (mean close-off density as definedensure the consistency betwegf,, and pi.., and the ice



130

135

140

145

150

155

160

165

170

E. Witrantet al.: A new multi-gas constrained model of trace gas non-homegestransport in firn 5

core volume measurements can be biased if the core shape[ig 0...0]7 € RV*1, the discretized model writes in the ma-
irregular (see also Section 3.1). 175 trix form:

k+1 _ k k+1 k+1
1.3 Discretization of the transport equation Q" = Q%+, [AQ BT }
<:>Qk+1 — (I/tS_A)—l[I/tSQk +BQ15+1]

where A= Ap + Acs andB=Bp +Becs. Ap, Acs are
The proposed trace gas transport model belongs to the geriti-diagonal matrices anBip, Bc s are vectors with entries:

1.3.1 Background on the discretization of PDEs

eral class of models described by: Dy D;
180 ADJ:F[Q -2, 1], AD,i:F[L -2,1],
z z
[Q]t:D[q]zz +C[q]z +8q Dy
q(0,t) =qo(t), kilg]:(2r,t)+kaq(zr,t) =0 Ap,n = A—zz[l’ -1,0],
whereq(z,t) is a generic transported variabl§(z) a sink ~ Acg; = -t [o, —ay, & +1] 18,
term andk; andk, ensure that the net flux ak (location ts 2
of the end boundary condition, e.g. bottom of the firn) is ~ , % a;—1 o a;+1 LS,
zero. The transport coefficien3(z) andC(z), associated CSITR T2 T T !
with the second and first spacial derivatives, are refemed t ay [ay—1 —an+1
as diffusion and convection, respectively. This distinction, Acs,n= ry { 5 9 ,0} +Sn,
instead of the physical diffusive and advective transpsetu D _1
previously, is motivated by the specificities of the assetias B ; = _12 1], Besi= “ {0‘1 ]
mathematical aspects and numerical schemes. Az ts 2
The discretized model is set by introdugir@k’ = where[, -, -] is a line vector with three entries, centered at
[QF...QF...QK]" RNX} as the vector of discretized thei index (used as both line and column indexes)
Q(Z,t)_at the space locations and the time instant. The. This space-discretization can also be used in an explicit
resulting variation law for depth (considering an implicit  time-discretization scheme for specific purposes, in which
time discretization scheme, for example) is: 1w case:
QM = Q¥ +1, [DiD(Qi-1,Qi,Qis1) ! QM = Q"+t [AQ" + BQ]
+C(Qi-1,Q:,Qit1,C) 1 +8,QF ] & QM = t,[(I/ts+ A)Q" + Bp Q]

wheret, is the sampling time and(-) and C(-) are the Hybrid explicit/implicit schemes (such as Crank-Nicolsbn

discretization operators for diffusion and convectiospec-  (he weight of each is equivalent) may also be devised.
tively. 195 Note that for gases with constant atmospheric concen-

The space-discretization can be achieved, for examplelfation Q5 =Qo is constant (no time-varying input in the
with a central difference scheme fér and a Lax-Wendroff M0del) and the concentration prof|I1e is directly obtained (a
(LW) scheme forC (the model thus remains stable for ime loop is unnecessary) &=.A""BQo. This relation-
D(z) =0 provided that the Courant-Friedrichs-Lewy condi- SNP iS also used in the numerical model as an estimate of
tion is satisfied). The choice of a LW scheme is also m@ti- the initial condition, as it depicts the gas equilibrium iret
vated by the improved accuracy for convection modeling (theiIrn if the atmosp”heru_: concentration remained constanafor
numerical diffusion typically associated with a centrafigt ~ sufficiently long” period of time.

order upwind scheme is thus avoided). Further details on the_\l 39
stability of the numerical schemes may be found in PDE or™ "

computational fluid dynamics textbooks, such as (MattheijThe giscretization schemes discussed in the previoussecti
etal., 2005) or (Hirsch, 2007). According to this choice:,, 4re jllustrated on NEEM Greenland site (EU hole) with a

_ A kL Akl okt kil 9 multi-gases diffusivity calculated with 395 depth levedl
D(Qi1,Qu, Qi)™ = (@21 =207 +@iyy)/Az simulations were performed with the same diffusivity pro-

Impact of space discretization

C(Qi—1,Q:,Qi41,Ci) ! = file, obtained from the inverse diffusivity model set with a
i (=1 4 et Qi+l i LW scheme sampled withV = 395 depths and atmospheric
1. (TQi—l - QT+ TQi-H > 20 Scenarios provided every month.
The impacts of the convection term discretization scheme
whereAz is the spatial step ant;, =C;t,/Az. and the number of discretization depths are presented in Fig

Considering the fact that the transport coefficients areure 2, where LW, central and first-order upwind (FOU) dis-
assumed to be constant in time and introducing the time<cretizations are compared for three numbers of depths
varying boundary condition oq(0,#) with the vectorQk =215 Concerning the effect aV, it appears that large differences
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Fig. 2. Impact of the convection term discretization on the traceriing ratios at NEEM (EU hole) for 100 (*-’), 200 (*- - -") and 395
(*—") depth levels Az = 0.8, 0.4 and 0.2 m, respectively): Lax-Wendroff (blue, refeencentral (red) and first order upwind (green).

occur betweerlV =100 and N =200 but N = 200 provides involves a balance amongst all the gases and all the measure-

a good approximation of the full resolutio’(= 395). Con- ment depths. A different discretization scheme in the iseer

cerning the convection term discretization scheme, cksatradiffusivity model would imply a different diffusivity profe,

difference tends to be more sensitive to the space disaretiz which inherently accounts for the numerical propertiehef t

tion. Only slight differences can be observed fér= 395 model.

except for the gases with constant atmospheric concentra-

tions, for which the central scheme induces an important mis

match at the upper BC (removed from the figure). The im-

provements of the central and FOU schemes on some gasesSimilar conclusions can be obtained on Antarctic sites (for

(i.,e. Sk and CHCCI;) are balanced by an increased er- . .

ror on some others (i.e. CFCs and HFC-134a). This is di_example at bome C, presented on Figure 3), where fj|screp-

rectly related to the fact that the inverse diffusivity mbde ancies can be observed Wlth. a central scheme, while FOU
tends to increase the convective transport.
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Fig. 3. Impact of the convection term discretization on the tracergiing ratios at Dome C falv =100 (*---), 200 (- - -") and 502 (‘—")
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1.3.3 Impact of time discretization results as an explicit scheme with= 30 minutes. These re-
sults imply that an implicit or CN scheme with= 1 week is

The effect of time-discretization is investigated on Fgdr  the most suitable for the inverse diffusivity model at Green

where explicit, equally balanced explicit/implicit (Clan land sites, as it provides a reasonable trade-off between ac

Nicholson, denoted as CN) and implicit schemes are eem-<uracy and simulation time. Running this time-discretat

pared for different sampling times. The initial atmospheric  test on Antarctic sites (not presented here) leads to the sam

scenarios being provided with = 1 month, linear interpola-  conclusions. Finally, generating the Green’s function and

tion is used for a finer time resolution. The convection spacerunning the inverse scenario model for both implicit and CN

discretization is achieved with a LW scheme. Concerning theschemes has shown that CN may induce numerical instabili-

implicit or explicit/implicit schemes, it appears that dsingess  ties for the atmospheric history reconstruction. Impliite

t, larger than a week tends to smooth out the transients dudiscretization is thus retained as the final choice.

to seasonal variations (observed in the convective region f

CO; and CH,, and the peaks at 65-70 m for GECI; and

14CQ,). The explicit scheme necessitates a much smaller Overall, using appropriate depth and time steps, the sen-

ts and to keep; /Az below a specific constant (approxima- sitivity of our model to the tested dicretization schemes is

tion of the Courant-Friedrichs-Lewy condition), hence-sig much lower than its sensitivity to the number of gases used

nificantly increasing the forward model simulation timeas for diffusivity minimization (see next section). Similaifd

reported in Table 2. Explicit discretization experiendes t ferences in discretization schemes are unlikely to exjlan

same sensitivity with respect t¥ as implicit discretization  differences between firn models used in the inter-compariso

and an implicit scheme with; = 1 week provides the same study of Buizert et al. (2012).
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Fig. 4. Impact of time discretization on the trace gas mixing raiosNEEM (EU hole,Az = 0.2 m and a zoom on specific regions to
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1 month (*- - '), and implicit-explicit (green) with, = 1 week (‘—’) and 1 month (‘= —--).
2 Inverse diffusivity model

Table 2. Average simulation time per gas associated with the pro-
posed time-discretization schemes for NEEM EU (1800 to 2808
full close-off depth at 78.8 m, 12 gases, left) and South REEBS

2.1 Single versus multiple gases at NEEM US

(1500 to 1995, full close-off depth at 123 m), obtained oR@
laptop equipped with the processor i5 540 m (2.53 Ghz, 3 Mo):

Method ts Az® Simulation time ¢
Implicit 1 day 0.2m 4.02/22.258%*°
Implicit 1 week 0.2m 0.63/3.91s
Implicit 1 month 0.2m 0.26/1.48s
Explicit 15 min 0.2m 5.09/29.45 min
Explicit 30min  0.4/061m 24.39s/1.34 min
Explicit 1lh 0.8/1.23m 7.19s/12.13s
Imp-explicit® 1 week 0.2m 0.63s/3.77 s
Imp-explicit® 1 month 0.2m 0.27s/1.48s

285

2: NEEM EU / South Pole®: Crank-Nicholson.

Figures 5 and 6 are the NEEM-US equivalent of the NEEM-
EU results presented in Section 3.4 of the article. Onlyahre
reference gas datasets are available for the NEEM-US drill
hole whereas nine were measured for the NEEM-EU drill
hole. Figures 5 and 6 illustrate the fact that using two ref-
erence gases already strongly improves the robustness of th
calculated diffusivity with respect to using only one refer
ence gas.

2.2 Additional sensitivity tests for NEEM-EU

The inverse model for diffusivity calculation requires ai i
tial solution to start the minimization procedure. In order
to evaluate the impact of this initial diffusivity distriban
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on our results, two different calculations were performed a

each site:

The simple parameterization used in the first case is the

— one using a null diffusivity at all depths.

— one using a rough parameterization of diffusivity versusfollowing: if f >0.12andD >1, D= (2.6f —0.312) % D,

open porosity;

25 Where D is the calculated initial diffusivity,f the depth-
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dependent open porosity of the firn anl;, the CQ dif- 205
fusion coefficient in free air. Deeper in firn, definiag as
the first depth at whichf < 0.12 or D < 1, the following
equation is usedD = 10'0(z1=2)/(2r—=21) " wherezp is the
full bubble close-off depthf{=0). The second formulation
allows for a faster decrease of the diffusivity with deptartho lutions are not importantly affected by local minima.

the first. Figure 7 shows that the initial diffusivity profile  Likely in relation with Arctic warming, the snow accu-
affects the final solution, but these differences are ngielar mulation rate at NEEM has varied in the recent past: the
enough to induce a visible change on trace-gas mixing ratiognean accumulation rate over the last 200 years (used in our

in firn. As the minimization algorithm could converge to a
local minimum (induced by the problem nonlinearities and
non-uniqueness of the solution), the above two initial con-
ditions were used at all modeled sites (see Section 3). Two
similar solutions are always obtained, suggesting thasdhe
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reference simulation) is 0.216 m/yr ice equivalent, whesea nario errors are still the dominant error term in many cases
the best estimate current day accumulation is 0.227 m/yr icdor Antarctic sites. The calibration scales used to cateula
equivalent (Buizert et al., 2012). Snow accumulation réte d best estimate trace gas mixing ratios have changed over time
rectly affects the firn sinking velocity (or advection), i (see e.g. http://www.esrl.noaa.gov/gmd/ccl/summabye.
can potentially influence the model results, especialjhent html). Moreover, scale differences between atmospheric
bubble close-off zone. Our results show that the accunwilameasurement networks need to be taken into account (see
tion rate only affects thé*CO, peak (see Figure 7), which Buizert et al., 2012, supplementary material). Our base at-
occurs deep in the air trapping region (in comparison wigh th mospheric time trend scenarios were rescaled on a siteeby sit
location of the CHCCI; peak, the air trapping is multiplied basis to the most appropriate scale, taking into accouet rel
by 2.6 and the open porosity by 0.8). This illustrates a limi- vant uncertainties. For instance, @ECl; uncertainties in-
tation induced by the stationary hypothesis made on thedirrclude unexplained variable differences between AGAGE and
sinking (induced by a constant accumulation rate) and theNOAA network measurements (Buizert et al., 2012). The
potential sensitivity of gases that have an important feamts ~ figures below thus display the original datasets togethtr wi
behavior in the close-off region. model results using calibration scale-converted atmasphe
Another source of uncertainty on the model results in deegime trend scenarios.
firn is the chosen parameterization of the closed porositywe  Uncertainties on firn data were estimated based on analyti-
sus depth. Using the parameterization proposed by Severingal precision and the consistency of duplicate measuresnent
haus and Battle (2006) (modified to match the full close-off as in Buizert et al. (2012). When only few duplicates per
depth of the reference simulation at NEEM) leads to a verydrill site were measured, but datasets obtained with thesam
similar result as modifying the accumulation rate: only the methodology were available at several sites, the mean un-
14CO, peak height is affected, and it is similarly amplifiesl. certainty is calculated with the consistent pool of dataset
Using the parameterization proposed by Schwander (1989Buizert et al. (2012) considered seven sources of errorn th
induces no visible change from the reference solution (Wwhic overall uncertainty: (1) Analytical precision, (2) Uncarity
uses Goujon et al., 2003). In a last test, the full close-offin atmospheric reconstructions, (3) Contamination wittdmo
depth was shifted deeper by one meter. Once again, onlgrn air in the deepest firn samples, (4) Inter-laboratory and
the 1*CO, peak height is affected, and it changes less tharinter-borehole offsets, (5) Possibility of in-situ G@rtifacts
when modifying the accumulation rate. Finally we should in deep firn, (6) Undersampling of seasonal cycle, (7) Unex-
note that the fit of the reference gases dataset is not signifelained EU-US borehole difference (§Bnly). Errors (1),
icantly affected by these tests (the RMSD changes by les$2) and (6) were calculated with the same methodology. Er-
than 0.01). ror (4) could not be estimated in many cases as measurements
as  were performed by a single laboratory. Error bars were en-
larged when calibration-scale related issues were sweghect
3 Diffusivities at Arctic and Antarctic Sites other than due to e.g. a constant offset in the upper firn between the for-

NEEM ward model (scenario-based) results and firn data (see e.g.
Martinerie et al., 2009). This reduces the weight of the sus-
3.1 Datasets used to constrain the inverse model w0 pect species with respect to other gases in the diffusivity

calculation. Other error sources are site and species spe-

For each reference gas, the model uses an atmospheric tinuffic, we generally used data elimination rather than error
trend and mixing ratios in firn together with the associatedbar enlarging in the presence of possibly contaminated data
uncertainties. The methodology used here is very similar toDue to the fast diffusion of gases in the upper firn and age
the one described in detail by Buizert et al. (2012), thus.hi mixing in deep firn, trace gas profiles have to be somewhat
section will focus on the differences with respect to Buizer smooth. Thus data points showing deviations from the ex-
etal. (2012). pected smoothness are interpreted as outlier points. Elimi

The base atmospheric time trend scenarios used for Archated data points are shown in grey on the following figures.
tic sites are those described in Buizert et al. (2012), aad th In some cases (e.g. near the deepest sampling level), anoma-
Antarctic scenarios are their analogs built using the ansi lous mixing ratios are not straightforwardly detected. -Spe
tent (same data sources) South Hemisphere datasets. Veé#ic tests related to that issue were performed at some sites
should note that the short term variability (sub-monthlf)) o We should note that site by site adaptation by increase of er-
trace gas mixing ratios is smaller in the South Hemisphereor bars or data elimination reduces the risk of producing a
than in the North Hemisphere as all species have dominaniiased solution due to the strong weight attributed to anoma
North Hemisphere emissions. Moreover, South Hemispherdous data in the cost function. As a drawback, it also reduces
ice core records were used when building North Hemi-the significance of comparing cost function values between
sphere CQ and CH, scenarios, and the uncertainty on inter- sites. On the other hand, multi-gas diffusivity tuning cao-p
hemispheric gradients does not apply to the South Hemivide an improved way of evaluating the consistency of an
sphere scenarios. Even with these reduced uncertairdes, s overall dataset and detect outlier points.
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Firn densities and references therein). The deepest CFC-11 sample is in-

9 consistent with the overall dataset and considered as an out
5 lier (not used in diffusivity calculation). A more ambigu-
- ous situation occurs for the deepest L£L€ample for which
E - the model/data difference falls just outside the error Bar.
L ) DEO8 is a warm site, a deep firn G@nomaly similar to the
2 5 one observed at NEEM (Buizert et al., 2012) or North GRIP
> (see Section 3.5) could be suspected. A sensitivity test was
@ 5 performed to compare diffusivities calculated with/witito
2 this data point. The effect is limited to the deepest firn, and
4 CH, (a fast diffusing species) is the most affected.
.3 cl) —_— 5'0 — 1c|)o 4 3.3 Devon Island
Depth (m)

Devon Island, North GRIP, Berkner Island, Dronning Maud
Land and Dome C firn air pumping operations were per-
Fig. 8. Firn density versus depth for the sites considered. Arcticformed in the frame of two EC research programs, most
sites are shown with dashed lines: Devon Island in black, -Sum datasets for these sites are available from the BADC databas
mit in blue, NEEM in purple North GRIP in green. Antarcticesitss (FIRETRACC, 2007; CRYOSTAT, 2007). In this study, we
are shown as continuous lines: DEO8 in orange, Berkner iplpur used LGGE data for CQand CH,, and UEA halocarbon
Siple in yellow, South Pole 1995 in dark blue, South Pole 2001 data to maximize the consistency of our diffusivities in the
light blue, Dronning Maud Land in black, Dome C in green and perspective of multi-site atmospheric time-trend recarest
Vostok in brown. tions.
470 Multi-gas constrained diffusivity (Fig. 10) brings a re-

Another important model constraint is the fim density pro- Markable improvement to the fit of the Devon Island dataset
file. The density profiles used here are shown on Fig. 8. AllWith respectto single-gas diffusivity (Martinerie et 2009).
our density profiles are based on experimental data (olttaine©ONlY the multi-gas diffusivity follows the unusual wiggls
by weighting and measuring the firn core). We use smootHhe trace gas depth-mixing ratio profiles, which are I_|kejyed
mathematical functions fitted to the density data such &8 irf© the presence of about 150 refrozen melt layers in the De-
e.g. Buizert et al. (2012); Severinghaus and Battle (2006)/0" Island firn.
in order to obtain a regular and monotonous density profile. ,
It should be noted that numerous calculations in firn model3-4 Summit
use first and/or second derivatives of the density, thus pre-

cise density profiles are desirable especially in the degp fir Fefer‘(ejnce gas measurements _;‘_or_ Sumrpit iQOG_ were hper-
where density gradients are small. An important limit to the ormed at NOAA ESRL. A specific issue for this site is the

precision of density measurements is the firn core voﬂﬁ?nénconSiStenCy of the JFdataset with the other trace-gas data

estimation, which can be biased by the irregular shape of thésee Fi%ure 11). Atthe time ?f _Surlnmit 2006 firn air measure-
core. Precision can be gained by polishing the firn core withMent, the NOAA ESRL analytical system was optimized to

a lathe, but to our knowledge this was not performed at mosf1€asure near ambient §E_alues,_and a _ca||brat|on bias is
sites. suspected for lower $Fmixing ratios. Buizert et al. (2012)

A surface density dependent parameter is used in thetorfiSO describes SFspecific issues at NEEM. We should note
vective zone diffusivity calculation, c the surface value that NEEM and Summit are the most recently drilled sites in

of the open porosity. Ideally, a site dependent value of ¢ this study (2008 and 2006), thus an inconsistency of the firn

should be used, but near surface density measurements rdata with the recent SFscenario could also contribute to the

quire specific methods and generally the near—surfaceﬂalues':6 upper fim issues at NEEM and Summit. Summit diffu-

of our density profiles are extrapolated from measuren‘i@nt?\”t'?s were calcula_ted with/ W|thout§l—_‘l'he most affected
performed deeper in the snow. Thus a constant valug ef c species are those with the latest emission start: CFC-1d.3 an

0.65 is used for all sites. Further site by site indicatiores a HFC-134a. As |_nclud|ng SFbrings the fit of CFC.'113 and
provided in the relevant sections below. _HFC-134a outS|_de error bars _at some depths W|th0_Ut allow-

ing for a good fit of Sk, the diffusivity calculated without
3.2 DEO8 s SFs is used as our reference diffusivity.

The sensitivity test on the influence of the full close-off

DEO8 is located near the summit of the Antarctic Law Dome. depth ¢r) performed for NEEM was replicated at Summit
The measurements shown on Figure 9 were sampled aising a larger change ipg (z2r = 84m instead of:p =
DEO08-2 and performed at CSIRO (see Trudinger et al., 199780.8 m). Only slight changes of the diffusivity were obtaine
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Fig. 9. Diffusivity (reduced to C®, in m?/year) and gas mixing ratios at DE08: parameterized irdifuisivity (‘—), zero initial diffusivity
(*- - -") and using CQ at the deepest level (‘- —-).

and reference gases were unaffected except for a slight+edufirn value for Sk, CFC-11 and CFC-12 leads to a correct

tion of the CH CCl; peak (remaining within error bars). simulation of the upper firn results. Thus the suspected at-
s mospheric event should have occurred at a sub-monthly time
3.5 North GRIP scale (our atmospheric scenarios have a monthly time step).

Most importantly, deeper firn mixing ratios show very little
North GRIP firn data were introduced in Section 3.3. We sensitivity to the near-surface diffusivity.
should note that the two deepest £@ata points show a
similar anomaly as in the NEEM firn (Buizert et al., 2012). 3.6 Berkner
North GRIP presents a unique feature in the near-surface firn
(Fig. 12): firn data in the first-8 meters deviate from the Berkner firn data were introduced in Section 3.3. A specific
monthly scenarios for at least three speciesg, SFFC-11  issue for this site is the fact that data below 58 m depth are
and CFC-12. This may be interpreted as the fast diffusion insuspected to be contaminated by a leak in the air pumping
the firn of an atmospheric anomaly. This situation looks like system (Worton et al., 2007). Using no data below 57m
what is expected in a firn convective zone where very rapiddepth (Fig. 13) produces a good match of the non-suspect
transport would produce an absence of mixing ratio geadi-dataset but leads to anomalously narrow age distributigns b
ent with respect to the atmosphere. However, the modeledomparison with other sites. Using the apparently least con
surface mixing ratios cannot deviate from the scenario valtaminated data point: CHat 63 m depth leads to Green func-
ues at drill date, and the diffusivity calculation produgesy  tions more consistent with other sites without modifying th
variable results in the upper 10 meters. Artificially segtin fit of the other data. The absence of constraint in the deep
the drill date atmospheric scenario values to the neaeseasf Berkner firn thus likely leads to an increased uncertainty on
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the Green function. 3.8 South Pole

Two drilling operations performed at South Pole in 1995
(Fig. 15) and 2001 (Fig. 16) were modeled. Reference
gas measurements for South Pole were performed at NOAA
ESRL (Battle et al., 1996; Butler et al., 1999).

Halocarbon mixing ratios in the deep South Pole 1995
Reference gas measurements for Siple Dome were peffirn show non-monotonous variations. Data points below the
formed at NOAA ESRL (Butler et al., 1999). At 55 m depth, shallowest level showing a higher mixing ratio than the up-
all species show a positive mixing ratio anomaly (see Fig-per depth level were not considered for diffusivity cal¢iola
ure 14), thus this depth level was not taken into accoust in(except for Sk, for which it would have eliminated all data
diffusivity calculation. A specific test was performed foet  below 70 m).
56.5m depth level: halocarbon measurements at very low Less reference gas data are available for South Pole 2001.
mixing ratio levels are difficult to perform and can be more Sampling procedure tests were performed during this wigilli
sensitive to contamination. In our base case simulationspperation, which may explain the presence of outlier points
only the CQ mixing ratio is considered at this last measu#e- also for CQ and CH,. A forward model test was performed
ment depth. If mixing ratios of Sff CFC-11, CFC-113 and using the South Pole 1995 reference diffusivity while simu-
CHs;CCl; at 56.5m depth are also taken into account, thelating South Pole 2001. The fit of the reference gas data ex-
modeled CQ mixing ratio increases, deviating from the €O ceeds error bars only around 115m depth. We should note
deepest data point. that our simulation conditions are more different between

3.7 Siple Dome
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Fig. 11. Diffusivity (reduced to C®, in m?*/year) and gas mixing ratios at Summit: parameterizedaindiffusivity (‘—'), zero initial
diffusivity (‘- - -") and using Sk as a reference gas (‘——-).

South Pole 1995 and South Pole 2001 than between NEEMHowever the numerous tests performed at 13 drill sites never
EU and NEEM-US. In addition to the use of different end produced a seemingly erratic behavior of the model, or solu-
dates (drill dates) for the atmospheric scenarios, thelouttions with significantly different quality.

Pole simulations use different density profiles (measuoed f

each operation).

3.9 Dronning Maud Land 3.10 Dome C

Dronning Maud Land (DML) firn data were introduced in

Section 3.3. The ClH(and to a lesser extent GPdata at this

site show unusual wiggles (Fig 17). As a consequence an inbome C firn data were introduced in Section 3.3. Dome
creased experimental uncertainty (15 ppb instead of 10 ppb® is the site where the RMSD minimized by the inversion
was assigned to CHat DML. The initial solution test pro- algorithm is the highest{M .SD = 0.98). The model/data
vides somewhat different solutions in the upper firn, altftees  comparison on Figure 18 suggests that the model has dif-
within error bars. One produces a better fit of {€l;, and ficulty to reconcile the different datasets around 85-90 me-
a degraded fit of Sf; the other one does the reverse. The twoters depth. Near surface unfitted points ¢(C& ~ 0 m and

fits are of nearly equivalent quality (their root mean square~ 10 m, CFC-12 at- 0 m), which might be due to the in-
deviations from the data (RMSD) differ by less than 1%). ability of the model to capture sub-monthly time scale atmo-
Thus the DML case illustrates the fact that our inverseal-spheric variability, have a high weight in the cost function
gorithm does not always find the absolute minimal solution.and also degrade the quality indicators of the solution.



605

610

615

620

16 E. Witrantet al.: A new multi-gas constrained model of trace gas non-homegesitransport in firn
diffusivity North GRIP log diffusivity North GRIP CO2 firn — North GRIP
2000 T T T T T T T 10 T T T T T T T 380
1500 F 1 360
- = —~
£ = £
= 2 s
% 1000 1 £ £ 340
£ S 8
° k] 3
r o
500 | 1 = 320
0 76780 300
2000 7 : : : e : : 6 e : : : : :
1800 ® TSsaa, 1 E
_ b % _ ] 00
8 1600 F ] a &
CR i K E
~ L © Q £
T 1400 | L] L 3 ¢
S b § n b M 50k 3] b
: ! 5 it
1200 | 5 E }
R T ob N N T T $ 4
0 10 20 30 40 50 60 70 80 0 10 20 30 40 50 60 70 80 0 10 20 30 40 50 60 70 80

300 v e, 100 e
1 1 1 }iii i ¢ E
250 t — E 500 . E
HiTH R : P gy -
~ X 1 = I ) EES
gzoo ¢ \%400 ii g
— 150F \ 1 o300f ) ] 2
D S Py
= 100 F 41 L& 200F i1 2
&) E o &S
r T
50F P 100F P
b B o 0
0 10 20 30 40 50 60 70 80 0 10 20 30 40 50 60 70 80
Depth (m) Depth (m)

Depth (m)

CFC—-11 firn = North GRIP

Depth (m)

CFC—12 firn — North GRIP

Depth (m)

CFC—113 firn — North GRIP

600
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3.11 Vostok

somewhat the fit of the COdataset. In our inverse model
context, this does not mean that €@ more affected by
CO, and CH, measurements in the Vostok firn were per- gravitational settling than CH but that the model prioritizes
formed at LGGE (Rommelaere et al., 1997). The two ref-the fit of CH, data, which have smaller error bars (in fact a
erence gases are very consistent: the model fits both dmtasdiigher signal to noise ratio) in the upper firn.

well within error bars (see Figure 19). TheN of N, record

at Vostok shows a 13 m deep convective zone: gravitational
fractionation of'®°N starts at 13 m depth (Bender etal., 1994). 4 Estimation of the diffusivity with a scaling law
The model gravitational settling for all gases also starts a
13 m depth for the reference simulation and the initial solu-The impact of estimating COdiffusivity with our scaling

tion test. In the second test shown in Figure 19, modeledaw from Eqgs. (20)-(21) in the main paper is illustrated on
gravitational settling starts at the firn surface. The ugiper  Figs. 20 and 21. The scaling captures reasonably well the
diffusivity produced is less different from the refereneses upper firn diffusivity (Fig. 20) and upper firn GGand CH,

than the diffusivity from the null initial solution test. ko mixing ratios (Fig. 21) at most sites. The sigmoid approxi-
ever in the initial solution test, higher diffusivitiesam?20m  mation for the LIZ also provides fairly consistent profildies
seem compensated by lower diffusivities below and producemates for the LID transition. Gas transport in deep firn tends
no visible difference on the modeled trace gas mixing ratios to be overestimated at NEEM, Summit and Dronning Maud
and a RMSD close to the reference solution (3.5% differ-Land and underestimated at Vostok, but remains within ac-
ence). On the other hand, starting gravitational settling a ceptable bounds considering the simplicity of the scalang |
the surface leads to a RMSD increase by 35%) and modified\s expected, the largest misfit is obtained at Devon Island.
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Fig. 13. Diffusivity (reduced to C@, in m*/year) and gas mixing ratios at Berkner: parameterizedalrdiffusivity (‘—’), zero initial
diffusivity (‘- - -") and using CH, in the last depth level (‘- —-).

References Elkins, J. W.: A record of atmospheric halocarbons durirg th
twentieth century from polar firn air, Nature, 399, 749-755,
660 1999.
Battle, M., Bender, M., Sowers, T., Tans, P., Butler, J. Hkjris, Coussy, 0O.: Poromechanics, John W||ey & Sons Lzﬂ? edn.,
J. W, Ellis, J., Conway, T., Zhang, N., Lang, P., and Clarke, 2003.

Atmospheric gas concentrations over the past century me#su CRYOSTAT: CRYOspheric STudies of Atmospheric Trends in
in air from firn at the South Pole, Nature, 383, 231-235, 1996. stratospherically and radiatively important gases (CRYAS,

Bender, M. L., Sowers, T., Barnola, J.-M., and ChappellazeJ  http://badc.nerc.ac.uk/data/cryostat, access: Jaridry, 2007.
Changes in the &N ratio of the atmosphere during recent FIRETRACC: Firn Record of Trace Gases Relevant to Atmospher
decades reflected in the composition of air in the firn at Mosto  Chemical Change over 100 yrs (FIRETRACC/100), http://badc
Station, Antarctica, Geophys. Res. Lett., 21, 189-1924199 nerc.ac.uk/data/firetracc, access: January 2011, 2007.

Buizert, C., Martinerie, P., Petrenko, V., Severinghaus, J Freitag, J., Dobrindt, U., and Kipfstuhl, J.: A new method fice-
Trudinger, C., Witrant, E., Rosen, J., Orsi, A., Rubino, M.,  dicting transport properties of polar firn with respect tsggon
Etheridge, D., Steele, L., Hogan, C., Laube, J., Sturges, W. the pore-space scale, Ann. Glaciol., 35, 538-544, 2002.
Levchenko, V., Smith, A, Levin, |., Conway, T., Dlugokeyek  Goujon, C., Barnola, J.-M., and Ritz, C.: Modeling the
E., Langl, P, Kawamura, K., Jenk, T., White, J., Sowers, T., densification of firn including heat diffusion: application
Schwander, J., and Blunier, T.: Multiple-tracer firn airnga to close-off, J. Geophys. Res., 108, ACL10.1-ACL10.18,
port characterisation and model intercomparison for NEEM,  doi:10.1029/2002JD003319, 2003.

Northern Greenland, Atmos. Chem. Phys., 12, 4259-4277, doiHjrsch, C.: Numerical Computation of Internal and Exterffiaws,
10.5194/acp-12-4259-2012, 2012. vol. 1: The Fundamentals of Computational Fluid Dynamics,

Butler, J. H., Battle, M., Bender, M. L., Montzka, S. A., (Rer Butterworth-Heinemanr2™¢ edn., 2007.

A. D., Saltzman, E. S., Sucher, C. M., Severinghaus, J. B, an



680

685

690

695

18 E. Witrantet al.: A new multi-gas constrained model of trace gas non-homegesitransport in firn

diffusivity Siple log diffusivity Siple C02 firn — Siple
500 T T T T T T T T T T T
z 1 -~
z 1 = 1 350} i
= @ 1 <
5 £ 1 2
k= 3 o 1 I
5 ] 1 8
3 4
_ 1 1 1 1 1 1 1 1 1 1 1 1
60 1OO 10 20 30 40 50 60 300 0 10 20 30 40 50 60
depth (m) Depth (m)
CH3CCI3 firn — Siple CFC—11 firn — Siple
150 7 T T T T T 300 T T T T T
R
250 PR L E
] gy
= o i ]
— 2 100 g 2 200 F x B
g . z |
~ 1 2 — 150F E
© ]
prd o ] | 1
& 2 50 1 2 100F E
o i o ]
] § ]
s0F E
. ]
0 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 1 1 1 i ]
0 10 20 30 40 50 60 0 10 20 30 40 50 60 0 10 20 30 40 50 60
Depth (m) Depth (m) Depth (m)

CFC—113 firn — Siple Dome

CFC=113 (ppt)

60

Fig. 14. Diffusivity (reduced to CQ, in m?/year) and gas mixing ratios at Siple Dome: parameteriz@lidiffusivity (‘—'), zero initial
diffusivity (‘- - -") and with data points at 56.5m depth foF8, CFC-11, CFC-113 and G&Cl; (‘——-).

Martinerie, P., Raynaud, D., Etheridge, D., Barnola, Jd Bl&za-70 bly ice data by inverse methods, J. Geophys. Res., 102, 30 069

udier, D.: Physical and climatic parameters which influethee 30083, 1997.

air content in polar ice, Earth and Planetary Science Lstfer?, Schwander, J.: The transformation of snow to ice and theueccl

1-13, 1992. sion of gases, in: The Environmental Record in Glaciers aad |
Martinerie, P., Lipenkov, V., Raynaud, D., Chappellaz Bhrkov, Sheets, edited by Oeschger, H. and Langway Jr., C., pp. 53-67

N., and Lorius, C.: Air content paleo record in the Vostokziee  John Wiley, New York, 1989.

core (Antarctica): a mixed record of climatic and glaciotag Severinghaus, J. and Battle, M.: Fractionation of gasesliarice

parameters, J. Geophys. Res., 99, 10565-10 576, 1994. during bubble close-off: New constraints from firn air Ne,dfd
Martinerie, P., Nourtier-Mazauric, E., Barnola, J.-M.,u§es, Xe observations, Earth Planet. Sci. Lett., pp. 474-5006200

W. T., Worton, D. R., Atlas, E., Gohar, L. K., Shine, K. P., Severinghaus, J., Sowers, T., Brook, E., Alley, R., and Bend.:

and Brasseur, G. P.: Long-lived halocarbon trends and bsdge  Timing of abrupt climate change at the end of the Younger Brya

from atmospheric chemistry modelling constrained with mea  period from thermally fractionated gases in polar ice, Katu

surements in polar firn, Atmos. Chem. Phys., 9, 3911-3934, do 391, 1998.

10.5194/acp-9-3911-2009, http://www.atmos-chem-ptetd/ Severinghaus, J. P., Albert, M. R., Courville, Z. R., Fahods

3911/2009/, 2009. M. A., Kawamura, K., Montzka, S. A., Mihle, J., Scambos,
Mattheij, R., Rienstra, S., and ten Thije Boonkkamp, J.tiBDif- 715 T. A., Shields, E., Shuman, C. A,, Suwa, M., Tans, P., and $\/eis
ferential Equations: Modeling, Analysis, Computation, e R. F.: Deep air convection in the firn at a zero-accumulatite s
graphs on Mathematical Modeling and Computation, SIAM, central Antarctica, Earth Planet. Sci. Lett., 293, 359-2810.
Philadelphia, 2005. Trudinger, C., Enting, L., Etheridge, D., Francey, R., Llesako, V.,
Rommelaere, V., Arnaud, L., and Barnola, J.: Reconstrgatieent Steele, L., Raynaud, D., and Arnaud, L.: Modeling air moveme

atmospheric trace gas concentrations from polar firn and-bub and bubble trapping in firn, J. Geophys. Res., 102, 67476763



725

730

E. Witrantet al.: A new multi-gas constrained model of trace gas non-homegestransport in firn 19

diffusivity SPO 1895

log diffusivity SPO 1995

400

diffusivity
N
o
o

100 F

300

1800 r

1600 F

S
o
S}

CH4 (ppb)
N
o
o

1000 |

800 L

CFC=11 (ppt)

=
=
‘u
3
E
2
(o)
o
L 1 1 1 1 L
0 10 20 30 40 50 60 70 80 80 100 110 120 130 0 10 20 30 40 50 60 70 80 90 100 110 120
depth (m) depth (m)
CH4 firn — SPO 1995 SF6 firn — SPO 1995
a
=
w
- - Lo
7]
T T T T T oL |
0 10 20 30 40 50 60 70 80 90 100 110 120 0 10 20 30 40 50 60 70 80 90 100 110 120
Depth (m) Depth (m)
CFC—-11 firn — SPO 13995 CFC—-12 firn — SPO 1395
AR BN AARA RAARE LML AARAL LAY T T 600 rrrrr LA DA RS AARAS RALRS RO MRS RS
] E soo? i 3
i o
F i 1 T 400} ¥ 3 3
3 a
H < 300F 1
L ; 1 o~ 300F 3 E
3 | [ ¥
E ©3 1 & 200F oy E
3. © E ER
g E i §
o b 3 100 b iz ]
v s
0 e
10 20 30 40 50 60 70 8 90 100 110 120

130

o

sacka]
10 20 30 40 50 60 70 80 90 100 110 120

Depth (m)

o

Depth (m)

360

CO2 firn — SPO 1995

€02 (ppm)
w
N
o

300 [

340f

o
o

CH3CCI3 (pph)
w\
o

280 o

T T T TR P TN TR PR T
10 20 30 40 50 60 70 80 90 100 110 120
Depth (m)

CH3CCI3 firn — SPO 1995

T T T T TR T |
10 20 30 40 50 60 70 80 90 100 110 120
Depth (m)

Fig. 15. Diffusivity (reduced to C@, in m?*/year) and gas mixing ratios at South Pole in 1995: paraizeteinitial diffusivity (—') and
zero initial diffusivity (‘- - -').

1997.

Witrant, E. and Martinerie, P.: Input Estimation from Sgakdea-
surements in LPV Systems and Isotopic Ratios in Polar Finns,
Proc. of the IFAC Joint Symposium on SSSC, TDS and FDA,
Grenoble, France, 2013.

Worton, D. R., Sturges, W. T., Gohar, L. K., Shine, K. P., Nfeetie,

P., Oram, D. E., Humpfrey, S. P., Begley, P., Gunn, L., Baxnol
J.-M., Schwander, J., and Mulvaney, R.: Atmospheric Trends
and Radiative Forcings of GRand GFs Inferred from Firn Air,
Environ. Sci. Technol., 41, 21842189, 2007.



20 E. Witrantet al.: A new multi-gas constrained model of trace gas non-homegesitransport in firn

diffusivity SPO 2001 log diffusivity SPO 2001 C02 firn — SPO 2001
OO oo

diffusivity
log(diffusivity)

L RS F
FRETITRTTL FTRVE FRTRE FRUTE FRUTE FRTRE PRTTE IRRTT ITRRE AT iliiy 1 1
0 10 20 30 40 50 60 70 B8O 90 100 110 120 130 0 10 20 30 40 50 60 70 80 90 100 110 120 130 0 10 20 30 40 50 60 70 80 90 100 110 120

1800 r 5
1600 4: 1
2 1400 %\_3: ]
& = f
%1200 2 2f ]

1000 f

L 1 1 1 1 1 1
800 0 10 20 30 40 50 60
Depth (m)

Fig. 16. Diffusivity (reduced to C@®, in m*/year) and gas mixing ratios at South Pole in 2001: paraizetinitial diffusivity (—), zero
initial diffusivity (‘- - -") and with the diffusivity obtaned from the 1995 measurements (‘——-').



E. Witrantet al.: A new multi-gas constrained model of trace gas non-homegestransport in firn

diffusivity DML

log diffusivity DML

CO2 firn — DML

21

700 T 380 T
600 E L
360 fF ]
500 F 1 = Ok
) S c E
S 400F- E 5 340f ]
G S S a r
<2 300F  \oo-- ] E ~ ok
£ Sl 3 320f ]
© <23 = 3 L
200 F 4 o b
300 s
100 | 3 b
O||||I||||I||||I||||I||||I||||I| FETEra 715||||I||||I||||I||||I||||I||||I||||I|||| 2801....I....I....I....I....I....I....I....
20 50 60 70 80 0 10 20 30 40 50 70 80 0 10 20 50 60 70 80
depth (m) depth (m) Depth (m)
CH4 firn — DML SF6 firn — DML CH3CCI3 firn — DML
1800 rrrrrr e 5 e RS R R AR Aamas R
1600 ] 4 ] 100 E
— — i 5 7
S 1400 E a3 ] £
£ < 1 m»
= © ] o F
] ] o
31200 Lmn-Z 2250_ 4
1 ° |
1000 B 1 B [
I SR . [ OOV
10 20 30 40 50 60 70 80 0 10 20 30 40 50 60 70 80 0 10 20 30 40 50 60 70 80
Depth (m) Depth (m) Depth (m)
CFC—12 firn — DML CFC—113 firn — DML
600 [T 100 [
R | ]
500 ¥ o5 }555 ] 80 E
2 Ty 5 ]
\%400 15 \360 ]
~ 300F ; 1 2
! 5 40 ]
ks
2 200F 1 @ ]
S 5 ]
100 ] 20 ]
3 ]
0 taad o) N T BT N PR ST PR
0 10 20 30 40 50 60 70 80 0 10 20 50 60 70 80
Depth (m) Depth (m)

Fig. 17. Diffusivity (reduced to CG®, in m?/year) and gas mixing ratios at DML: parameterized initidlugivity (—’) and zero initial

diffusivity (‘- - -').



22 E. Witrantet al.: A new multi-gas constrained model of trace gas non-homegestransport in firn

diffusivity Dome C log diffusivity Dome C CO2 firn — Dome C
700 prerrrrere T T T T T T T T C T T T T T T
E sk ]
600 F E L
500 F 3 [N L
= oF B —~
= f > r £
= g B v [ &
E 2 of 1S
b S N E o L g 4
° E > L ©
E 3 k<) [
E -10F B
O:““"‘“"“"““'““"“"““"“"““ aaliasy _15'....“...:....|....|....|....:....:....:....:.... iiay TP TRTTY FTRTT RUTRE PR FTTTE FRRTE FRTEE FTUTE FTTTl FReT
0 10 20 30 40 50 60 70 80 90 100 110 0 10 20 30 40 50 60 70 80 90 100 110 0 10 20 30 40 50 60 70 80 90 100 110
depth (m) depth (m) Depth (m)
CH4 firn — Dome C SF6 firn — Dome C CH3CCI3 firn — Dome C
1800 rrrrr T T T T T T T T T T T T T T T S T T T T T T T T 100 e T T T T T T T T T T T T T T T
~ 1600 F i _ a
Qo o a
[N [ Q C ~
£ r £ F " |
L C o
i i £of »
© 1400 - b L T
L b o
[} 10 20 30 40 50 60 70 80 S0 100 110 [} 10 20 30 40 50 60 70 80 90 100 110 0 10 20 30 40 50 60 70 80 90 100 110
Depth (m) Depth (m) Depth (m)
CFC—-11 firn — Dome C CFC—-12 firn — Dome C CFC—113 firn — Dome C
300 e T T T T T 600 prrrrr T T T T T 100 e T T T T T
b P o
250F @ E 500 E E
E i E : ~
Q200 F 3 4 TG 400f H E g
a b a E 3 ]
~ o 3 - r ¥ ~
- 150F i 1 o s00f i 1 2
— o { — r i —
N i N i w ]
i 100F v 1 ¥ 200F 3 1 @
o E % o E S
sof £ ] 100f o ]
g i g i
] u
ot Lt Lot Lt Lot 1 oy Lt Lot Lt Lot L [y - Lt Lot Lt Lot
0 10 20 30 40 50 60 70 80 90 100 110 0 10 20 30 40 50 60 70 80 90 100 110 0 10 20 30 40 50 60 70 80 90 100 110
Depth (m) Depth (m) Depth (m)

Fig. 18. Diffusivity (reduced to C@, in m?*/year) and gas mixing ratios at Dome C: parameterized imlifusivity (‘—') and zero initial
diffusivity (‘- - -').



E. Witrantet al.: A new multi-gas constrained model of trace gas non-homegestransport in firn 23

CO2 firn — Vostok

diffusivity Vostok log diffusivity Vostok
1500 T T T T T T T T T T 10 preee T T T T T T T T T T T T T T T T T T T
L 360 B
= E
4 Fa E ~
z 1000 £ [ ] e
= @ r a 340 E
@ = [ a
3 = =
s S F B S
5 ~ n (e}
© 500 4 9 L 3]
° F 320 - b
-10F J
0 L L L —~15 L L L L L L L L L L 300 L L L L L L L L L
0 10 20 30 40 50 60 70 80 90 100 110 0 10 20 30 40 50 60 70 80 90 100 110 o) 10 20 30 40 50 60 70 80 90 100 110
depth (m) depth (m) Depth (m)
CH4 firn — Vostok
1800 r T T T T T T T T T T
1600 | ]
o
Q
& 1
~ 1400 |- 4
< 1
T
o
1200 B

I||||I||||I||||I||||I||||I||||I||||I||||I||||I||||I|nnn-
10000 10 20 30 40 50 60 70 80 80 100 110
Depth (m)

Fig. 19. Diffusivity (reduced to C®, in m?*/year) and gas mixing ratios at Vostok: parameterizedahdiffusivity (‘—), zero initial
diffusivity (‘- - -") and starting gravitational settlingt® m rather that 13m (‘- —-').



24 E. Witrantet al.: A new multi-gas constrained model of trace gas non-homegestransport in firn

firn - DEO8 firn - DI firn - SUM
600 [ — = - 800
~ _ 2 2 2
N 10 10 700 10
500 \
s .5 % L5 5 0 L5
E 400 \ 10 E E o g E 10 £
z b z z z z z
> \ s 3 s 3 H
2 300 | 083 2 03 2 400 0o 2
= A NG . w0’ £ £ v £ £ 1 £
~ - ~ « w300 ~
g 20 N q ¢8 88 g
= - -1
N {10 10 200 10
100 ~
\ 100
\ -2 \ | -2
10 10
0O 10 20 30 40 50 60 70 80 0 10 20 30 40 50 60 70 80
Depth (m) Depth (m) Depth (m)
firn - NEEM EU firn - NGR firn - BKN
= 3
800 10
2
700 2 10
10 2
< 600 o ° 10 = © =
> I > 2 1 >
E 500 10 E E 1 £ E e
z z 2 0 = = z
Z 400 = 2 SR .
2 ] 3 3 ]
5 0 5 5 0 £ E 0 £
~ 300 0= ~
Q oo} [le) Q
O o O (8] 8] 1(_)
200 -1 a _
10 10 10
100
], -2 -2 -2
10 10 10
0 10 20 30 40 50 60 70 0 10 20 30 40 50 60
Depth (m) Depth (m) Depth (m)
firn - SIPLE firn - SPO firn - SPO01
700
2
10 600 102
= £ 2 1EE 1 F
E E & 0 g E 10 E
2 2 2 z 2 400 2
2 2 = 2 2 =
S 5 5 0 5 F 300 0 3
o" o o o' o o"
o o O 4,9 © 200 o o
10 10
100
-2 -2
10 10
0 10 20 30 40 50 0 10 20 30 40 50 60 70 80 90 100 110 120 0 10 20 30 40 50 60 70 80 90 100 110 120
Depth (m) Depth (m) Depth (m)
firn — DML firn — DC firn — VOS
3
700 10
N S e 1200
~ 2 2
600 — 10 10 2
\ 1000 10
F ™ \ 1 & F 1 2 E 3
£ \ 10 E E 10 E E 800 1 g
z 400 \ > = z = 0=
g \ = s = 2
é 300 \ 0 é é 0 é é 600 é
3 - 0 35 3 0 35 3 10 s
9" -~ o o o o o"
O 200 N o O O O 400 o
X | -1 -1 =
X 10 10 10
100 | 200
N -2 -2 -2
‘ 10 = 0 10
0 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70 8 90 100 0 10 20 30 40 50 60 70 80 90 100
Depth (m) Depth (m) Depth (m)

Fig. 20. Comparison between the optimum €@iffusivity obtained from multi-gas data (‘- - -') and the erobtained from the simple
scaling law (Egs. (21)-(22) in the main paper, ‘—'), pregehin linear (blue) and log (red) scales.
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Fig. 21. Mixing ratios of CQ, and CH, in firn calculated using the diffusivity obtained from theoposed scaling law. Arctic sites (left
panels) are shown as: Devon Island in black, Summit in bl&EM in purple North GRIP in green. Antarctic sites (right pk) are shown
as: DEO8 in orange, Berkner in purple, Siple in yellow, Sdette 1995 in dark blue, South Pole 2001 in light blue, Drogrfaud Land
in black, Dome C in green and Vostok in brown.



