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Abstract. The three-dimensional structure and evolution of
an isolated and stationary microburst are simulated using
a time-dependent, high resolution Large-Eddy-Simulation
(LES) model. The microburst is initiated by specifying a
simplified cooling source at the top of the domain around
2 km a.g.l. that leads to a strong downdraft. Surface winds
of the order of 30 m s−1 were obtained over a region of
500 m radius around the central point of the impinging down-
draft, with the simulated microburst lasting for a few min-
utes. These characteristic length and time scales are consis-
tent with results obtained from numerical simulations of mi-
crobursts using cloud-resolving models. The simulated flow
replicated some of the principal features of microbursts ob-
served by Doppler radars: in particular, the horizontal spread
of strong surface winds and a ring vortex at the leading
edge of the cold outflow. In addition to the primary surface
outflow, the simulation also generated a secondary surge of
strong winds that appears to represent a pulsation in the mi-
croburst evolution.

These results highlight the capability of LES to reproduce
complex phenomena like microbursts, indicating the poten-
tial usage of LES models to represent atmospheric phenom-
ena of time and space scales between the convective scale
and the microscale. These include short-lived convectively-
generated damaging winds.

1 Introduction

During the life cycle of a thunderstorm, complex circula-
tions are developed. In its developing stage the storm struc-
ture is dominated by low-level convergence and deep and in-
tense updrafts that transport moisture and warm air from the
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environmental boundary layer to the storm. As precipitation
forms, negative buoyancy is generated due to evaporation of
raindrops in contact with entrained air (or the melting of solid
hydrometeors). At this stage stronger downdrafts are formed
while updrafts are weakened. On some occasions the cooled
air becomes so negatively buoyant that intense downdrafts
are generated inducing strong winds at ground level. This
physical mechanism can lead to the formation of downbursts
(Fujita, 1985).

Fujita defines a downburst as a short-lived strong down-
draft that induces a highly divergent outburst. These dam-
aging winds can be either straight or curved. A microburst
is defined as a small-scale downburst, where the horizon-
tal extent of the damaging winds is less than 4 km. De-
spite its small horizontal scale, an intense microburst can in-
duce damaging winds as strong as 75 m s−1 (270 km h−1).
For such reasons microbursts can be specially dangerous
to aircraft during takeoff and landing manoeuvres due to
the intense wind shear accompanying them (Elmore et al.,
1986). Microbursts have been the subject of several obser-
vational and numerical studies since the pioneering works
of Fujita (1985). Field studies such as NIMROD (Fujita
1979), JAWS (McCarthy et al., 1982), FLOWS (Wolfson
et al., 1987) and BAMEX (Davis et al., 2004) have sam-
pled a large number of microbursts with single and multi-
ple Doppler radar. These field studies allowed a better un-
derstanding of the physical properties of microbursts, and
helped foster the development of numerical models that sim-
ulate microburst-producing storms.

Generally, numerical models employed to study mi-
crobursts fall into two main categories: sub-cloud models
and cloud-resolving microburst models (Orf and Anderson,
1999). In the former category some sort of forcing – repre-
senting the bulk effect of microphysical processes that gen-
erate negative buoyancy in a storm – is usually imposed in
the upper portion of the model domain in order to initiate the
microburst (Anderson et al., 1992; Orf et al., 1996); in the
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latter category the full life cycle of the microburst-producing
storm is simulated (Hjelmfelt et al., 1989; Proctor, 1988,
1989; Straka and Anderson, 1993). In an attempt to model
the microburst phenomenon, Srivastava (1985, 1987) used
simple one-dimensional time dependent models of strong
downdrafts forced by evaporative cooling and melting pre-
cipitation. Orf and Anderson (1999) used ak-ε model to
investigate the effects of travelling microbursts in unidirec-
tional sheared environments. In the context of numerical
modelling of microbursts with engineering applications some
recent studies include that of Nicholls et al. (1993), which
performed a 2-D very high resolution simulation of a mi-
croburst on a building model. Kim and Hangan (2007) used
the CFD software Fluent 6.0 (FLUENT, 2001) in a 2-D setup
to investigate the macro-scale flow dynamics of an imping-
ing jet. Sengupta et al. (2001) performed both experimental
and numerical simulations of microburst winds, while Mason
et al. (2009) developed a dry 2-D non-hydrostatic model im-
plemented within the CFD commercial code ANSYS CFX11
(ANSYS, 2007).

Sub-cloud numerical simulations of microbursts not in-
cluding cloud microphysics nor large scale atmospheric pro-
cesses can be performed at very high resolution, allowing
the analysis of detailed structure of the near-ground flow dy-
namics, where the strongest wind speeds are usually detected
in microbursts. The thermal forcing for these simulations is
usually parameterized using a spatio-temporal variable func-
tion that is decoupled from microphysics and moisture ad-
vection (Orf et al., 1996).

In the present study the microburst dynamics is investi-
gated using a Large-Eddy-Simulation (LES) model that has
been widely employed by the scientific community to study
the properties of planetary boundary layer (PBL) flows. LES
is a well-established technique to study the 3-D turbulent
characteristics of PBL, as vastly documented in the litera-
ture (Lesieur and Ḿetais, 1996). Nevertheless, the num-
ber of LES studies addressing sub-cloud modelling of mi-
crobursts is still scarce mainly due to the required high com-
putational cost. More recently, the availability of less ex-
pensive platforms for parallel computing has made the LES
strategy more appealing and not as prohibitive as in the past.

The aim of this study is to evaluate the ability of LES in
reproducing the intense downward wind currents associated
with a microburst. This will be accomplished with idealised
conditions typical of sub-cloud modelling in which the cool-
ing forcing that generates the microburst is parameterized
following Orf et al. (1996).

2 Mechanisms driving microbursts

A microburst event is originated by microphysical and ther-
modynamic processes in a convective cloud (Mahoney and
Rodi, 1987). These processes are explored by Srivas-
tava (1985, 1987) using a simple one-dimensional time-

dependent model of downdrafts driven by evaporation and
melting of hydrometeors. The downdraft intensity increases
as the environmental lapse rate becomes less stable and as
the raindrop size decreases (Srivastava, 1985). When the en-
vironmental temperature profile approaches the dry-adiabatic
lapse rate, even very light precipitation can produce intense
downdrafts. As stable stratification increases, progressively
higher cloud water content (liquid and ice) is needed to pro-
duce intense downdrafts (Srivastava, 1987). An environment
displaying both a sub-cloud temperature profile that is near
dry-adiabatic and a high concentration of small hydromete-
ors undergoing melting or evaporation is highly conducive to
the generation of microbursts (Wakimoto, 1985, 2001; Waki-
moto et al, 1994).

Atlas et al. (2004) analysed a unique set of Doppler and
polarimetric radar observations of a microburst-producing
storm during Tropical Rainfall Measuring Mission (TRMM)
Large-Scale Biosphere-Atmosphere (LBA) field experiment.
The results closely matched the initial conditions and results
of Srivastava (1985, 1987) that suggest that only modest size
hail in large concentration melting aloft is needed to produce
wet microbursts. The narrower the distribution of hail parti-
cle sizes, the more confined will be the layer of melting and
negative buoyancy, and the more intense the microburst.

The downdraft acceleration can be schematically repre-
sented by the vertical component of the equation of motion
(Bluestein, 2007).

Dw

Dt
= −

1

ρ0

∂p∗

∂z
+B(T ,rv,rl,ri) (1)

wherew is the vertical velocity,p∗ is the pressure perturba-
tion from the basic state, andB is the buoyancy term which
depends on temperature (T ), water vapour mixing ratio (rv)

and hydrometeor loading (rl,ri), as follows (Bluestein 2007):

B =
[
gT ′(1+1.609rv −rl −ri)

]
/T0 (2)

whereT ′ is the temperature deviation from the basic state,T0
is the basic state temperature,rl is the rainwater mixing ratio
andri is the ice mixing ratio.

While the pressure gradient force plays an important role
in the dynamics of severe thunderstorms, the buoyancy term
is recognized as the most important forcing mechanism for
microbursts (Orville et al, 1989; Wakimoto, 1985, 2001;
Wakimoto et al, 1994).

3 Model description

To perform the sub-cloud modelling of a microburst, we
adapted the Large-Eddy-Simulation code of Moeng (1984).
The code version chosen is the dry one, such that no micro-
physical parameterisation is needed. The complete deriva-
tion of the resolved scale equations can be found in Mo-
eng (1984) and Sullivan et al. (1994).
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Only the equations that are relevant to the understanding of
the microburst dynamics are discussed here. In our simula-
tions the negative buoyancy that drives the microburst forma-
tion is parameterised by imposing an additional source term
Q(x,y,z;t) in the equation for the virtual potential tempera-
ture, as follows:

∂θ̄

∂t
= −ūj

∂θ̄

∂xj

−
∂τθj

∂xj

+Q(x,y,z;t) (3)

where θ̄ is the resolved virtual potential temperature field,
(ū1,ū2,ū3) ≡ (ū,v̄,w̄) is the resolved velocity field andτθj is
the tensor that represents the subgrid closure for the temper-
ature field. The boundary conditions in the horizontal were
periodic, the upper boundary was specified as a frictionless
rigid lid with zero mass, momentum, heat and subgrid ki-
netic energy flux, and the bottom boundary employed a no-
slip condition with a prescribed roughness length.

The use of a cooling function, in the context of subcloud
modelling, avoids the use of explicit microphysics routines,
which are computationally very expensive. Furthermore the
shape, duration and amplitude parameters of the cooling
function may be easily chosen providing an easier interpre-
tation of the modelling results.

4 Methodology

The main driving mechanism for the downburst is given by
the buoyancy term in Eq. (1) that represents physical pro-
cesses such as cooling due to melting and evaporation of hy-
drometeors.

In the LES configuration a cooling function parameteris-
ing the bulk effect of these processes is placed at the top the
domain, near 2 km.

In the sub-cloud LES model used here the spatial-temporal
cooling function is specified following Orf et al. (1996), that
is:

Q(x,y,z;t) =

{
g(t)cos2(πR) for R< 1/2
0 for R> 1/2

whereR is the normalised distance from the centre of cool-
ing, given by

R =

√(
x −xf

Mx

)2

+

(
y −yf

My

)2

+

(
z−zf

Mz

)2

where (xf ,yf ,zf ) is the location of the center of the forcing
function and (Mx,My,Mz) is its horizontal/vertical extension
(Table 1).

The variableg(t) is the time modulation of the magnitude
of the forcing function that follows Orf et al. (1996), being
described by:

g(t) = −cos2
[
π

(
t−120

2τ

)]
0≤ t < 120

g(t) = −1 120≤ t ≤ 720

g(t) = −cos2
[
π

(
t−720

2τ

)]
720< t ≤ 840

Fig. 1. Temporal modulation of the maximum intensity of the cool-
ing function.

Table 1. Position (xf ,yf ,zf ) and extension (Mx,My,My) of the
forcing function and its Cooling Rate.

(xf ,yf ,zf ) (Mx,My,My) CR

km km Ks−1

(5, 5, 2) (2, 2, 1.8) 0.08

whereτ = 120 s. This means that it ramps to a maximum
value after 2 min, after which a constant value is kept for
10 min, followed by a gradual decrease in the last 2 min as
depicted in Fig. 1. An intense source as employed in Ma-
son et al. (2009) has been used here, with a maximum cool-
ing rate of−0.08 K s−1 to produce a more intense downburst
event. In fact, Orville et al. (1989) found cooling rates due
to evaporation of raindrops approaching 10−1 K s−1 for the
strongest microburst cases.

Dry microbursts typically occur within a deep dry-
adiabatic sub-cloud layer (or mixed layer) that might extend
up to 2 km a.g.l. or higher (Wakimoto, 2001). Because the
mixed layer is nearly in a dry-neutral condition throughout
most of its depth, the specification of a neutral PBL is our
choice for the background environment for the idealized nu-
merical simulation of a microburst. In this context, LES is an
adequate numerical tool to simulate a neutral PBL (Andren
et al., 1994). By varying the geostrophic wind and the sur-
face heat flux, different turbulent regimes can be generated
with LES. A prototype of a neutral PBL may be obtained
by first generating a convective PBL by imposing an upward
heat flux, followed by a gradual weakening of the heat flux,
allowing a quick spin-up to a steady shear flow (Moeng and
Sullivan, 1994).

In the present work, simulations were performed in a
10× 10 km horizontal rectangular domain that is 2 km deep
with 1283 grid points. The convective simulation started
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Fig. 2. Magnitude of the mean wind speed profiles (left) and poten-
tial temperature (right) in the convective (dotted line) and neutral
(continuous line) PBL.

from a barotropic condition, that is, with the geostrophic
wind constant throughout the numerical domain. Inter-
nal parameters such as the extension of domain, grid size,
geostrophic wind, kinematic surface heat flux (Q∗), and ini-
tial capping inversion height(zi)0 are summarised in Table 2.
After the quasi-stationary regime is reached by the convec-
tive boundary layer (CBL) the heat flux was turned off and
a neutral PBL was simulated for the following 6 h. In Fig. 2
are shown the mean wind and temperature profile snapshots
taken at the end of the convective simulation (CON) and at
the end of neutral simulation (NEU). It should be noticed
that a profile with vertical wind shear is attained as a con-
sequence of the surface frictional stresses. Meanwhile the
profile of constant potential temperature, typical of a neutral
PBL conditions, is evident in Fig. 2.

The cooling forcing function is activated exactly at the end
of the NEU simulation. According to the imposed time mod-
ulation of the forcing function (Fig. 1) the forcing lasted for
14 min and covered an area of (2.2) km in the upper region of
the simulation domain.

5 Results and discussion

5.1 Qualitative comparisons

In the case of an isolated static microburst, the main features
to note are the downdraft core, wall jet and the roll vortices
(Orf et al., 1996). The term “wall jet” is usually employed in
fluid dynamics to illustrate the typology of shallow flow that
occurs when a cold fluid impinges a flat surface at high speed
(Hjelmfelt, 1988).

The cooling function applied at the top of the domain gen-
erates a downdraft with vertical velocity reaching approx-
imately 20 m s−1. Just after the impact with the ground
a cold pool is generated around the impact point. The

Table 2. Internal parameters of the LES domain.

(Nx,Ny,Nz) (Lx,Ly,Lz) Q∗ (Ug,Vg) (zi)0

(ms K−1) m s−1 m
1283 (10, 10, 2) 0.25 (3, 0) 1500

hydrostatically-induced pressure gradient force across the
pressure dome transfers the momentum associated with the
impinging downdraft to a cold outflow current. This leads to
the development of a divergent wall jet, corresponding to the
highest wind speeds generated in this simulation.

At the leading edge of the wall jet a vortex ring circulation
is generated. The origin of the vorticity in such feature is the
strong horizontal gradient in buoyancy that exists along the
edge of the outflow (Proctor, 1988). The wall jet, as a nega-
tively buoyant downdraft, maintains and expands the vortex
ring circulation. The sequence of Fig. 3a–e depicts the mag-
nitude of surface winds speeds at the first vertical level of the
LES grid, respectively 3, 5, 6, 8 and 10 min into the simula-
tion. The general picture that may be understood examining
Fig. 3a–e is the following: around the impact point, just a
few seconds after the cold plume impinges on the surface, a
strong surge in the wind field is developed (Fig. 3a, b). The
highest surface speeds are generated during this stage for the
reasons explained above.

The expansion of this surge is maintained by the strong
horizontal pressure gradient that is hydrostatically associated
with the drop in temperature across the leading edge of the
cold plume. As this surge spreads outwards, the effect of tur-
bulent mixing gradually reduces the temperature gradient at
the leading edge weakening the horizontal pressure gradient
(Fig. 3c). This process evolves in a time scale of the order of
1 min.

In the meantime, the cold downdraft continues impinging
on the surface forming a secondary surge in the wind field
(Fig. 3d). The passage of the first cold surge modifies the
low levels of the PBL reducing the horizontal pressure gra-
dient force within the outflow, which results in a consider-
ably weaker radial acceleration of the second surge (Fig. 3e).
Accordingly, the horizontal buoyancy gradient is also weak-
ened inside the pool of cold air, such that the generation of
horizontal vorticity due to baroclinic effect (Proctor, 1988)
is reduced, avoiding the formation of a new vortex ring as-
sociated with the secondary surge. This second surge in the
wind field, despite not characterizing a true additional burst,
appears to represent a manifestation of a pulsation in the mi-
croburst behaviour, which has been detected in radar velocity
fields (see Fig. 8 of Hjelmfelt, 1988) and studied in Proc-
tor (1993). Further studies are necessary to better understand
the basic dynamics behind such behaviour.

The reproduction of a neutral PBL that is typical of the
microburst environment has as effect the presence of a pre-
dominant longitudinal mean wind (∼3 m s−1) and a weak
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Fig. 3. Magnitude of surface winds (m s−1) at the first vertical level of the LES grid, respectively(a) 3, (b) 5, (c) 6, (d) 8 and(e) 10 min
after the start of cooling.

lateral component (∼0.3 m s−1). During the microburst de-
velopment it is possible to identify latitudinal symmetry and
longitudinal asymmetry along the vortex ring (Fig. 3c).

This asymmetry is the result of the predominant wind (u

component) interaction with the vertical velocity in the mi-
croburst plume. Figure 4a shows a mean flow channelling
into the cold microburst. Figure 4b depicts the evidence of
the vortex ring development along the upwind side of the
microburst as a result of the interaction between the mean
flow and the microburst surface upstream currents. Along
the downwind side of the microburst the vortex ring is gen-
erated a few minutes later, since the microburst outflow has
the same direction of the mean flow (Fig. 4b,c).

Figure 5 shows the vertical distribution of the maximum
radial velocity. The radial velocity is calculated from the
centre of the numerical domain, at each radial distance with a
bilinear interpolation of the resolved horizontal components
(ū,v̄) in the eight closest points of the LES grid. The ra-
dial wind evolution shown in this figure suggests that non-
hydrostatic pressure perturbations are present, accelerating
the surface winds before the maximum radial wind velocity
region in the vertical wind profile reaches the ground. This
feature is evident in Fig. 5 from 135 to 174 s. Notice that
the maximum velocity of the impinging jet, after 84 s is lo-
cated at about 1000 m a.g.l. with a speed of 8 m s−1. This is
possibly caused by the horizontal divergence induced by the
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Fig. 4. Vertical velocity (m s−1) in a (x–z) section of the LES domain, respectively(a) 3, (b) 5 and(c) 8 min after the start of cooling.

Fig. 5. Vertical distribution of the maximum of the radial velocity.
Times are taken after the start of cooling (red line).

Fig. 6. Time-radial distance plot of the wind field magnitude
(m s−1) at the first vertical level of the LES domain.

Fig. 7. Temporal variation of the normalized maximum storm event
wind speed (Umax) and the maximum downdraft velocity (wmax).

passage of the cold downdraft at that level. After 135 s the
maximum (10 m s−1) is located about 600 m a.g.l.; after 174 s
it is located at 150 m a.g.l. and the speed is close to 15 m s−1.
After impact, the surface wind speed increases rapidly reach-
ing 35 m s−1 in almost one minute. This picture shows that
the radial velocity is growing and displacing downward fol-
lowing the edge of the cold plume. This is also in agreement
with the classic “picture” describing a microburst as char-
acterized by strong localized downflow and an outburst of
strong winds near the surface. The time-radial distance plot
(Fig. 6) shows the surface wind speeds (M = (U2

+V 2)1/2)

and spatial structure of the magnitude of the wind field at
the first vertical level of the LES grid. A remarkable fea-
ture is evident: the first surge forms 4–5 min after the start
of cooling with highest speeds (∼30 m s−1) occurring in the
first 500 m, and decreasing radially from the microburst cen-
tre. The vortex ring is present at the leading edge of the surge
expansion and travels for about 2000 m in less than 5 min .
The secondary surge appears two min after the formation of
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the first surge (∼6 min) with lower speeds (∼20 m s−1) and
smaller expansion (∼1500 m).

There is a reduction of the horizontal pressure gradient af-
ter the passage of the vortex ring. Therefore, smaller wind
speeds are observed during the secondary surge expansion.
During the radial expansion is possible to notice the kinetic
energy dissipation (Fig. 6).

A quasi-periodic (∼2 min) oscillation is present close to
the microburst center (first 500 m) as observed in the time-
radial plot of the wind speed.

Doppler radar observations show that a microburst is char-
acterized when the downward current reaches the ground
generating a strong divergence at its center, such that an ac-
celerated outburst of surface winds can be observed (Waki-
moto, 2001). This simulation closely reproduces the Doppler
Radar observations and highlights the LES capability to re-
produce complex thermal and dynamical phenomena like mi-
crobursts, jet streaks and other events involving high veloci-
ties.

5.2 Quantitative comparison

The maximum simulated storm event wind speedUstorm
(Mason et al. 2009) was 38.4 m s−1 at the first LES verti-
cal level (≈16 m) four minutes after the start of cooling. The
maximum downdraft velocity wasWmax= −28.6ms−1 at al-
most 500 m a.g.l. The value ofUstorm/Wmax≈ 1.4 observed
for this simulation is in close agreement with similar values
(1.6) obtained from simulations of Proctor (1989) and Ma-
son et al. (2009). Figure 7 shows the time series ofUmax
and Wmax which represent respectively the maximum val-
ues ofU and W observed anywhere in the domain in the
given time steps. The simulated wind speed was normalised
with respect toUstorm, to allow the analysis of the maximum
speed as compared to with references toUstorm. The inter-
pretation of this figure is straightforward if analysed again
in terms of the primary and secondary surge expansion men-
tioned earlier. The first “plateau” ofUmax/Ustormdepicted be-
tween 3 and 6 min is related to the expansion of the primary
surge, while the second plateau (between 6 and 13 min) ap-
pears to be related with the formation of the secondary surge
with a lower value ofUmax/Ustorm≈ 0.65. The maximum
value of vertical velocity is around 0.75Ustorm at elevated
region, located 500 m a.g.l. found just before the downdraft
impinges the surface. After that, it keeps a constant value
of 0.60Ustorm for almost 10 minutes before decaying toward
the dissipation stage.

The last analysis performed is showed in Fig. 8a, where
vertical distribution of the normalized maximum velocity is
indicated.

The wind speed profile is normalised with respect to the
peak mean wind speed, and height is normalised with respect
to the height where the velocity is equal to half its maximum
value (Wood et al., 2001). Semi-empirical results based on
full scale data (Wood et al., 2001), experimental data (Did-

Fig. 8. Vertical distribution of the normalized maximum velocity in
self-similar coordinate,(a) present simulation,(b) semi-empirical
results (reprinted with permission of Journal of Wind Engineering
and Industrial Aerodynamics).

den and Ho, 1985; Donaldson and Snedeker, 1971), are re-
ported in Fig. 8b (Kim and Hangan, 2005). The comparison
of Fig. 8a and b highlights the good agreement between the
present simulation and experimental data.

6 Conclusions

An isolated and stationary microburst is simulated using a
3-D time-dependent, high resolution Large-Eddy Simulation
model with the goal of studying the evolution and the dynam-
ical structure of the microburst. The microburst-producing
downdraft is initiated by specifying a simplified cooling
source at the top of the boundary in place of a computation-
ally expensive full cloud model. The simulated microburst
displayed a vortex ring feature that propagates outward fol-
lowing the leading edge of the cold outflow. The peak hori-
zontal wind speed occurred in association with the expansion
of the first surge. The simulated time scale for this damaging
wind (30 m s−1) is of the order of few minutes with a spatial
scale enclosing a region with 500 m radius around the im-
pact point. The simulated flow reproduces some of the main
features of microbursts observed by Doppler Radar, in partic-
ular a very strong surge in the wind field, and the formation
of the vortex ring at the leading edge of the cold outflow. In
addition, the simulation suggests the presence of a second
surge of strong winds trailing the first outburst which may
be a manifestation of a pulsating behaviour of the microburst
which has been documented by Hjelmfelt (1988) and studied
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by Proctor (1993). In all of these phases the role of the sur-
face pressure gradient is evidenced and discussed. Addition-
ally, the modelled maximum storm velocity is comparable
to that obtained from full-cloud models (Proctor, 1989) and
experimental data (Kim and Hangan, 2005).

This evidences the capability of LES in reproducing com-
plex phenomena like a microburst. In fact, LES contains in
its basic equations all physical information needed to create
the basics mechanism for describing the microburst dynam-
ics: the accelerated downward cold plume, the primary surge
expansion due to the horizontal pressure gradient and its in-
teraction with environment in order to generate the vortex
ring expansion.

These results indicate the potential of LES for utilization
in atmospheric phenomena situated below the storm scale
and above the microscale, which generally involves high ve-
locities in a short time scale.
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