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Abstract. The global tropospheric distribution of molecu- sociated with large biomass burning in the tropics and at
lar hydrogen (H) and its uptake by the soil are simulated Northern Hemisphere high latitudes. The soil uptake shows
using a model called CHemical AGCM (atmospheric gen-relatively small inter-annual variability compared with the
eral circulation model) for the Study of the Environment biomass burning signal. Given that the thickness of biologi-
and Radiative forcing (CHASER), which incorporates a two- cally inactive layer plays an important role in the soil uptake
layered soil diffusion/uptake process component. The sim-of Hy, its value in the model is chosen to achieve agreement
ulated distribution of deposition velocity over land is in- with the observed btrends. Uncertainty of the estimated
fluenced by regional climate, and has a global average ofoil uptake flux in the semi-arid region is still large, reflect-
3.3x102cms L. In the region north of 30N, the amount  ing the discrepancy in the observed and modeled seasonal
of soil uptake shows a large seasonal variation correspondvariations.

ing to change in biological activity due to soil temperature
and change in diffusion suppression by snow cover. In the
temperate and humid regions in the mid- to low- latitudes,
the uptake is mostly influenced by the soil air ratio, which 1

controls the gas diffusivity in the soil. In the semi-arid re-

gions, water stress and high temperatures contribute to thidl the troposphere, molecular hydrogerpfi#ias an average
reduction of biological activity, as well as to the seasonal MXing ratio of~530 ppb (parts per billion), the second high-

variation in the deposition velocity. A comparison with the €St after methane (Cfi~1750 ppb) among the reactive trac-
observations shows that the model reproduces both the di€rS- s lifetime ¢-2yr) is shorter than Cli(9-11yr) and
tribution and seasonal variation of;Helatively well. The  |onger than carbon monoxide (C&3 months) (see Ehhalt
global burden and tropospheric lifetime of tre 150 Tg and Rohrer (2009) _and references Fherem_). Although many
and 2.0yr, respectively. The seasonal variation jnniix- of the anthropogenic sources are widely distributed over the

ing ratios at the northern high latitudes is mainly controlled 12nd surface in the Northern Hemisphere, ground and air-

by a large seasonal change in the soil uptake. In the SoutH20"ne observations indicate the presence of lowestix-

ern Hemisphere, seasonal change in net chemical productiolf9 "atios in the mid- and high- latitude regions near the soil

and inter-hemispheric transport are the dominant causes giurface in the Northern Hemisphere (Novelli et al., 1999).
the seasonal cycle, while large biomass burning contribute&!2 MiXing ratios increase towards the tropics, becoming rel-

significantly to the seasonal variation in the tropics and sub-&liVely uniform with latitude in the Southern Hemisphere.

tropics. Both observations and the model show large inter-T his distribution differs from those of other trace gases like

annual variations, especially for the period 1997—1998, asC©2: CHa and chlorofluorocarbons. It is also interesting to
note that, although the tropospheric sources of CO gratél
similar, their latitudinal distributions and seasonal variations

Correspondence ta:. Yashiro are different. One reason for this is that one of the major fac-
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of Hy is the soil uptake, which makes up about 75-82 % consideration the actual soil uptake process. There have also
of the sink. H is produced from formaldehyde (HCHO) been other studies that have used the top down approach, re-
in the atmosphere through a chemical reaction process thatulting in a larger estimated soil uptake (Rhee et al., 2006;
begins with oxidization of Cll or non-methane volatile or- Xiao et al., 2007).
ganic compounds (NMVOCSs). Moreover;lit oxidized by In this study, we used a global chemistry transport model
a reaction with OH. His thus continuously generated in the combined with a land process model that included explicitly
troposphere, and is removed by soil or chemical reaction, othe soil uptake processes, to calculate the surface deposition
is exchanged with the stratosphere. flux and the concentration of land discuss the spatial and
The H emissions from fossil fuel consumption and in- temporal variations and the global budget ofiH the tropo-
dustrial activities have been increasing since the beginningphere.
of the industrial era. It is likely that when humans shift to
the “hydrogen-economy” society, with hydrogen as a sec-
ondary energy source and/or energy carrier, a large amourz  Model description
of Hao could leak into the atmosphere. Some studies have
shown that an increasingHoncentration reduces the atmo- 2.1 Global chemical transport model and land process
spheric oxidization capacity, and influences the temperature model
and ozone loss in the stratosphere through the production of
water vapor (Prather et al., 2003; Schultz et al., 2003; TrompCHASER is a three-dimensional atmospheric chemical cli-
et al., 2003; Warwick et al., 2004). mate/transport model, which has been developed in the
Although the soil uptake of plis very important in the framework of an AGCM developed jointly by the Center
global H, cycle, we have a limited understanding of the up- for Climate System Research (CCSR), the National Insti-
take process, resulting in large uncertainties associated wittute for Environment Studies (NIES), and the Frontier Re-
the estimation of its global distribution and seasonal varia-search Center for Global Change (FRCGC). The details of
tion. Absorption of B in the soil is mainly performed by the model are described in Sudo et al. (2002a, 2007), and
several types of extracellular enzymes (hydrogenase), whicln evaluation of the model performance showed good agree-
are believed to exist universally in the soil (Conrad et al., ment between model simulations and observations for O
1983). Previous studies have shown that most of this aband its precursor species (Sudo et al., 2002b). The model
sorption is accomplished within several centimeters of soilperformance was also evaluated in the framework of the 4th
below the surface (Yonemura et al., 1999). Soil temperaturéAssessment Report of the Intergovernmental Panel on Cli-
and moisture control much of the biological activity, while mate Change (IPCC) (e.g., Shindell et al. 2005; van Noije
snow, litter function and heated soil layer can act as a diffu-et al., 2006). The CHASER model adopted in this study in-
sion barrier near the surface (Yonemura et al., 1999, 2000gludes several improvements; the model is based on the new
b; Smith-Downey et al., 2006b, 2008; Schmitt et al., 2009). version of CCSR/NIES/FRCGC AGCM (Watanabe et al.,
Global simulations of the pconcentration and its iso- 2008) developed as the atmospheric component of MIROC
tope composition have been conducted by other investiga(Model for Interdisciplinary Research on Climate), (K-1 de-
tors. Hauglustaine and Ehhalt (2002) used a chemical transvelopers, 2004). In the new version of AGCM, thever-
port model to show good agreement between the observetical coordinate system has been replaced by a hydbrid
and simulated K mixing ratio in the Southern Hemisphere pressure vertical coordinate system. The updated radiation
and the tropics, but reported an overestimation of the seascheme by Sekiguchi and Nakajima (2008) has been adopted.
sonal maximum in the Northern Hemisphere. This may haveA non-local turbulence closure scheme based on Holtslag
resulted from their estimation of the soil uptake flux derived and Boville (1993) was applied to the sub-grid transport of
from net primary productivity (NPP). Sanderson et al. (2003)trace gases due to turbulent mixing, in conjunction with the
used a Lagrangian model to simulate the spatial and tempord¥lellor-Yamada level 2 scheme. For this study, a horizontal
variation of deposition velocity, which depends on the vege-resolution of T42 (2.8x2.8°) was adopted, with 32 verti-
tation type, snow cover, and soil moisture. Their model re-cal layers from the surface to about 40 km altitueel km
produced reasonably well the observed seasonal variations siertical resolution in the upper troposphere and lower strato-
various stations. The same applies to a recent model study bgphere). In order to reduce model bias and to obtain realistic
Pieterse et al. (2011), who used a deposition scheme based oneteorological fields for the period 1989-2006, the horizon-
Sanderson et al. (2003). Price et al. (2007) also used depdal wind and temperature fields were nudged to the JRA-25
sition velocity as a function of snow cover and soil tempera-reanalysis data (Onogi et al., 2005). The relaxation time was
ture, to reproduce relatively well the latitudinal and seasonaloptimized and set to 1 day for the horizontal wind and 5 days
variations of H concentration and its isotope ratio. They for temperature, in accordance with Miyazaki et al. (2005).
obtained an annual soil uptake of 50—60 Tg. The deposition The model considers a detailed online simulation of the
velocities were constrained by the observations, and the soiropospheric chemistry involving thescHOx-NOy-CHz-CO
uptake was empirically based, without explicitly taking into system and the oxidation of NMVOCs with a time-step
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of 10min, and includes detailed dry and wet deposition(2009), we employ values of 3 and 6 Tgyrfor land and
schemes. The oxidation of GHand NMVOCs constitutes ocean emissions, respectively. The spatial and temporal dis-
a large source of Hin the model, with photolysis of HCHO tributions of these emissions are estimated by using the dis-
leading to the formation of H Details of the chemical reac- tribution of biogenic and oceanic CO emissions as proxies of
tion system are described in Sudo et al. (2002a), to which webiological activity. It is important to note that the enzyme in-

added the reaction of Hvith the OH radical, volved in the H production (nitrogenase) responsible for the
soil biogenic emission of His different from the enzyme in-

H,+OH— H,O+H (R1) volved in the K consumption (hydrogenase) responsible for
the soil uptake (Conrad, 1985).

with the rate constant ofkn,+on(T) = 7.7x10712x The MATSIRO model (Minimal Advanced Treatment

exp(-2100/) cm® molecule* s~ (Atkinson et al., 2004).  of Surface Interaction and RunOff) (Takata et al. 2005)
In this study, the surface emissions of CO, N@H4,  was employed as the land surface process model for the
NMVOCs, SG and dimethyl sulfide are included in CCSR/NIES/FRCGC AGCM. The model calculates water
CHASER. Other modifications made to the model for the thisand energy exchange between land and atmosphere based
study are as follows: Anthropogenic emissions of COxNO on a set of 10 vegetation and eight soil types. The soil is
CH4 and SQ are based on EDGAR v3.2 1990, 1995 and vertically resolved by five layers with a thickness of 5, 20,
“Fast-Track” 2000 (Olivier et al., 2005). The source strength 75, 100 and 200 cm for each layer starting from the surface,
at each model grid from 1990 to 2005 is obtained by linearlyand soil temperature and moisture are calculated for each
interpolating and extrapolating the 1990, 1995, and 2000 valjayer. Surface fluxes are determined for the snow-free and
ues. After 2005, the same source strength that is used fognow-covered portions separately in each grid. An evalua-
2005 is applied. For CO and NCGemissions from China, tion of MATSIRO showed that the model reproduces real-
we switch from the EDGAR inventory to REAS v1.1 (Ohara istically the distributions of observed soil temperature, soil
et al., 2007) for the period 1989 to 2006. For CO, NO moisture, snow cover and precipitation (Koster, et al., 2004;
CHg, NMVOCs and SQ emissions from biomass burning, Hirabayashi et al., 2005). By coupling the CHASER and
we adopt GFED v2.1 (van der Werf et al., 2006). Monthly MATSIRO models in the framework of MIROC, we have
averaged values of these emissions are assigned for the parodified the dry deposition scheme used in CHASER. The
riod 1997—-2000, while 8-day average values are used aftestomatal conductance for each chemical tracer is calculated
2001. The values before 1997 for each selected source reby using the simulated strength of photosynthesis in MAT-
gion are assumed to be constant, at a median value for thg|RO, which is based on SiB2 (Sellers et al., 1996) and a
1997-2007 monthly CO emissions data. For biogenic emisfarquhar type formulation (Farquhar et al., 1980). A new
sions of NMVOCs, monthly emission data by Guenther etdeposition pathway related to the biological consumption is
al. (1995), which are obtained from the Global Emissions In-described below.
ventory Activity (GEIA) database, are used with 420, 106
and 70 TgCyr?! for CsHg, CioH16 and CHOH, respec- 2.2  Soil uptake model
tively. For other CO emission, monthly distributions of bio-
genic and oceanic CO emission given by Muller et al. (1992)The largest sink of troposphericyHis the soil uptake. Not
are used. The global source strength of biogenic CO emisenly physical processes (e.g. molecular diffusion) but also
sion is set to 160 Tgyr* and that of the oceanic emissions biological processes can determine the strength of the H
scaled to 10 Tg yrt. Emissions of NMVOCSs from the ocean uptake by the soil. b consumption by soil was thought
are adopted with the same distribution as the oceanic CQo be mainly due to abiontic enzymes (Conrad and Seiler,
emissions. 1985, Conrad, 1996). Recent studies have suggested how-
There are a few global emission inventories 0f.H ever that many kinds of bacteria can oxidize and consume
For anthropogenic emissions, the surface source distribuH2 without enzymes, such as actinobacterias, for example
tion of Hy in this study is determined by applying the (Constant et al. 2010). The intensity of the biological ac-
H2/CO emission ratio to the emission inventory of CO. tivity is controlled to a large extent by the soil temperature.
Ehhalt and Rohrer (2009) summarized the observational reSmith-Downey et al. (2006b) showed that an optimal activ-
sults and estimated an KO ratio of 0.5:0.1 mol mol?! ity is achieved between 20and 30C, and decreases with
and 0.2:0.15 mol mot ! for automobiles and industrial sec- decreasing temperature belevl0°C. Considerable activity
tor, respectively. We apply these emission ratios andremains at subzero temperature (0-t4°C), but there is al-
0.32molmot? for biofuel combustion (Andreae and Mer- most no uptake below-20°C. They also showed reduced
let, 2001) to the EDGAR and REAS inventory. GFED v2.1 activity above the 40C to 60°C range in an experiment con-
is used for the Kl emissions from biomass burning. Large ducted with soils from a California forest. In addition to the
uncertainties still remain in thegemission estimates for the temperature effect, biological activity is also influenced by
land and ocean as a by-product of biogenic nitrogen fixa-the soil moisture content, becoming less active when the soil
tion. Based on the detailed discussion in Ehhalt and Rohrers arid or frozen. On the other hand, too much soil water

www.atmos-chem-phys.net/11/6701/2011/ Atmos. Chem. Phys., 11, 67092011



6704 H. Yashiro et al.: Chemical transport model simulation

reduces the porosity in the soil and restricts the diffusion of2.2.2 Two-layered diffusion/uptake model

Hs into the soil. Much of the H in the soil is consumed

at depths several centimeters below the surface, i.e. belowhe 1-D molecular diffusion model has a depth-dependent
a thin inert layer near the surface (Yonemura et al., 2000buptake ratio. The deposition velocity on the soil surface is
Schmitt et al., 2009). The inactive layer acts as a diffusiondiven by
barrier, and is probably caused by the dryness and high tem- F(2)
perature near the ground surface. Yonemura et al. (2000ayy o= ,
calculated the deposition velocity ofHising a 2-layer dif- pC )

fusion model that incorporated the biologically inactive and
active layer. Their model was able to capture the observe
vertical profiles of H in the soil and showed that the thick-

ness of the inactive layer is important for a realistic simula-
tion of the flux strength. In this study, we incorporate the
same type of 1-D diffusion model described in Yonemura et

z=0 ©))

(yvhere F(z) is the flux (kgm2s1) and C(z) is the mass
concentration of K (kg kg™1). z(m) is positive in the down-
ward direction from the surface £ 0), as isF. The uptake
flux is written using Fick’s Law and the mass balance ef H
is expressed as follows;

al. (2000a) to the deposition scheme of the CHASER model. 0pC(2)

F(z) =—Dsx 9z 4)
2.2.1 General approaches of dry deposition in the model

0pC(z) 0 3pC(2)
The dry deposition scheme used in the CHASER model is™ 5, ~ — 37 (PsX —5; ) k> pOCQ@ ®)

mainly based on the method of Wesely (1989). The deposi- _ _ o
tion flux to the canopy, the soil, the snow, and sea surface ofvhere® is the volume of gas per unit volume of soil (air ra-

each gas is described as follows. tio, m®m~3), Dsis the diffusivity in the soil driven by molec-
ular diffusion (nf s~1), andk is the biological uptake rate in
F=—VygxpC 1) the soil (s'1). In our model, we assume, ©, and Ds to be

uniform from the soil surface to a sufficient depth. In ad-
where F is the flux of the each gas (kgTAs™l), V4 is  dition, we include an inactive layer near the surface where
the deposition velocity (m's"), p is the atmospheric den- no biological activity takes place. We adopted a simplified
sity (kgm3) and C is the mass concentration of each gas depth-dependent distribution of biological activitg) as;
(kgkg™1). Vg is expressed with the reciprocal number
(sm1) using an analogy to an electrical resistance circuit.k(x) =0  atO<z <3 (6)

R is the total resistance given as
k(z)=ko até<z )

R=Ra+Rp+Rc (2

wherekg is the uptake rate (&), a constant value belod
where R, is the aerodynamic resistanc®, is the quasi-  (m) within the uppermost layer of MATSIRO model. Since
laminar (boundary layer) resistance, aRgis the resistance the H, uptake is relatively fast and occurs in the top soil, we
to uptake by the canopy or ground surfad®; is basically  assumed a steady state. We defined thedhcentration at
a parallel connection in the resistance and depends on th@epthz =0 asC, andz = § asCs. The concentration in the
condition of the canopy/ground surface. Wesely (1989) ex-inactive layerC;;(z) can be solved using E¢g), Eq. (6), and
pressed the difference in the canopy/ground surface resishe boundary condition as:
tance for each gas by considering the water solubility and
oxidizing capacity. In this study, we calculated the deposi-c; () = 8 _C3Z+Ca (8)
tion flux by adding a resistance term in the parallel pathway
to the soil surfaceRenz t0 Rc. Renzis calculated by a soil  The concentration in the active lay€ty(z) can also be
diffusion/uptake model described below. This 1-D model hassolved by
two layers in the uppermost layer of the MATSIRO model.

We neglect H deposition onto snow and the ocean surfaces- _ ﬂ (%Z) 9
o . . aI(Z) —f xXe ( )
because of small Hisolubility. The fraction of snow cover is e
calculated from the depth of snow on the ground, and the to- 3 _ . i
tal deposition flux of each gas onto the surface is determined?n€reé f =8,/ z;. With the condition that the flux in the
according to the snow cover ratio. boundaryF (z = §) between the two layers is equéal; can
be given using Eq4), Eq. 8), Eq. ©) as
Cs= 1 C (10)
8= 17 a-
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The deposition velocity on the surface of the inactive layer As mentioned above, the inactive layer thicknéds an

is given by influential model parameter, but its global distribution is
1 ODE not well known. Yonemura et al. (2000b) suggesieid a
V4 soil = —— OkDg = ————— (11)  range of 0-1cm from their experimental result. Schmitt et
1+7 VDs+5vk al. (2009) estimated to be around 0.7 cm, with a range of

Equation (11) shows that the thickness of the inactive layel0.3—1.8 cm, based on observations at a site in Heidelberg. In
§ is an important parameter in the reduction of the soil uptakethis study, we use a unifor of 0.7 cm to achieve a good
flux, compared with a case without an inactive layer. Whenagreement with global observations (see Sect. 3.3 below).
the diffusivity in the soil is increased, the effect of the inac-
tive layer becomes weaker. On the other hand, the influence
pf t_he inactive layer becomes greater as the biological act|v—3 Results and discussion
ity increases.

The gas diffusion into the soil airspace is assumed to be . i ,
driven by molecular diffusion. The soil gas diffusivitys 3.1 Deposition velocity and soil uptake of H
can be expressed as an approximation using the Millington-

Quirk model (Millington and Quirk, 1959): The distributior_1 of _th_e c_alculatec_j surface deposition veloc-
31 ity of Ho, the diffusivity in the soil and the uptake rate due

_p 9 to enzyme activity for January and July are shown in Fig. 1.

Ot For the period 1997-2005, the globally averaged deposition

whereDa is the molecular diffusion coefficient of each gas in VEIOCity over the land surface is 0.830"2cms*, but is

the atmosphere, arélsa:is the maximum aerial or liquid wa- characterlz_ed by a f:lear ge_ograp_hlcal distribution and tem-
ter volume per unit volume of soil (total porosity). In the land Peral variation, particularly in regions north of 48. Dur-
process model, the total porosity is given for each soil type aind the winter season, snow cover suppresses soil absorption,
each grid, and the presence of liquid water and ice limits thec0mpounding the reduction in the rate of deposition due to a
diffusion of the gas in the soil. The biological uptake rate of 4ecreased biological activity. Although the enzyme activity
H, is determined not only by the degree of activity of each S still r_namt_ame_d near freezing point, biological activity in
enzyme, but also by the amount of enzyme present. HoweveP'€aS like _Slt_Jerla stops when t_he_s_on temperat_ure_falls below
global distributions of the btconsumption enzymes/bacteria —2°°C; this is also due to a significant reduction in the en-
present have yet to be elucidated quantitatively. For exampleZYMe activity caused by the freezing of soil moisture. With
Smith-Downey et al. (2006b) showed that fresh litter on the_the arrival of boreal spring, the depo'smon velocity starts to
forest floor prevents efficient absorption of Hy the soil. ~ increase and the uptake region rapidly expands to regions
Also, although the amount of organic matter and pH of thenorth of SO’_N, as sml_ten_wperature increases and snow melts.
soil influence the amount of enzyme present, previous inves] "€ deposition velocity in these regions reaches a maximum
tigations have shown that these do not appear to moderate tt##ing July and August, and then starts to decrease with the
activity greatly (Smith-Downey et al. 2008). In this study, €0Ming of the autumn and wlnter seasons. In §§vera| pa.rts of
we model the variation in the biological activity as a func- the region north of 45N, the increase in deposition velocity
tion of soil temperature and moisture, in accordance with theduring the spring and summer is interrupted due to a reduc-

relationship obtained by Smith-Downey et al. (2006a, b). tion in the soil gas diffusivity caused by an increa}se in so?l
moisture from spring snowmelt and summer melting of soil

ko =kmaxx f(T) x f(©®) (13)  ce.
T — 1 14 In the latitude zone around 30, the temperature is suffi-
F= 1+exp(—0.1718x T +46.938 (14) ciently high for enzymes/bacteria to be active throughout the
year and the soil moisture becomes more important in con-

1 M >0.15 trolling the deposition velocity. In a desert area where there
fM)=4y143M-114 Q015> M =008 (15)  is very little moisture, the deposition velocity is near zero
0 M <0.08 because of the near absence of biological activity. Semi-arid
Ow regions like Central Asia and the central part of the North
M=— (16) American continent show larger deposition velocities during

Osat the winter than during the summer. The dryness makes diffu-
where kmax is the maximum uptake rate and is assignedsijon in the soil more efficient in taking up.Hhn these areas.
a value of 0.1227s' estimated by Smith-Downey et However, for intensely high temperatures and increased dry-
al. (2006a). M is the ratio of liquid water volume per unit npess in the summer, the biological activity becomes weaker
volume of soil Pw) to Osa: In our model, the soil tempera- and soil uptake is suppressed. Although in temperate and
ture 7T (K) and moisture is obtained from the uppermost soil humid areas such as south China, there is neither dryness
layer for the calculation ofo. nor high temperature stress, the tptake can be reduced by
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Deposition velocity [cm/s]

0 60E 120E 180  120W  60W 0 o 60E 120E 180 120w 60W 0
c) Diffusivity in the soil [cm?/s] d)

-

0 60E 0

60E 180 60w 0

Biological uptake rate [/s]

0 60E 120E 180 1200 60W 0 60E 120E 180 1200 60W 0
JAN JUL

Fig. 1. Monthly mean distribution of simulated deposition velodigy b), diffusivity in the soil (c, d), and the uptake rate of biological
H»-consumptior(e, f) for January and July. The values are averaged over the period 1997-2005.

high soil moisture that suppresses gas diffusion through theound observation on the grassland near Mainz, Germany
soil. from 1978 to 1979. They reported a seasonal variation in the

o g L . i . 2 1
Seasonal variations in the deposition velocity in the tropicsdeposition velocity in the range of 2.6 to &80 “cms™
and in the Southern Hemisphere have relatively small ampli\Vith @ maximum between May and October and a minimum

tudes. The amount of soil moisture has a major influence orPetween December and February. Similar results were ob-
the deposition velocity in regions 20! to 30° S; therefore, tained from the observations made at grasslands and culti-
a spatial change in the deposition strength is a function o/ated lands near their site. In order to compare our model
the shift between the rainy and dry seasons. Southern high@lue with their observed value, we choose a grid point that
latitude regions do not make significant contributions to theSpPatially corresponds to their cultivated land. For the period
H, uptake because, in addition to the very little land area inP&tween Novezmber elmd April, a simulated deposition veloc-
these regions, Antarctica is mostly covered by snow and exity 0f ~5x107“cms " agrees with their results. During the
hibits almost no deposition. warm season, the calculated deposition velocity has a large
. . . variation in the range of 5-20102cms™! that is associ-
Regional and seasonal changes in the soil uptake ratesoa-ted with the variation in precipitation and is comparable
tained from some field observations have been reported. (See precip P

X L with the range of observed values. The deposition velocity
the summarized list in Ehhalt and Rohre_r (2009),.Table 6)'observed by Smith-Downey et al. (2006b) for desert scrub-
Although the coarseness of the model grid resolution make

it difficult to make a direct comparison between the Simu_?and in Southern California showed a steep seasonal change.

" o Our model is able to capture a similar variation in the semi-
lated and observed deposition velocities, we can perform a . ; .
rid ecosystem region of the south-western North America.

rough comparison if the point ob_s ervation is representative ogoth the observed and modeled deposition velocities reach a
a larger region. Conrad and Seiler (1980) conducted a year-
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ber. In the tropics (TP), the flux shows an almost a constant
value of 15 Tgyr! throughout the year. In latitudes between
15° S and 48 S (LSH), the flux has a small seasonal varia-
tion. The maximum and minimum values obtained are 11
and 10Tgyr? in the austral winter and summer, respec-
tively. Almost no uptake is seen south of°45 due to the
lack of snow-free land surfaces. In LNH and LSH, variation
in the soil moisture is the dominant factor that governs the
deposition velocity and the soil uptake. The soil moisture
content is controlled by the rainfall associated with synoptic
systems, producing relatively large day-to-day variations in
the uptake flux.

—— HNH —— LNH

Soil uptake flux of H, [Tg/yr]

3.2 Comparison with the observed H

We compare the simulatedoHnixing ratio with observa-
tion from the National Oceanic and Atmospheric Adminis-
| 1 | 1 | | 1 tration (NOAA)/Earth System Research Laboratory (ESRL)
0 50 100 150 200 250 300 350 network (NOVE”i et al., 1999) A summary of model-
Julian Day observation comparisons is given in Table 1 together with
an explanation of the abbreviated name of each station. The
Fig. 2. Seasonal variations of soil uptake flux [Tg¥i for the lat-  time series of the observed:hixing ratios for 10 selected
itudinal range north of 45N (HNH), 45° N to 15° N (LNH), 15° N stations are shown in Fig. 3 and those of the calculated daily
to 15 S (TP), 15 S to 45 S (LSH), and south of 455 (HSH).  mean values are appended. The observed values at some sites
Shaded areas are the standard deviation for the multi-year aveihow a large decrease in the mixing ratios from 1991 to 1993
age, which arise from both the day-to-day variation and inter-annuaknot shown). Previous studies on gldnd CO pointed to
variation of the flux. the fact that the variation during this period could be partly
attributable to the effects of the Mt. Pinatubo eruption in
June 1991. Our model does not consider the effect of Mt.
maximum in early spring with a value 0f9x1072cms™,  pinatubo, and no large inter-annual variation is reproduced
falling thereafter to a value of 2>410-2cm st in June. The by the model for this period. Furthermore, our model uses
rapid decrease is caused by water stress on the biological aghe climatology for biomass burning emissions before 1996,
tivity. In the northern high-latitudes, observations at a for- resulting in some discrepancies with the observations. We
est site in Finland by Lallo et al. (2006) showed low depo- therefore focus our comparison during the period between
sition velocity values (0-410"2cms™) in the winter and 1997 and 2005. To extract the annual average, the averaged
high values (4-%10-2cms™) in snow-free seasons. Our seasonal cycle, and the long-term variation, we calculate a
model simulation agrees relatively well with these observa-pest-fitted curve to the data using the method of Nakazawa et
tions, producing a seasonal cycle with an amplitude range ofy. (1997).
0-6x102cmsL. For an arable field in Japan, Yonemura | general, the model reproduces the observedniking
et al. (2000b) performed a year-round observation and obratio well. In Fig. 3, the overall patterns of seasonal cycles
tained seasonally-varying deposition velocities in the rangeynq inter-annual variation calculated by the model are in rel-
of 0-10x10"?cms™*. However, our model shows a con- atively good agreement with those obtained at many of the
stant value of 10~ cms *, without a seasonal cycles, due gpservation stations. The differences between the observed
to the coarseness of the model grid to resolve the arable langdn fitted curve indicate short-term fluctuations comparable

in Japan. to the day-to-day variations. From Table 1, we see that the
The seasonal variations in the soil uptake for the five lat-overall averaged comparison bias is 0.2 %. Averaged values
itudinal bands are shown in Fig. 2. North of°4$ (HNH), of the Pearson’s moment correlations for the daily mean data

the averaged Huptake flux has a broad maximum of 21— at many stations is 0.75. (Comparisons using monthly mean
24 Tgyr ! during the period between June and August. Invalues show better correlations.) But several stations show
September, the flux begins to decrease and reaches a valuemdticeable discrepancies in the averaged mixing ratio and/or
~5Tgyr-1in January. From March to May, a rapid increase in correlation coefficient. Take Tutuila, American Samoa
of the flux is seen. In the latitude band betweefi N5and (SMO) for example: the calculated mixing ratio for SMO
45° N (LNH), the flux remains relatively high throughout the from the model agrees with the lower values observed during
year, increasing from 15 Tgyt in February to 20 Tgyr! the period 1997 to 2002. After 2003, the observed and simu-
in May, and then decreasing gradually thereafter to Decemiated mixing ratios agree relatively well. There are no large,
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Fig. 3a. Ho mixing ratios at selected observation sites; ALT(829, SHM(52.7 N), GMI(13.4° N), ASC(7.9 S), CGO(40.7S), and
SPO(90.0 S). Abbreviations for each site are expressed in Table 1. Black circles are the observed values, dotted lines are the best fit curves
to the data, dashed lines are the long-term trends, and gray circles are the values calculated using the CHASER model.

strong sources of ¥ which cover the wide area around the lective sampling procedure employed at this station in an ef-
SMO station, and the mixing ratio in the free troposphere isfort to obtain “background” mixing ratio levels. Since the
below 600 ppb, leading to the possibility of local contamina- sampling is based on the wind direction to collect maritime
tion. Similarly, Tae-ahn Peninsula, Republic of Korea (TAP) air, the air mass arriving from the Australian continental side
shows less agreement in the statistical comparison, likely dués removed. This leads to a general rising of the observed
to the effect of strong local emissions. H> mixing ratio at CGO since the Hin air from the Aus-

For Cape Grim, Australia (CGO), the comparison betweentralian continent is lower than oceanic air because of strong

the observed and calculated value shows good agreemefiPil uptake. When the same selection procedure is applied
(Table 1). However, the time series of simulated value istO the model result, the low values in the time series at CGO

characterized by spikes of low values, in disagreement witt@'e removed. Comparisons with other stations are discussed
the observations. This difference is likely caused by the sePelow.

Atmos. Chem. Phys., 11, 6708719 2011 www.atmos-chem-phys.net/11/6701/2011/



H. Yashiro et al.: Chemical transport model simulation 6709

580 -
540 -
500 %, . ]
460 - .
420 Y -
380 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 :
T T T T T T T T T T T T T T T T T T T T T
— L — 580
o) J
Q. — 540
B 1
S 7 500
E
e — — 460
b
E L 1 | 1 1 1 | 1 1 | | 1 1 1 | 1 | 1 | 1 _ 420
= 580 — 1 1 T T T 1 T T T T T T T T T T T T T T ]
ﬂ’ =
O =
c ¢ i
o = —
O ol X ) VeSS \_ A
380 - | 1 1 T 1 I ; | +| 1 E
1T I T T T T T T T I ] 580
— 540
— 500
— — 460
U U Y NN S IR B L] PR

1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006

Year

Fig. 3b. Same as Fig. 3a, but for UUM(44.5l), WLG(36.3 N, 3810 m), UTA(39.9 N), NWR (40.0' N, 3523 m)

3.2.1 Seasonal cycles pointed out that the main influence on the seasonal cycle in
the Southern Hemisphere comes from biomass burning. On
Monthly mean values from the 10 selected stations are showihe other hand, based on their airborne observationszof H
in Fig. 4. The latitudinal distributions of the seasonal max- and itss D ratio, Rhee et al. (2006) noted that the variation
imum and minimum and the timing of their occurrences arein the chemical production is also a dominant factor. For
shown in Fig. 5. Consistent with previous studies, the seaCO, seasonal maxima appear during the austral spring in the
sonal cycle amplitudes are large at the Northern Hemisphergouthern high latitudes and are prominently connected to the
high latitudes and decrease towards the tropics. The amplitiming of maximum biomass burning emissions in Southern
tudes in the Southern Hemisphere extra-tropics are slightlyAfrica and Southern America. But the seasonal maxima for
larger than those in the tropics, but smaller than those of thd12 occur later than those of CO. In the Southern Hemisphere,
Northern Hemisphere extra-tropics. The upper right panel inthe seasonal maximum and minimum for the net chemical
Fig. 5 shows that the model reproduces the amplitude disproduction appear in the austral summer and winter, respec-
tribution relatively well, and that the latitudinal distribution tively, and the phasing of thezseasonal cycle is linked to
of the seasonal minimum is a major contributor to the north-this rather than to the variation in the biomass burning activi-
south gradient. ties. We therefore conclude that the net chemical production
For regions south of 305, the phase and amplitude of the 1S the more dominant process influencing theseasonal cy-
seasonal variation are similar between the stations, with th&l€ in the southern high latitudes. However, it is possible
maximum and minimum occurring in the austral summer andtN@t biomass burning can shift the timing of the occurrence
winter, respectively. Since the regional contrast of source! this seasonal maximum. For example, the model simu-
and sinks is small and the lifetime is longer than the timescald@tion reproduces the shape and magnitude of the seasonal
of transport and mixing, Kis relatively well mixed glob- cyclg at each of the stations in this region of the Southern
ally. The homogeneous distribution also results in smaller/€misphere well, but the seasonal maximum occurs about

synoptic variation (See the result for the South Pole (SPOP"e month later than for the observations. The timing of sea-
in Fig. 4), excluding at CGO for reasons discussed aboveS°Nal maximum in our model could be caused by the weak

Novelli et al. (1999) and Hauglustaine and Ehhalt (2002) biomass burning emissions in the Southern Hemisphere.
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Table 1. Averaged mixing ratios, the amplitude of the seasonal cycles, and Pearson’s moment correlations between observed and simulatec
values for all sites considered in this study.

SITE Datapoints for Mean Conc. \ Amplitude of Season. Cycfe \ Corr. Coef.
comparisoft

abbr  Name (Latitude, Longitude, Elevation) Period | | Obs. Model Bias[%] | Obs. Model Ratio[%] |
ALT Alert (82.5 N, 62.5 W, 210 m) 1997/01-2005/06 1328 488.2 495.1 1.4/ 71.6 59.5 83 0.84
ASC  Ascension Island (795, 14.4 W, 54 m) 1997/01-2005/0 1467 540.3 541.1 0.1 149 7.4 50 0.38
ASK  Assekrem (233N, 5.6’ E, 2710 m) 1997/01-2005/0 600 541.2 523.4 -33| 211 25.2 120 0.31
AZR  Terceira Island (38.8N, 27.4 W, 40 m) 1997/01-2005/0 630 510.6 516.1 1.1 30.5 38.4 126 0.60
BAL  Baltic Sea (55.4N, 17.2 E, 28 m) 1997/01-2005/0 1456 510.7 499.6 —2.2| 396 43.6 110 0.68
BME  St. David’s Head (324N, 64.7 W, 30 m) 1997/01-2005/06 657 523.6 519.8 —-0.7 | 383 40.7 106 0.62
BMW  Tudor Hill (32.3 N, 64.9 W, 30m) 1997/01-2005/06 632 527.6 521.6 —-11| 396 41.0 104 0.69
BRW Barrow (71.3 N, 156.6 W, 11 m) 1997/01-2005/0 1815 4935 493.9 0.1 619 60.6 98 0.81
BSC Black Sea (442N, 28.PE, 3m) 1997/01-2005/06 803 525.7 4941 —6.0 | 53.9 38.7 72 0.36
CBA ColdBay (55.2N, 162.7 W, 25m) 1997/01-2005/0 1639 499.5 503.8 0.9 51.2 59.7 116 0.79
CGO Cape Grim (40.7S, 144.7 E, 94 m) 1997/01-2005/06 806 536.7 539.8 0.6] 21.7 17.9 82 0.68
CHR  Christmas Island (17N, 157.2 W, 3m) 1997/01-2005/06 537 544.3 5432 -0.2| 12.7 11.3 90 0.26
CRZ Crozet(46.8S,51.9E, 120m) 1997/01-2005/06 523 535.8 540.4 0.9 174 17.2 99 0.42
EIC Easter Island (27.1S, 109.8 W, 50 m) 1997/01-2005/06 565 541.7 5405 —-0.2 | 198 13.0 66 0.41
GMI  Guam (13.4N, 144.8 E, 2m) 1997/01-2005/0 1538 538.6 541.2 0.5 20.5 21.6 105 0.59
HBA  Halley Bay (75.8 S, 26.53 W, 33 m) 1997/01-2005/0 818 538.0 539.5 0.3 20.9 18.1 87 0.53
HUN  Hegyhatsal (47.9N, 16.7 E, 248 m) 1997/01-2005/0 793 520.3 505.3 -29| 415 36.6 88 0.67
ICE  Heimaey (63.24N, 20.3 W, 100 m) 1997/01-2005/0 728 500.3 494.3 —-12 | 494 50.8 103 0.77
ITN Grifton (35.4 N, 77.4 W, 505 m) 1997/01-1999/06 262 530.4 521.0 —-1.8| 50.1 41.8 84 0.73
1ZO  Tenerife (28.3N, 16.5 W, 2360 m) 1997/01-2005/06 669 531.4 523.0 -16| 256 254 99 0.52
KEY  Key Biscayne (25°N, 80.2 W, 3 m) 1997/01-2005/06 655 5456 532.1 -25] 36.1 33.7 93 0.35
KUM  Cape Kumukahi (195N, 154.8 W, 3m) 1997/01-2005/06 1734 5114 529.6 3.6] 28.9 29.7 103 0.66
KZD  Sary Taukum (44%N, 75.6 E, 412 m) 1997/10-2005/06 701 452.6 488.3 7.9 1031 351 34 0.48
KZM  Plateau Assy (43°3N, 77.9 E, 2519 m) 1997/10-2005/06 707 498.4 510.2 2.4 19.2 319 166 0.23
LEF  Park Falls (45.9 N, 90.3 W, 868 m) 1997/01-2005/0 872 4949  496.3 0.3 57.7 46.3 80 0.75
MHD  Mace Head (53.3N, 9.9 W, 25 m) 1997/01-2005/0 754 512.5 509.0 -0.7 | 440 46.4 106 0.83
MID Sand Island (282N, 177.4 W, 8 m) 1997/01-2005/06 801 526.6 527.3 0.1 34.6 33.8 98 0.78
MLO  MaunaLoa (19.5N, 155.6 W, 3397 m) 1997/01-2005/06 1666 531.9 533.3 0.3 20.7 20.8 101 0.49
NWR  Niwot Ridge (40.1N, 105.6 W, 3523 m) 1997/01-2005/06 849 516.0 524.9 1.7 25.9 18.7 72 0.54
PSA  Palmer Station (64.9S, 64.0 W, 10 m) 1997/01-2005/06 798 536.4 539.9 0.7/ 23.2 185 80 0.69
RPB  Ragged Point (132N, 59.2 W, 45 m) 1997/01-2005/06 778 538.9 5305 -16| 202 19.5 97 0.56
SEY Mahelsland (4.7S, 55.2 E, 7m) 1997/01-2005/06 747 5440 5443 0.1 21.7 10.1 46 0.47
SHM  Shemya Island (52°N, 174.F E, 40 m) 1997/01-2005/06 810 500.9 503.2 0.5 51.8 60.6 117 0.87
SMO  Tutuila (14.2' S, 170.86 W, 42 m) 1997/01-2005/06 1434 556.1 543.8 -22| 171 8.8 52 0.01
SPO  South Pole (90.0S, 24.8W, 2810m) 1997/01-2005/06 1332 5355 535.9 0.1 18.9 16.7 88 0.46
STM  Ocean Station “M” (66.0 N, 2.0° E, 5m) 1997/01-2005/0 1577 506.5 501.4 -1.0] 43.2 50.3 116 0.83
SYO Syowa Station (6978, 39.6 E, 21 m) 1997/01-2005/06 392 538.2 5394 0.2l 21.8 17.6 81 0.56
TAP  Tae-ahn Peninsula (36N, 126.2 E, 20m) 1997/01-2005/06 801 529.3 548.0 3.5 76.2 51.1 67 0.59
TDF  Tierra del Fuego (54.9S, 68.3 W, 20 m) 1997/05-2005/0 219 5359 537.7 0.3 22.6 17.3 76 0.77
UTA  Wendover (399N, 113.7 W, 1320 m) 1997/01-2005/06 792 492.4 518.0 52 774 26.9 35 0.44
UUM  Ulaan Uul (44.5 N, 111.F E, 914 m) 1997/01-2005/06 824 476.4 492.8 3.4 66.0 44.0 67 0.51
WIS  Sede Boker (31°IN, 34.9 E, 400 m) 1997/01-2005/0 860 521.5 5157 -11| 357 27.7 78 0.57
WLG Mt Waliguan (36.3N, 100.9 E, 3810 m) 1997/01-2005/0 577 504.6 518.7 2.8/ 23.7 28.8 122 0.48
ZEP  Zeppelinfiellet (78.9N, 11.9 E, 475m) 1997/01-2005/06 1005 496.7 498.3 0.3 50.5 55.7 110 0.80
Total 1997/01-2005/06| 40043 | 5185 519.6 0.2 0.75

2The individual observed value is compared with the daily average output of the model calculation value.
b calculated by (Model-Obs.)/Obs.

¢ Obtained from best-fitted curves. The method of Nakazawa et al. (1997) is used for fitting.

d Calculated by Model/Obs.

The stations in the tropics and southern low latitudes, suctwith the timing of the dry and wet seasons. The timing of the
as Ascension Island, UK (ASC, in Fig. 4) and Mahe Island, seasonal minimum is associated with the enhanced inflow of
Seychelles (SEY), show relatively small seasonal variationair from the Northern Hemisphere with the low hixing
but are characterized by two peaks in spring and autumntatio being amplified by strong soil uptake in the tropics.
with one large seasonal minimum between July and August. The occurrences of maximum and minimum tropospheric
Our model results capture the patterns well and suggest thal, mixing ratios are quite different between the northern and
biomass burning in the northern and southern subtropics conge southern Hemispheres (see Fig. 4). Arourfd\g@many
tribute to peak I mixing ratios in the spring and autumn, - g¢ations show seasonal maxima between June and July. The
respectively. The active region of biomass burning near theseasonal minima appear during the period from October to
equator alternates between the hemispheres in connectiqecember. The seasonal variation in this region is a result
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Fig. 6. Distribution of H, mixing ratio (ppb) calculated at the surface (left panel) and 250 hPa (right panel) for JaaugryApril (b, f),
July (c, g), October @, h). The values are averaged over the period of 1997—2005.

of a complicated combination of source/sink changes relatedjinning of the spring. A possible cause of this could be due to
to net chemical production in the atmosphere, oceanic emisa strong local uptake. In this study, the simulated deposition
sion, biomass burning, and soil uptake. Variations in thevelocity shows a large variability in the semi-arid regions,
large-scale transport also contribute to the observed variabecause of the high soil diffusivity and limited biological ac-
tion in Hz. In general, the model reproduces the maximumtivity due to water stress. In order to identify model variables
and minimum values at many stations well, but causes bottlihat might influence the seasonal minimum in the winter sea-
the maximum and minimum to occur one to two months ear-son, we have conducted a series of sensitivity experiments in
lier. For the inland sites near arid regions, such as Wendovefyhich we (1) decrease the soil moisture by 0.6513, (2)
United States (UTA, in Fig. 4), Ulaan Uul, Mongolia (UUM, decrease the inactive soil layer from 0.7 to 0.3cm, and (3)
in Fig. 4), and Sary Taukum, Kazakhstan (KZD), large dis- change the frozen to non-frozen water ratio by increasing the
crepancies between the model and observations are seen. Then-frozen part by 30 % around the model grid near UTA.
model results at these stations overestimate the magnitude dflthough these experiments do produce noticeably changes
the seasonal minimum from the end of the autumn to the bein the seasonal variation of the deposition velocity, the model
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fails to capture the observed sharp winter decreaseintH
UTA. To resolve this issue, it may be necessary to increase
the model resolution and improve the boundary layer mixing
parameterization.

For regions north of 45N, the seasonal maximum ap-
pears in the late spring and the minimum at the beginning of
the autumn at every station. The amplitude of the seasonal
cycle increases poleward, reaching about 70 ppb at Alert,
Canada (ALT, in Fig. 4). This latitudinal change in the am-
plitude is related to the poleward decrease in the value of
the seasonal minimum. The model results agree well with
the observation in the timing of the occurrence of the sea-
sonal maximum/minimum, as well as in the maximum value,
but slightly underestimate the seasonal minimum. The lat-
ter problem may be caused by the way the physical prop-
erty of the uppermost soil is represented in the model. For
example, there is still a great deal of uncertainty associated
with the air ratio at the soil surface, which is influenced by
the melting of frozen soil in the summer. Furthermore, it is
conceivable that the biologically inactive layer is thinner in
high-latitude regions where the soil temperature remains rel-
atively low even in the summer. At stations along the Pacific
Rim, such as Shemya Island, United States (SHM, in Fig. 4)
and Cold Bay, United States (CBA), we see large day-to-day
fluctuations as bldecreases from summer to autumn. These
short-term fluctuations are caused by the synoptic variation
in the transport of maritime and continental air masses with
different H, concentrations, the former influenced by the en-
hanced summer ocean emission ¢f ldnd the latter by the
strong soil uptake on the continent.

3.2.2 Global distribution, budget and trend of H,

The global distributions of simulatedzHnixing ratio at the
surface and 250 hPa in January, April, July, and October are
shown in Fig. 6. Zonal averages of Histribution for the
same months are shown in Fig. 7. The horizontal and ver-
tical distributions of H mixing ratio are relatively uniform
south of 45 S, due mostly to the absence of strong surface
sources and sinks. At Southern Hemisphere mid latitudes,
the H, mixing ratio in the free troposphere shows a zonal av-
erage of 530-540 ppb year-round. The mixing ratio near the
ocean surface during the austral summer at this latitudinal
band is 5-10 ppb higher than in the upper troposphere, due
mainly to the presence of oceanic sources. In contrast, the
mixing ratio over the land surface shows values 10-30 ppb
lower than those in the free troposphere due to soil uptake.
In the tropical region, oceanic emission and the net chemical
production of k are relatively high throughout the year. In
addition, biomass burning emits large amounts of éspe-
cially during the boreal spring and autumn, at least partially
offsetting the large soil uptake.
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_The tropics and subtropics are regions where emissions ofjg 7 | atitude-pressure cross-section of zonally averaggthi-
biogenic NMVOC:s are strong and cumulus convection is ac-ing ratio (ppb) calculated for Januagg), April (b), July (c), Octo-

tive. This results in a strong vertical transport to the upperper(d). The values are averaged over the period 1997-2005.
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troposphere of NMVOCs and NCfrom both the biogenic 154 . . . . . .
and pyrogenic sources at the surface. Enhanced chemical re 1
actions result in a higher production o$ it the 200-300 hPa
levels, compared with the situation in the lower free tropo-
sphere. However, vertical transport of the low-&ir mass
affected by soil uptake results in a region of relatively low
H> mixing ratio in the uppermost troposphere of the subtrop-
ics, mainly over the continents.

The Northern Hemisphere shows large seasonally varying
vertical gradients in bl with the maximum occurring in bo-
real spring and autumn, respectively. The lowest mixing ratio
is seen near the surface of the northern high latitudes, with
low mixing ratio areas spreading to the upper troposphere
and lower latitudes. The contrast in the mixing ratio between
land and ocean is large at northern mid- and high- latitudes.
Anthropogenic emissions are strong in areas with large popu-
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lations, such as North America, Europe, and China, resulting Year
in high H, mixing ratios, especially over China and India. In
the summer (July, Fig. 6¢), we see an area of highik- Fig. 8. Global annual averages of the sources and sinks of H

ing ratio over East Asia and Southeast Asia spreading to th&ower panel) and global burden ofHupper panel) during the pe-
western Pacific and further east along the subtropical Pacifici0d 1997-2005. Four budget terms are expressed as anomaly from
indicating an enhanced transport of oceanic air mass assocfoC?: "espectively, and the total sum of all the terms in 2000 is
. . —1.9Tgyr -.

ated with the Asian monsoon.

The global i budget obtained by our model is summa-
rized in Table 2, along with the results published in previousby Rhee et al. (2006). Recent study o i$otope long-
studies. The annual global averages of the simulated chemierm ground measurements by Batenburg et al. (2011) also
cal sources and sinks for the period 1997 to 2005 are in theuggested that the contribution of soil uptake from Rhee et
range of 38—39 Tgyrt and 17-18 Tgyr?, with respective  al. (2006) was most likely overestimate at Northern Hemi-
average values of 380.3 Tgyr ! and 17.6:0.2 Tgyr 2. sphere low latitudes. Xiao et al. (2007), on the other hand,
The annual total flux of soil uptake has a range of 57—used an inversion method with a 2-D multi-box model em-
60Tgyr!, with an average value of 580.9Tgyr . ploying relatively few observations to constrain their results.
These values correspond relatively well to values obtainedOne of the problems with this approach is that the seasonal
by other forward integrating models (Hauglestain and Ehhalt variation of B near the surface is quite different over ocean
2002; Sanderson et al., 2003; Price et al., 2007). Howeverand land, causing the 2-D inversion to be sensitive to the sta-
Rhee et al. (2006) and Xiao et al. (2007) reported a largetion location. When many observation sites near the conti-
estimate of the soil uptake flux (88 and 85 Tg¥rrespec- nent are used, the influence of soil uptake may be overes-
tively) and chemical production (64 and 77 Tgyrrespec- timated. In our model, the soil uptake is calculated online
tively). These larger production values resulted from the as-and agrees with the uptake value endorsed by Ehhalt and
sumption of larger yields from the oxidation of NMVOCs. Rohrer (2009). Furthermore, NMVOCs are calculated on-
Ehhalt and Rohrer (2009) pointed out that the estimate of thdine for each time step, and their emissions are optimized to
soil uptake has a large uncertainty, and advocated a value aeproduce the observed CO and NMVOCs concentrations.
60+30/-20 Tgyr 1, which is close to our results. The esti-  Novelli et al. (1999) showed that tropospherie Hoes
mate by Rhee et al. (2006) was based on a simplified calculanot display a clear increasing or decreasing trend after 1995.
tion involving the seasonal variation of the concentration andGlobally averaged source/sink,Fanomalies and the corre-
isotope ratio of H in the free northern mid-latitude tropo- sponding tropospheric burden are shown in Fig. 8. Superim-
sphere. They assumed that the Northern Hemisphere tropgosed on the gradual total emission increase, due mainly to
sphere is well mixed and that the influence of the soil uptakethe growing anthropogenic emissions, there is a noticeable
and net chemical production is distributed uniformly in the inter-annual variability caused by emissions from large scale
vertical. However, as noted above, the footprint of the soilbiomass burning. Especially the;¢mission from the In-
uptake in the upper troposphere is mediated by vertical condonesian fires during 1997-1998, and from the forest fires in
vective transport in the tropics and subtropics, resulting inSiberia in 1998 are significant. In contrast, in 2000 there is
temporal and spatial heterogeneity ip €bncentration. Fur-  very little biomass burning. We also see inter-annual vari-
thermore, the global simulation of;Hsotopes by Price et  ability in the soil uptake flux of K, offsetting the emissions.
al. (2007) showed that the ground observationd@fcould The net total emission from the surface, along with the chem-
be explained by a smallerasoil uptake than that estimated ical production, of H is reflected in the tropospheric burden
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Table 2. Global tropospheric sources and sinks of {@igH, yr—1).

Novellietal. Hauglustain and Ehhalt Sandersonetal. Rheeetal. Priceetal. Xiaoetal. Ehhaltetal. THis Study

(1999) (2002) (2003) (2006) (2007) (2007) (2009)

Anthropogenic 15+10 16 20.0 136 23.7 1510 114 15.1-15.4
(FF+BF)

Fossil fuel, (18.3)

industrial (FF)

Biofuel (BF) (4.4)
Biomass Burning 165 13 20.0 163 10.1 133 15+6 8-15
Biogenic N2 Ocean 32 5 4.0 65 6.0 6+3 6
fixation

Land 31 5 4.0 65 3+2 3
Total surface 37 39 48 43 39.8 28 35 30-37
source
Total 40 31 30.2 6412 34.3 T&10 41411 38-39
chemical reaction
source
Strato. to Tropo. 4-6
influx
Total source 716 70 78.2 10%15 73 10510 76+14 73-80
Soil uptake 56+41 55 58.3 8&11 55+8.3 855 sofgg 57-60£12°
Total chemical 1945 15 171 193 18 18t3 195 17-18
reaction sink
Total Sink 7541 70 75.4 10%11 73 10&11 79f§8 75-78
Burden 15510 136 172 150 141 1423 15510 148-153
Tropospheric 21 1.9 2.3 1.4 1.9 1.4 2 1.9-2.0

lifetime

2 The range given represents the range of annual average for model simulation time period (1997-2005)
b The uncertainty estimated in this study (see Chapter 3.3)

of Hz, which shows a slight increasing (but not significant) Ropelewski and Halpert (1987) (also shown in Fig. 9), the
trend from 2002 to 2005. The biomass burning in 1998increase in soil moisture in 2000 is linked to an increase in
caused a temporary spike in the tropospheric burden, but reprecipitation around Indonesia caused by a La Nina event.
covered in about two years. The observeglrhixing ratio  Although an increase in precipitation on land in a tropical re-
also shows another peak during 1997-1998 (Fig. 3). Thegion decreases the soil uptake of,ht actually reduces the
summertime increase in 1998 was observed at nearly all stafrequency of biomass burning in the same area. This balance
tions and the model is found to reproduce it relatively well. between the reduced emission and reduced soil uptake pro-
Both the chemical production and loss show an increasingluces very little change in the atmospherig rHixing ratio,
trend. However, the amounts of change are very small comas was the case in the tropics in 2000.

pared with changes in surface ldmissions. In this study,

net annual influxes of kifrom the stratosphere to the tropo- 3 3 pgssiple uncertainty in the soil uptake flux

sphere are calculated to vary from 4 to 6 Tg¥indicating

small inter-annual variation. o e Lo
In the soil diffusion model used in this study, the factors that

The soil uptake not only responds to an increase in atmoproduce uncertainties in the soil estimate are the soil diffu-
spheric concentration, but also to changes in soil temperasion coefficient, the degree of biological activity, and the in-
ture and moisture. The long-term variations in the total andactive layer thickness. The diffusivity and the biological ac-
average values of simulated soil uptake flux, deposition ve{ivity are determined by the air ratio in the soil, soil moisture,
locity, and soil moisture in the four latitude bands are shownand soil temperature. Prediction errors of these variables are
in Fig. 9. They are obtained by applying the curve fitting expected to affect the deposition velocity of.Hn general,
method of Nakazawa et al. (1997). In the figure, both the soilthe good agreement between our model result and the obser-
uptake flux and the deposition velocity in the tropics show avations gives indirect support to the ability of our model to
noticeable inter-annual variation compared with other latitu-reproduce relatively well the soil moisture and temperature.
dinal bands. In 2000, we see a decrease in the deposition vé-urthermore, inter-annual variations in the soil variables do
locity correlated with an increase in the soil moisture causedhot appear to produce large variations in the global soil up-
by an increase in precipitation over land. By examining take, thus having minimal impact on the budget for tropo-
the normalized Southern Oscillation index (SOI) obtained byspheric H. The factor that produces greater uncertainty is
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Year Furthermore, a better representation of arable land is im-

portant in improving the estimation of globahHiptake by
Fig. 9. Long-term trends of soil uptake flux, deposition velocity, and the soil. Although we do not carry out model verification
soil moisture for the four latitudinal bands. The latitudinal ranges \yith regards to the buptake by arable land, we realize that
of HNH, LNH, TP, and LSH are the same as for Fig. 2. The nor- gea50nal changes in the surface conditions and in the verti-
marized South_ern Oscillation Index (SOI) from Ropellewski and cal soil properties are significant and will likely have a large
Halpert [1987]is also shown. impact on the soil uptake estimate. Large variations in soil
properties and the inactive layer thickness caused by strong

associated with the specification of soil properties, such aSunlight can take place over a short time period.
the ratio of soil surface area to aerial volume. The physical We have a very poor knowledge of the global distribution
structure of the soil within the first several centimeters from Of the inactive layer thickness. The formation of the inactive
the surface changes significantly, thus requiring a better andgyer is mainly due to irreversible destruction of enzymes or
more detailed distribution of soil variables, with greater ver- bacteria near the surface. Thus, the temporal change in the
tical resolution in the top layer. In this study, a correction inactive layer thickness is influenced not only by physical
of 0.22 m® m=3 is uniformly applied to the air ratio since the Stress, such as extreme heating and drying, but also by the
air ratio in the uppermost layer is non-uniformly distributed. recovery/redistribution rate of microbes and enzymes. Fig-
However, this correction is very crude and is not sufficient toure 10 shows the sensitivity of the annually averaged depo-
capture the sharp change in the air ratio near the surface. sition velocity on land to the thickness of the inactive layer
The reproducibility of the station observations near semi-é for three different values of global soil moisture (control
arid regions in central Asia and North America is not good in £0.05mnt?). If we apply £0.05 mn1* change to the
this study. The seasonabHhinimum cannot be reproduced global soil moisture (control), the deposition velocity shifts
well, probably due to an underestimation of the depositionUP or down (relative to the control) by about 0.01cm.s
velocity around the observation stations. Semi-arid regiond™0f changes in the inactive layer thickness, we see a near
have a large potential for Huptake, but the uptake is pre- 50 % difference in the deposition velocity between0 and
vented for the soil dryness. That is, the soil uptake pfitd 8 =1.0cm. This is equivalent to a 25-30 Tgyrdifference
semi-arid regions is highly sensitive to change in the verticalin the global soil uptake, which is not negligible, considering
distribution of soil moisture. The ratio of frozen to unfrozen the size of the global flbudget.
water also may have a large impact on the soil uptake at cold In this study, we adoptesl=0.7 cm to optimize the model
semi-arid region. agreement with the observation. However, this is not a
unique solution. We can have different combinationss of
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and the air ratio correction (free parameters) to optimize theburning is superimposed on this during January and Septem-
model-observation agreement. For example, we can emplober. Furthermore, in the tropical region, active cumulus con-
a combination of§ =0.3cm and the air ratio correction of vection transports air mass influenced by both the soil up-
0.19mm =3 or§=1.0cm and 0.24 Am~3, to obtain simi-  take and biomass burning near the surface to the upper tro-
lar results. It is interesting to note that the impact of theseposphere. Biogenic NMVOCs are also transported to high
modifications on the seasonal variation at the observationadltitudes over the Amazon and Africa, allowing for more
sites is minimal. production of H by chemical reactions. Seasonal variation
With the assumption that has a range of 0.3 to in soil uptake is a dominant contributor to the Mariation
1.4cm (which is equivalent to an uncertainty range ofin the Northern Hemisphere. During the boreal summer, a
+0.03 P m~2 for the globally-averaged soil moisture), we strong uptake by the soil surface produces a large vertical
obtain an uncertainty of20 % for the estimated deposition gradient, land-sea gradient, and latitudinal gradient in the H
velocity over the land which gives a valueb12 Tgyr-* un- mixing ratio.
certainty for the global soil uptake estimate. Although the as- For our simulation period of 1997 to 2005, the average
sumed range af is consistent with those estimated by other tropospheric burden and lifetime are found to be 150 Tg and
investigators (Yonemura et al., 2000b; Shmitt et al., 2009),2.0yr, respectively. The annual total amount of chemical
we need much more observations to obtain a more realistiproduction, chemical loss, and soil uptake are 39, 18 and
idea of the horizontal distribution and the seasonal variation59 Tgyr-1, respectively. The budget calculated from our
of the inactive layer. simulation agrees with the lower end of the estimated values
obtained by previous forward integrating model studies.
Our model is able to reproduce the overall inter-annual
4 Conclusions variation observed during the period 1997-2005. Large H
peaks caused by large biomass burning in Indonesia and
We have conducted a global simulation of tropospheric H Siberia were observed in 1997 and 1998, respectively, at
mixing ratios and evaluated its uptake by the soil using thenearly all stations. Our model is able to successfully repro-
global chemical transport model, CHASER. The soil diffu- duce these peaks.
sion model, which has an inactive and active Iayer of bio- The tropospheric bl concentration shows no significant
logical consumption, is incorporated into the dry deposition jong-term trend. Our model result shows that the soil uptake
scheme. The variation in soil diffusivity and biological activ- f|yx changes in the direction that offsets the increase4n H
ity in the soil are calculated as a function of soil temperatureemission to the atmosphere. The simulateddéposition
and moisture, which are calculated as prognostic variablegelocity shows a small trend and inter-annual variation. We
in the land process module of the model. The model resultgonclude that the recent decadal climate change has had very
for the regional distribution and seasonal variation of the H |ittle impact on the atmosphericatoncentration.
deposition velocity agree relatively well with the observed The global soil uptake flux of Hobtained by our model
values obtained by other investigators. succeeds in reproducing the tropospheriaixing ratio and
A large seasonal variation in the deposition velocity cor- jts seasonal variation observed at many of the stations dis-
responding to changes in soil temperature and snowfall isributed throughout the world. However, in regions where
seen at the Northern Hemisphere high latitudes. In the midthere is a strong pluptake, uncertainties in both uptake flux
latitudes of both hemispheres and the tropics, we identifiecand atmospheric mixing ratio are still large. In order to im-
two types of region where (1) biological uptake is active be-prove these estimates of the soil uptake flux and to repro-
cause of the warm climate, but the wet environment countergjuce/predict the present/future mixing ratio of i the at-
the diffusion into the soil, and (2) the biological activity be- mosphere, it is necessary to gain the knowledge of the ver-
comes weaker due to high temperature and dryness, but thgcal structure of physical soil properties and the response
dry climate makes the transportation in the soil more effi- behavior of the microbial activity in the shallow top layer
cient. The strength of the soil uptake is closely related to theof the soil. In particular, a significant improvement in the
water and heat budget in each region. understanding and reproducibility of soil properties of the
The tropospheric bimixing ratio calculated by the model arable land and the semi-arid region, where soil temperature
reproduces the mixing ratio observed at the NOAA stationsand moisture can change drastically over a short time period,
relatively well. The seasonal variation of the mixing ratio in is required.
the Southern Hemisphere is mainly due to the net chemical
prod_uction in the austral summer and.the inflow of air with AcknowledgementsThe authors thank the members for the de-
relatively low H from the north following the north-south velopment of the CCSR/NIES/FRCGC MIROC-AGCM, T. Ohara
transport during the austral winter. The vertical and hori- ang 3. Kurokawa at National Institute for Environmental Studies
zontal gradients are small in the Southern Hemisphere. InNIES) for providing the detailed emission inventories of REAS,
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