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Abstract. The aim of this work was to develop a model
suited for detailed studies of aerosol dynamics, gas and par-
ticle phase chemistry within urban plumes, from local scale
(1× 1 km2) to regional scale. This article describes and
evaluates the trajectory model for Aerosol Dynamics, gas
and particle phase CHEMistry and radiative transfer (AD-
CHEM). The model treats both vertical and horizontal dis-
persion perpendicular to an air mass trajectory (2-space di-
mensions). The Lagrangian approach enables a more de-
tailed representation of the aerosol dynamics, gas and par-
ticle phase chemistry and a finer spatial and temporal resolu-
tion compared to that of available regional 3D-CTMs. These
features make it among others well suited for urban plume
studies. The aerosol dynamics model includes Brownian co-
agulation, dry deposition, wet deposition, in-cloud process-
ing, condensation, evaporation, primary particle emissions
and homogeneous nucleation. The organic mass partition-
ing was either modeled with a 2-dimensional volatility basis
set (2D-VBS) or with the traditional two-product model ap-
proach. In ADCHEM these models consider the diffusion
limited and particle size dependent condensation and evap-
oration of 110 and 40 different organic compounds respec-
tively. The gas phase chemistry model calculates the gas
phase concentrations of 61 different species, using 130 dif-
ferent chemical reactions. Daily isoprene and monoterpene
emissions from European forests were simulated separately
with the vegetation model LPJ-GUESS, and included as in-
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put to ADCHEM. ADCHEM was used to simulate the age-
ing of the urban plumes from the city of Malm̈o in south-
ern Sweden (280 000 inhabitants). Several sensitivity tests
were performed concerning the number of size bins, size
structure method, aerosol dynamic processes, vertical and
horizontal mixing, coupled or uncoupled condensation and
the secondary organic aerosol formation. The simulations
show that the full-stationary size structure gives accurate re-
sults with little numerical diffusion when more than 50 size
bins are used between 1.5 and 2500 nm, while the moving-
center method is preferable when only a few size bins are
selected. The particle number size distribution in the center
of the urban plume from Malm̈o was mainly affected by dry
deposition, coagulation and vertical dilution. The modeled
PM2.5 mass was dominated by organic material, nitrate, sul-
fate and ammonium. If the condensation of HNO3 and NH3
was treated as a coupled process (pH independent) the model
gave lower nitrate PM2.5 mass than if considering uncou-
pled condensation. Although the time of ageing from that
SOA precursors are emitted until condensable products are
formed is substantially different with the 2D-VBS and two
product model, the models gave similar total organic mass
concentrations.

1 Introduction and background

Since the chemical and physical properties of aerosol par-
ticles determine both their climate and health effects, it is
important to understand the aerosol dynamic processes that
affect these quantities. Particle emissions within a city may
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have a significant effect on the population health and climate
several tens or hundreds of kilometers downwind of the ur-
ban center, although limited quantitative information is avail-
able in the literature (Hodzic et al., 2006; Doran et al., 2007;
Nolte et al., 2008; Hodzic et al., 2009; Tsimpidi et al., 2010;
Wang et al., 2010). The chemical composition of the ambient
aerosols is affected by primary particle emissions, conden-
sation, evaporation and coagulation between particles with
different composition. The particle number size distribution
is altered by emissions, condensation, evaporation, coagula-
tion, dry and wet deposition, formation of new particles by
homogeneous nucleation and in-cloud processing.

Since 2007 the trajectory model for Aerosol Dynamics,
gas and particle phase CHEMistry and radiative transfer
(ADCHEM) has continuously been developed and used at
Lund University. In this work ADCHEM was used to model
the particle and gas phase properties in the urban plume from
the city of Malm̈o in southern Sweden (13◦00′ E, 55◦36′ N,
280 000 inhabitants). This article mainly describes the model
development and evaluation, while Paper II (Roldin et al.,
2011) describes the average particle and gas phase properties
within the urban plume from Malm̈o, and their influence on
the radiation balance and cloud properties.

ADCHEM includes both vertical and horizontal disper-
sion perpendicular to an air mass trajectory (2-space dimen-
sions), which is not treated in Lagrangian box-models (0-
space dimensions). The Lagrangian approach allows a more
detailed representation of the aerosol dynamics, particle and
gas phase chemistry and a finer spatial and temporal reso-
lution than available in regional three-dimensional chemical
transport models (3D-CTMs). These features make it well
suited both for studies of urban plumes as well as long dis-
tance transported air masses (e.g. studies of regional new par-
ticle formation events). The disadvantage with Lagrangian
models is that they follow one air mass trajectory, and do
not account for different wind speed or wind directions at
different altitudes. Hence, these models have limitations in
some meteorological conditions, and if the emissions within
a source region (e.g. a city) show rapid and large temporal
variability (see discussion in Sect. 2.1).

Aerosol models can be divided into equilibrium models
and dynamic models. The equilibrium models assume equi-
librium between the gas and particle phase while dynamic
models treat the mass transport between gas and particle
phase. Due to computational limitations the detailed aerosol
inorganic chemistry models are primarily equilibrium mod-
els, e.g. AIM (Wexler and Clegg, 2002), while aerosol dy-
namics models usually use a more simplified particle chem-
istry, e.g. UHMA (Korhonen et al., 2004b), or no particle
chemistry, e.g. AEROFOR (Pirjola, 1999) and MONO32
(Pirjola et al., 2003).

Once introducing particle chemistry into the aerosol dy-
namics model it should preferably be coupled to a detailed
gas phase chemistry model. One such early study was per-
formed by Pirjola and Kulmala (1998), which modeled bi-

nary H2SO4–H2O nucleation in urban and rural environ-
ments, using a box model. Fitzgerald et al. (1998) developed
the MARBLES model, which is a one dimensional (1-D)
Lagrangian aerosol dynamics model developed to simulate
multicomponent (sulfuric acid, sea salt and crustal material)
aerosol composition in the marine boundary layer. However,
this model did not include a detailed gas phase chemistry
model.

Boy et al. (2006) were among the first to include a detailed
aerosol dynamics model (UHMA) together with a detailed
gas phase chemistry model and a meteorological model in
1-D (vertical). This model named MALTE is primarily de-
signed to model new particle formation in the lower tropo-
sphere. ADCHEM developed in this work has many simi-
larities with MALTE concerning the aerosol dynamics, gas
phase chemistry and dispersion in the vertical direction. In
ADCHEM a second horizontal space dimension was intro-
duced to enable the simulation of horizontal inhomogeneous
emissions in urban plumes. However, ADCHEM does not in-
clude any meteorological model, and therefore relies on me-
teorological input data along the trajectory. ADCHEM also
incorporates a detailed radiative transfer model which treats
scattering and absorption from gases, particles and clouds
(Toon et al., 1989). The gas phase model included in AD-
CHEM is developed from the kinetic code incorporated in
the model developed by Pirjola and Kulmala (1998).

Recently aerosol dynamics models which treat conden-
sation and evaporation of semi-volatile inorganic gases like
ammonia (NH3), nitric acid (HNO3) and hydrochloric acid
(HCl) have been developed (e.g. Zhang and Wexler, 2008).
These models can treat the acid and base mass transfer ei-
ther as separate processes or simplified as a coupled pro-
cess. The large advantage of coupling the condensation and
evaporation of acid and base (e.g. HNO3 and NH3) is that
the condensation and evaporation becomes pH independent,
and allows the model to take longer time steps when solv-
ing the condensation/evaporation process. The disadvantage
with the coupled condensation/evaporation process is that it
is only valid if the aerosol is near acid neutrality (Zaveri et
al., 2008 and Zhang and Wexler, 2008).

To be able to take long time steps (minutes), without
causing oscillatory solutions when solving the condensa-
tion/evaporation of acid and base as separate processes, Ja-
cobson (2005a) developed the prediction of non-equilibrium
growth (PNG) scheme. With this method the condensation
(dissolution) and evaporation of HNO3, HCl and H2SO4 is
solved first, depending on the pH calculated from the pre-
vious time step, and then the NH3 dissolution is treated
as an equilibrium process. With this method the dissolu-
tion of NH3 is linked to the condensation/evaporation of the
acids but also depends on the pH in the aerosol liquid phase.
Therefore this method is also valid when the aerosol is not
near acid neutralized. In ADCHEM, the condensation and
evaporation of HNO3, HCl and NH3 can either be treated as
coupled or uncoupled processes, and the dissolution of NH3
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can either be modeled as a dynamic or equilibrium process.
ADCHEM also considers in-cloud processing of aerosol par-
ticles, including sulfate (S(VI)) formation from dissolved
SO2 and H2O2. The dissolution of SO2 and H2O2 are treated
as equilibrium processes.

The main objective of this work was to develop a model
which can be used for detailed simulations of ageing pro-
cesses within urban plumes, from local scale (1× 1 km2)

to regional scale. One application of this comprehensive
model which is addressed in this work is to study which pro-
cesses that are most important for accurate representation of
aerosol dynamics and particle chemical composition in ur-
ban plumes. These results are useful when developing more
simplified aerosol dynamics, gas and particle phase chem-
istry modules or parameterizations for 3D-CTMs or global
climate models.

2 Model description

ADCHEM can be divided into three sub-models:

1. an aerosol dynamics and particle chemistry model,

2. a chemical gas phase model,

3. a radiative transfer model.

The aerosol dynamics model in ADCHEM is a sectional
model which discretizes the particle number size distribu-
tion into finite size bins. The particles are assumed to be
internally mixed which means that particles of the same size
within the same grid cell have the same composition. The
model includes Brownian coagulation, dry deposition, wet
deposition, in-cloud processing, condensation, evaporation,
primary particle emissions, homogeneous nucleation and dis-
persion in the vertical (1-D model) and horizontal direction
(2-D model) perpendicular to the air mass trajectory. The
model treats both organic and inorganic particle phase chem-
istry with sulfate, nitrate, ammonium, sodium, chloride, non
water soluble minerals (metal oxides/hydroxides), soot, Pri-
mary Organic Aerosol (POA), Anthropogenic and Biogenic
Secondary Organic Aerosol (ASOA and BSOA), and disso-
lution of sulfur dioxide and hydrogen peroxide into the par-
ticles and cloud droplets. In ADCHEM SOA can either be
formed by condensation of oxidation products of specific
VOCs (e.g.α-pinene, β-pinene,13-carene, D-limonene,
isoprene, benzene, toluene and xylene), using the traditional
two-product model (Odum et al., 1996) or using the newly
developed volatility basis set (VBS) approach (Donahue et
al., 2006), which divides all organic compounds into volatil-
ity classes without identifying individual compounds. The
aerosol dynamics and particle phase chemistry model is cou-
pled to the gas phase chemistry model through condensation,
evaporation and homogeneous nucleation.

The gas phase chemistry model calculates the gas phase
concentrations of 61 different species, using 130 different

chemical reactions. Daily isoprene and monoterpene emis-
sions from European forests were simulated separately with
the vegetation model LPJ-GUESS (Smith et al., 2001 and
Sitch et al., 2003), in which processbased algorithms of ter-
penoid emissions were included (Arneth et al., 2007, Schurg-
ers et al., 2009a). The emissions from natural vegetation
were corrected for anthropogenic land cover following Ra-
mankutty et al. (2008), in a way similar to that in Arneth et
al. (2008).

The actinic flux used to calculate the photochemical reac-
tion rates, is derived with the radiative transfer model. This
model uses a quadrature two-stream approximation scheme,
where the radiative fluxes are approximated with one upward
and one downward flux component. The model can be used
to calculate the radiative transfer in a vertically inhomoge-
neous atmosphere with clouds and aerosol particles (Toon et
al., 1989).

Figure 1 illustrates the model structure in ADCHEM. The
model starts by calculating the turbulent diffusivity in the
vertical and horizontal direction using meteorological and
land use category input data. After this the model starts
integrating over time using operator splitting for each indi-
vidual process (module). Each individual process (module)
displayed in Fig. 1 is described in detail below.

To our knowledge there are no other models available like
ADCHEM which combine schemes of detailed aerosol dy-
namics, gas phase chemistry, inorganic particle phase chem-
istry, dynamic and particle size dependent SOA formation,
cloud processing and radiative transfer in two space dimen-
sions in a Lagrangian model with high spatial and temporal
resolution (∼1 km,∼1 min).

Since ADCHEM is a Lagrangian model it relies on sepa-
rate results from an air mass trajectory model. In this work
the air mass trajectory for the studied case was modeled with
the Hybrid Single Particle Lagrangian Integrated Trajectory
(HYSPLIT) model (Draxler and Rolph, 2011), which was
run with meteorological data from the Global Data Assimi-
lation System (GDAS) from National Weather Service’s Na-
tional Centers for Environmental Prediction (NCEP), with a
horizontal resolution of 1◦× 1◦ and a temporal resolution of
3 h.

Stohl et al. (2001) conducted a model comparison be-
tween three different air mass trajectory models and con-
cluded that although the average horizontal position devia-
tions was largest close to the surface, it was not larger than
10 % for 48 h backward trajectory simulations. However, the
accuracy of the trajectory model does not just depend on
the model structure but also the meteorological input data.
Hence, since the HYSPLIT model relies on relatively coarse
large scale meteorology data, the wind direction of the mod-
eled trajectory was validated with wind direction measure-
ments in Malm̈o, at 24 m a.g.l. For the selected case study the
modeled and measured wind direction at this altitude agree
within five degrees.
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Figure 1. Schematic picture illustrating the model structure of ADCHEM.  3 
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Fig. 1. Schematic picture illustrating the model structure of ADCHEM.

2.1 Atmospheric diffusion

For the simulations performed in this study a model domain
of 20 vertical grid cells and 20 horizontal grid cells was used.
The vertical and horizontal grid resolution was 100 m and
1000 m respectively. The 2-D model solves the atmospheric
diffusion equation (Eq. 1) in the vertical and horizontal di-
rection perpendicular to the air mass trajectory.

dc

dt
=
∂

∂z

(
Kz
∂c

∂z

)
+
∂

∂y

(
Ky

∂c

∂y

)
(1)

Dry deposition and emissions of primary particles in the sur-
face layer are treated separately, and are not included in the
boundary conditions for the atmospheric diffusion equation
in order to reduce computing time. Instead of solving the 2-D
atmospheric diffusion equation for each particle size bin, for
8 inorganic and up to 110 organic aerosol compounds, and
each gas phase species (61 compounds), the model solves
the atmospheric diffusion equation once for each grid cell.
This is possible because the transport of compounds by tur-
bulent diffusivity in contrast to e.g. molecular diffusion is
independent of the properties of the individual species. For
the 20× 20 grid, the diffusion equation has to be solved 400
times in each time step. Equation (1) is solved 400 times by
introducing an inert species with initial concentration equal
to 1, in one new single grid cell at the time. In all other grid
cells the concentration is set to zero. After one time step
a new concentration matrix of the inert species is received,
which describes the mixing of the air between the grid cell
with initial concentration equal to 1 and the surrounding grid

cells. If the time step used is short enough the atmospheric
diffusion equation does not have to be solved for the whole
grid, but rather for the grid cells closest to the grid cell with
an initial concentration equal to 1. This way the simulation
time can be decreased drastically.

Kz andKy in Eq. (1) are the eddy diffusivities (turbulent
diffusivities) in the vertical and horizontal direction respec-
tively andc is the concentration of any arbitrary species. The
eddy diffusivities are calculated for stable, neutral and un-
stable atmospheric conditions using the representations from
Businger and Arya (1974), Myrup and Ranzieri (1976) and
Tirabassi and Rizza (1997) (Appendix A). The three turbu-
lence regimens are defined by the dimensionless parameter
(h/L), whereh is the mixing height andL is the Monin-
Obukov length, which describes the relationship between the
buoyant and wind shear produced turbulent kinetic energy.
For stable conditions the turbulence in the boundary layer
is mainly produced by wind shear while for unstable condi-
tions the turbulence is mainly induced by buoyant convec-
tion. Hence, for stable and neutral conditions the eddy diffu-
sivity is represented by expressions which depend on the fric-
tion velocity while for unstable conditions the friction veloc-
ity is replaced with the convective velocity (see Appendix A).

The numerical solution of the atmospheric diffusion
equation is described in Appendix B. As upper bound-
ary condition the concentration gradient∂c/∂z was set
to 10−3 cm−3 m−1 to account for the generally decreasing
gas and particle concentrations above the model domain
(2000 m a.g.l.). This is a rough assumption which could not
be verified with measurements. However, because of the
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vertical stability above the boundary layer it had negligible
influence on the concentrations within the boundary layer.
As horizontal boundary conditions the concentration gradi-
ent∂c/∂y was set to zero.

ADCHEM does not consider advection in the horizontal
direction perpendicular to an air mass trajectory or that the
wind speed may change in the vertical direction. This is the
largest disadvantage with the model compared to Eulerian
3D-models. Hence, ADCHEM cannot be used to accurately
simulate urban plumes when the wind direction changes
significantly in the vertical direction within the boundary
layer. The model results are also distorted if the wind speed
changes in the vertical direction, but this is mainly a prob-
lem if the emissions within the city changes significantly
and rapidly. Wind shear changes the wind direction and the
wind speed in the vertical direction, while the vertical diffu-
sion prevents these distortions (Tirabassi and Rizza, 1997).
Hence, it is during stable conditions (strong wind shear and
slow vertical diffusion) that ADCHEM may be less appro-
priate for urban plume simulations. At long distances down-
wind of the starting point there will always be some di-
vergence between the air mass trajectories at different alti-
tudes which limits the spatial coverage of Lagrangian mod-
els. Hence, the model accuracy for urban plume studies gen-
erally deteriorates with the distance downwind of the source
region. ADCHEM is therefore mainly useful when studying
the first few hours up to possibly one day of ageing down-
wind of a city. When studying large scale regional air mass
transport without the influence from large point sources (e.g.
cities) the Lagrangian model approach can however be useful
on larger spatial scales (several days) (see e.g. Tunved et al.,
2010).

Figure S1 in the Supplement illustrates how different
HYSPLIT air mass trajectories which start over Malmö at
different altitudes but at the same time, are separated from
each other due to different wind speed and wind direction at
different altitudes. At Vavihill the trajectories which start at
50 and 300 m a.g.l. over Malm̈o are separated approximately
5 km in the horizontal direction, due to wind shear in the
stable stratified boundary layer. The trajectory which starts
500 m a.g.l. over Malm̈o (above the boundary layer) passes
approximately 10 km to the east of Vavihill.

2.2 Aerosol dynamics

Each aerosol dynamic process is included as a separate pro-
cess in the model, using operator splitting. As default the
model solves all aerosol dynamic processes with a time in-
terval of 60 s.

2.2.1 Size distribution structures

In ADCHEM the changes in the size distributions upon con-
densation/evaporation or coagulation are solved with the full-
stationary, full-moving or moving-center structures which all

have different advantages and disadvantages. All these meth-
ods are mass and number conserving, which was tested be-
fore the methods were implemented in ADCHEM. For a de-
tailed description of the methods see Sect. 13 in Jacobson
(2005b).

If using the full-stationary structure when calculating how
the particle number size distribution changes in diameter
space, the so called splitting procedure has to be used. With
this procedure it is assumed that only a fraction of the parti-
cles in one size bin will grow to the next size bin, while the
rest of the particles will not grow at all (Korhonen, 2004b).
This leads to numerical diffusion which makes the particle
number size distribution wider and the peak concentration
lower (Jacobson, 2005b and Korhonen, 2004b). The reason
for this is that splitting makes some particles grow more than
in the reality, while others will not grow at all. The numerical
diffusion can be decreased by increasing the number of size
bins (Korhonen, 2004b).

With the full-moving structure the particles are allowed to
grow to their exact size and instead of splitting them back
onto a fixed diameter grid the diameter grid moves with
the particles. While eliminating the numerical diffusion this
causes problems if air mixes between adjacent grid cells and
if considering new particle formation. Therefore the full-
moving structure will not be used in this study.

The moving-center method is a combination of the full-
stationary structure and the full-moving structure. The par-
ticles are allowed to grow to their exact size as long as they
are not crossing the fixed diameter bin limits. If the particles
in a size bin cross the lower or upper diameter limit they are
all moved to the adjacent diameter bin and their volume is
averaged with the particles in the new bin, which then get a
new diameter. Since all the particles in one size bin move
to a new bin in the same time step the numerical diffusion is
minimized when using the moving-center structure. There-
fore this method is preferable when the size distribution is
represented by only a few size bins.

2.2.2 Condensation and evaporation

ADCHEM considers the condensation and evaporation of
sulfuric acid, ammonia, nitric acid, hydrochloric acid and
oxidation products of different organic compounds. Figure 2
illustrates the structure of the condensation/evaporation algo-
rithm used in ADCHEM. The condensation and evaporation
is solved by first calculating the single particle molar con-
densation growth rate of each compound, for each size bin
separately (Eq. 2). If considering uncoupled condensation
of acids and ammonia the analytic prediction of condensa-
tion (APC) scheme and predictor of non-equilibrium growth
(PNG) scheme developed and described in detail by Jacob-
son (1997, 2005a) are used, while if treating the condensa-
tion of acids and ammonia as a coupled process the method
first proposed by Wexler and Seinfeld (1990) and later ap-
plied by e.g. Zhang and Wexler (2008) is used. The coupled
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condensation growth rate of NH3 and HX (mol s−1) is given
by Eq. (3), whereX denotes either Cl or NO3. The total
NH3 condensation growth rate (INH3) is then given by the
sum of the HCl, HNO3 and 2 times the S(VI) condensation
growth rates (INH3 = 2IS(VI)+IHNO3 +IHCl). Both methods
are mass and number conserving when combined with ei-
ther the full-stationary, full-moving or moving-center struc-
ture. The APC scheme is used for condensation/evaporation
of organic compounds, sulfuric acid and for HCl and HNO3
if they form solid salts with ammonium, while for dissolu-
tion of HCl and HNO3into the particle water phase, the PNG
scheme is used instead (Jacobson, 2005a). In this scheme
dissolution of ammonia is treated as an equilibrium process
solved after the diffusion limited condensation/evaporation
of HNO3, HCl and H2SO4. Treating the dissolution of NH3
as an equilibrium process enables the model to take long time
steps (minutes) when solving the condensation/evaporation
process (Jacobson, 2005a). This method can easily be mod-
ified to treat the ammonia dissolution as a dynamic process.
However, this requires that the time step is decreased drasti-
cally to prevent oscillatory solutions.

Ii = 2DiDpfi(Kni,αi)(Ci∞ −Cis)

fi(Kni,αi)=
0.75αi (1−Kni )

Kn2
i+Kni+0.283Kniαi+0.75αi

(2)

IHX =
πDpDC

fNH3

1−

√
1−

4f 2
NH3

(
CNH3,∞CHX,∞−CNH3,sCHX,s

)
C

2


D=

√
DNH3DHX

C= (DNH3CNH3 +DHXCNH3)
/
D

(3)

In Eqs. (2) and (3)Ii ito the molar growth rates,fi is the
Fuchs-Sutugin correction factor in the transition region,Ci,∞
is the gas phase concentration of speciesi (moles m−3 air)
far from the particle surface,Ci,s is the saturation gas phase
concentration at the particle surface,Dp is the particle diam-
eter, Kni is the non-dimensional Knudsen number andαi is
the mass accommodation coefficient. The mass accommoda-
tion coefficients for HNO3, NH3, H2SO4, HCl, SO2, H2O2
and all condensable organic compounds were set to 0.2, 0.1,
1.0, 0.2, 0.11, 0.23 and 0.1, respectively. For the inorganic
compounds these numbers are within the range of values tab-
ulated in Sander et al. (2006) over liquid water at tempera-
tures between 260 and 300 K. As a sensitivity test one sim-
ulation was also performed with unity mass accommodation
coefficients. Usually it is assumed that the saturation vapor
pressure of sulfuric acid is zero (Korhonen, 2004a and Pirjola
and Kulmala, 1998). The saturation vapor concentrations of
ammonia, nitric acid and hydrochloride acid and the equi-
librium concentration of sulfuric acid and hydrogen perox-
ide are calculated using a thermodynamic model described in
Sect. 2.2.8. For the organic compounds the saturation vapor
concentrations (Ci,s) are derived with the 2D-VBS method
or the two-product model (see Sect. 2.4), while the actual

gas phase concentrations (Ci,∞) are saved and updated con-
tinuously as separate variables.

The VBS approach (Donahue et al., 2006) and the two-
product model (Odum et al., 1996), are based on the par-
titioning theory from Pankow (1994), which describes the
equilibrium gas and particle phase partitioning of organic va-
pors (see Sect. 2.4). When the VBS model is applied, AD-
CHEM considers the kinetic (diffusion limited) condensa-
tion/evaporation of 110 different organic compounds, while
when the two-product model is used the number of con-
densable organic compounds is 40. Both methods take into
account the Kelvin effect and give a particle size depen-
dent partitioning of the different condensable organic com-
pounds, with larger fraction of low volatile compounds found
on the smaller particle sizes and a larger fraction of more
volatile compounds found on the larger particle sizes. This
kinetic and particle size dependent condensation/evaporation
requires that ADCHEM keeps track of all the different or-
ganic compounds in each particle size bin, which is computa-
tionally expensive, especially for the coagulation algorithm.

2.2.3 Coagulation

Coagulation has no direct influence on the total particle mass
but is important for the total number concentration, the par-
ticle number size distribution and the chemical composition
distribution, especially for conditions with high number con-
centrations of nucleation mode particles and a large accumu-
lation mode which the nucleation mode particles can coag-
ulate onto. In cities such conditions can be found in street
canyons near the vehicle emissions. Here coagulation is usu-
ally the most important aerosol dynamic process (Jacobson
and Seinfeld, 2004). The model used in this article treats
primary particle emissions occurring on a spatial resolution
of 1× 1 km2 and not on the street canyon spatial scale (1–
100 m). To account for the initial ageing of the primary par-
ticle emissions real-world emission size distributions were
used, which take into account the first minutes of ageing from
street-canyon to urban background (see Sect. 2.2.5). This
decreases the influence of coagulation on the modeled parti-
cle number size distribution, but still coagulation needs to be
considered for the transformation of the particle number size
distribution on longer time scales (hours). The solution of
the Brownian coagulation equations is given in Appendix C.
Independently if using the full-stationary or moving-center
structure, splitting needs to be used to fit the particles back
onto the diameter grid.

2.2.4 Dry and wet deposition of particles

The dry deposition of particles is treated as a separate process
after the atmospheric diffusion equation has been solved.
The dry deposition velocities over land are calculated using a
resistance model based on the model by Slinn (1982) (mod-
ified by Zhang et al., 2001), while over the ocean the model
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Figure 2. Schematic picture illustrating the condensation module used in ADCHEM.  2 
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Fig. 2. Schematic picture illustrating the condensation module used in ADCHEM.

by Slinn and Slinn (1980) is used. The particle transport is
governed by three resistances in series, the surface layer re-
sistance(ra), the quasi-laminar layer resistance(rb) and the
surface resistance or canopy resistance(rc). The dry deposi-
tion velocity for large particles also depends on the settling
velocity (vs). If particle losses due to impaction, intercep-
tion and diffusion are considered to take place in the quasi-
laminar layer, the surface resistance can be neglected (Sein-
feld and Pandis, 2006). The dry deposition velocity repre-
sentation is given in Appendix D.

The wet deposition rates (s−1) of different particle sizes
are calculated according to the parameterization by Laakso
et al. (2003), derived from 6 yr of measurements at Hyytiälä
field station in southern Finland. The only input to the wet
deposition parameterization apart from the particle diameter
is the rainfall intensity in mm h−1. Wet deposition removal of
particles is considered for all grid cells below the estimated
cloud base and the rainfall intensity was assumed to be con-
stant in the horizontal direction perpendicular to the air mass
trajectory. Hence, if the estimated cloud base is above the
model domain (more than 2 km a.g.l.) the wet deposition rate
is constant within the whole model domain.

2.2.5 Primary particle emissions

Equivalent to the dry deposition the primary particle emis-
sions in the surface layer are treated as a separate process af-
ter the atmospheric diffusion equation has been solved. Pri-
mary particle emissions included in the model are:

1. marine aerosol emissions,

2. non-industrial combustion,

3. road traffic emissions,

4. ship emissions.

The marine aerosol particle emissions are calculated using
the emission parameterization from Mårtensson et al. (2003).
The marine particle chemical composition is assumed to be
composed of sodium chloride (NaCl) and POA, with NaCl
dominating in the coarse mode and organic material domi-
nating in the nucleation and Aitken mode, according to the
size resolved chemical analysis of marine aerosol particles at
Mace Head during the biological active period (spring, sum-
mer and autumn) (O’Dowd et al., 2004).

Size resolved anthropogenic primary particle emissions
from non industrial combustion and ship traffic are estimated
from PM2.5 mass emissions, by applying an assumed ef-
fective particle density of 1000 kg m−3 and source specific
emission size distributions. The primary particle emissions
from road traffic were estimated from NOx emissions, using
a NOx to particle number conversion factor of 3× 1014 g−1

estimated from data in Kristensson et al. (2004). Table S1 in
the Supplement gives the lognormal size distribution param-
eters used for the road, ship and non industrial combustion
emissions. The road emission size distribution was adopted
from Kristensson et al. (2004). This particle number size dis-
tribution is dominated by a nucleation mode around 20 nm in
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diameter, which comprises approximately 90 % of the parti-
cle number concentration and an accumulation mode around
80 nm in diameter. This type of particle number size dis-
tribution is typical for diesel fueled vehicle emissions (Kit-
telson et al., 2002) which are likely to be the dominating
source to the submicron road particle emissions. The nu-
cleation mode particles from diesel engines mainly consist
of organic compounds from lubrication oils while the accu-
mulation mode is dominated by non-volatile soot agglom-
erates coated with organic material (Kittelson et al., 2002).
Hence, in this work it was estimated that the nucleation mode
particles emitted from road traffic were composed purely of
organic material while the emitted accumulation mode par-
ticles were composed of soot agglomerates coated with 15
mass percent organic material (POA). The ship emission size
distribution was measured by Petzold et al. (2008) and the
chemical composition by Moldanová et al. (2009). The non-
industrial combustion emissions were assumed to originate
entirely from small scale wood combustion. The character-
istic particle number size distribution for small scale wood
burning emissions was taken from Kristensson (2005) and
the chemical composition from Schauer et al. (2001). The
emitted anthropogenic primary particle mass not composed
of POA or soot was assumed to be composed of water insol-
uble minerals (metal oxides/hydroxides).

For Denmark and southern Sweden the anthropogenic
PM2.5 and NOx emissions along the trajectories are from
Danish National Environmental Research Institute (NERI)
and Environmental Dept., City of Malm̈o (Gustafsson, 2001)
respectively (see Sect. 2.3.2). For the rest of Europe the
emissions were taken from the European Monitoring and
Evaluation Program (EMEP) emission database, for year
2006 (Vestreng et al., 2006). The spatial resolution of
the emission data was 50× 50 km2 for the EMEP emis-
sions, 17× 17 km2 for the Danish non-road emissions and
1× 1 km2 for all emissions in southern Sweden and the Dan-
ish road emissions.

2.2.6 Aerosol cloud interaction

Clouds are included if the modeled solar irradiance at the sur-
face is larger than the solar irradiance predicted by the HYS-
PLIT model (Draxler and Rolph, 2011). The altitude of the
clouds is determined from the vertical relative humidity pro-
files along the trajectories, assuming that clouds are present
if the RH>98 %. If this relative humidity is not reached
within the lower 2000 m of the atmosphere (aerosol dynam-
ics model domain), but the difference between the solar irra-
diance in ADCHEM (without clouds) and the solar irradiance
from the HYSPLIT model still imply that clouds need to be
present, the clouds are included above the aerosol dynamics
model domain without contact with the modeled aerosol par-
ticles. For the case studied in this work the rainfall originated
from clouds more than 2000 m a.g.l.

Ideally the cloud droplets number size distribution should
be modeled with a dynamic cloud model, which takes into
account the meteorological conditions and aerosol proper-
ties. However, this would become computationally expen-
sive and the uncertainties concerning the meteorological con-
ditions (e.g. updraft velocity) would make the results uncer-
tain anyhow. For cumulus clouds the cloud droplet diame-
ter typically increases from 7–9 µm at the cloud base to 13–
14 µm at the top of the cloud, while for stratus clouds the
cloud droplet properties are more uniform within the whole
cloud, with usually a narrow droplet distribution which can
be approximated with a lognormal or gamma distribution
(Rogers and Yau, 1989). Hence, in this work the cloud
droplet number size distribution was estimated to be lognor-
mal distributed with a mode diameter of 10 µm and a stan-
dard deviation of 1.2 for all conditions. The number of cloud
droplets is determined by minimizing the difference between
the modeled solar irradiance at the surface, and the solar ir-
radiance from the HYSPLIT model e.g. if the modeled solar
irradiance from ADCHEM is larger than given by the HYS-
PLIT model, the cloud droplet number concentration is in-
creased in ADCHEM until the solar irradiance at the surface
is equal with the value given by the HYSPLIT model.

2.2.7 Homogeneous nucleation

For all simulations homogeneous nucleation was included,
using the kinetic nucleation theory (Eq. 4) (McMurry and
Friedlander, 1979 and Kulmala et al., 2006). Stable nucle-
ation clusters with a particle diameter of 1.5 nm (N1.5 nm)

were assumed to be formed, using a correlation coefficient
(K) of 3.2× 10−14 s−1 cm3. This value is the median value
from measurements at Hohenpeissenberg in Germany (Paa-
sonen et al., 2009).

J1.5 nm=
dN1.5 nm

dt
=K [H2SO4]2 (4)

2.2.8 Inorganic particle phase chemistry and particle
water content

The aerosol dynamics and particle phase chemistry model
includes a thermodynamic model. The main purpose of the
model is to calculate the saturation vapor pressures (concen-
trations) of hydrochloride acid, nitric acid and ammonia, and
equilibrium concentrations of sulfur dioxide and hydrogen
peroxide in the particle or cloud droplet water. In the model
it is assumed that the inorganic aerosol particle phase is a
pure aqueous solution, even if the relative humidity (RH)
in the atmosphere is low. However, if the product of the
saturation vapor pressure of ammonia and nitric acid and/or
ammonia and hydrochloride acid is lower above a solid am-
monium nitrate and/or solid ammonium chloride salt surface
than above the aqueous solution, the saturation vapor pres-
sures for ammonia, nitric acid and hydrochloride acid above
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the solid salt surface are used instead of the saturation vapor
pressures above the liquid surface. This method has previ-
ously been used by e.g. Zhang and Wexler (2008).

From the modeled particle mole concentrations of ammo-
nium, chloride, sodium, nitrate and sulfate an approximated
particle salt composition is estimated for each particle size
bin according to the explicit scheme in Appendix E.

Molalities of single salts(m0
i ), for NH4NO3, HNO3,

(NH4)2SO4, NH4HSO4, H2SO4, NaHSO4, (Na)2SO4, NaCl
and HCl are calculated according to the parameterizations
from Table B.10 in Jacobson (2005b). These parameteriza-
tions are high order polynomials as functions of the water
activity (aw). The water mass content(W) in the inorganic
particle fraction in each particle size bin is derived using
the Zdanovskii-Stokes-Robinson (ZSR) model (Stokes and
Robinson, 1966).

The inorganic and organic growth factor (Gfi and Gfo) are
given by Eqs. (5) and (6), respectively.Vp,salt is the dry par-
ticle volume of water soluble inorganic salts andρwater is the
density of water. Using Eq. (6), the organic growth factor is
1.2 when the water activity is equal to 0.9.

Gfi =

(
Vp,salt+W

/
ρwater

W
/
ρwater

)1/3

(5)

Gfo =

(
1+0.081

aw

(1−aw)

)1/3

(6)

Once the water content has been calculated the molalities of
all ions can be determined. The mean binary solute activity
coefficients of each salt in the particle water phase are calcu-
lated with the parameters in Table B.9 in Jacobson (2005b).
From these binary activity coefficients the mean mixed so-
lute activity coefficients are derived using Bromley’s method
(Bromley, 1973). The next step is to determine the hydro-
gen ion concentration in the particle water phase from the
ion balance (Eq. 7).

[H+
]+[NH+

4 ]+[Na+
] = [NO−

3 ]+2[SO−2
4 ]

+[HSO−

4 ]+[Cl−]+[OH−
]+[HCO−

3 ]+2[CO−2
3 ]

(7)

The concentrations in Eq. (7) can be replaced with known
equilibrium coefficients, activity coefficients, the partial
pressure of CO2 (390 ppmv), the N(-III) concentration
([NH3(aq)]+[NH+

4 ]), [S(VI)], [N(V)] ([HNO 3(aq)]+ [NO−

3 ])
and [Cl(I)] ([HCl(aq)]+ [Cl−]). The final expression then
becomes a 7th order polynomial with [H+] as the only un-
known. The hydrogen ion concentration is given by the max-
imum real root of this polynomial.

Finally the saturation vapor pressures of ammonia, nitric
acid and hydrochloride acid and the equilibrium concentra-
tions of sulfuric acid, and hydrogen peroxide can be deter-
mined using the derived hydrogen ion concentration and the
mean mixed solute activity coefficients. The saturation vapor
pressures (concentrations) are used when solving the conden-
sation/evaporation equation (Eq. 2). The growth rate due to

sulfate production, from the reaction between sulfur dioxide
and hydrogen peroxide in the particle water phase, is calcu-
lated using Eq. (8) (Seinfeld and Pandis, 2006).

d [S(VI)]

dt
=

WkS(IV) [H2O2]γH2O2

[
HSO−

3

]
γHSO−

3

[
H+
]
γH+

(1+KS(IV)
[
H+
]
γH+)

(moles s−1) (8)

kS(IV) is the irreversible reaction rate coefficient for the re-
action between S(IV) and H2O2 in the particle water phase,
KS(IV) is the equilibrium coefficient of S(IV) dissolution and
γ i is the activity coefficient for compoundi.

2.3 Gas phase model

The chemical kinetic code included in the gas phase model
is solved with MATLABs® ode15s solver for stiff ordinary
differential equations. This solver uses an adaptive time
step length according to the specified error tolerance. Most
of the reactions are taken from the kinetic code used in
the model by Pirjola and Kulmala (1998) (originally from
EMEP). Some new reactions, mainly concerning the oxida-
tion of benzene, toluene and xylene are also included in the
kinetic code. The reaction rates were updated for those of
the reactions where new rates were found in the literature
(Sander et al., 2006; Seinfeld and Pandis, 2006 and Atkin-
son et al., 2004). Pirjola and Kulmala (1998) included re-
actions involving dimethylsulfide (DMS) from the ocean in
their model. These reactions were however not considered
in the chemical kinetic code used in this work. All natural
emission of DMS from the oceans was instead assumed to
be sulfur dioxide following Simpson et al. (2003).

The photochemical reactions depend on the spectral ac-
tinic flux (photons cm−2 s−1 nm−1). The actinic flux is the
flux of photons from all directions into a volume of air (Se-
infeld and Pandis, 2006). The actinic flux (Fa) is calcu-
lated using the radiative transfer model described in Sect. 2.5.
The photolysis rates are directly proportional to the actinic
flux incident on a volume of air (Cotte et al., 1997). The
wavelength (λ) dependent absorption cross sections (σ) and
quantum yields (Q) for the different gases undergoing photo-
chemical reactions were found in Sander et al. (2006). Equa-
tion (9) below gives the photochemical reaction rates for
speciesA.

jA=

∑
i

σA(λi,T )Q(λi,T )Fa(λi)1λi (9)

2.3.1 Dry deposition and wet deposition of gases

As for the particles the dry deposition velocity of gases de-
pends on an aerodynamic resistance(ra) and a quasi-laminar
resistance(rb) in series. For gases the surface resistance(rc),

is also needed. The surface resistance depends on the surface
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structure as well as the reactivity of the gas (Wesely, 1989
and Seinfeld and Pandis, 2006). The model for dry deposi-
tion velocity of gases is described in Appendix F.

The below cloud scavenging of SO2, HNO3, NH3, H2O2
and HCHO are described by the parameterization used in
Simpson et al. (2003). For all other gases the below cloud
scavenging was assumed to be an insignificant loss mecha-
nism.

2.3.2 Gas phase emissions

The gas phase chemistry model takes into account emissions
of Biogenic volatile organic compounds (BVOCs) and an-
thropogenic VOC (AVOC) emissions, CO, NOx, sulfur diox-
ide and ammonia. The emission data of anthropogenic or-
ganic hydrocarbons are not given for each individual species
but rather as total Non-Methane Volatile Organic Carbon
(NMVOC) emissions. Source specific emissions of non-
aromatic hydrocarbons were estimated from the NMVOC
emissions, using Table 4.3 in Simpson et al. (2003). The total
anthropogenic aromatic hydrocarbon emissions (by Simpson
et al. (2003) considered asO−xylene emissions) were di-
vided into toluene, xylene and benzene emissions according
to the global emissions estimated by Henze et al. (2008). For
road traffic emissions 36.7 % of the NMVOC are emitted as
aromatic hydrocarbons, while for most of the 9 other emis-
sion sources specified in Simpson et al. (2003), the aromatic
NMVOC fraction is much smaller. According to Calvert et
al. (2002) aromatic hydrocarbons contributes to (∼20–30 %)
of the total VOC concentration in urban environments.

The anthropogenic gas phase emissions were adopted
from EMEPs emission database for the year 2006 (Vestreng
et al., 2006), except for Denmark and southern Sweden
where the emissions are from Danish National Environmen-
tal Research Institute (NERI) and Environmental Dept., City
of Malmö (Gustafsson, 2001) respectively. The EMEP emis-
sions have a spatial resolution of 50× 50 km2, the Swedish
emissions have a resolution of 1× 1 km2 and the Danish
emissions have a resolution of 1× 1 km2 for road emissions
and 17× 17 km2 for all other emission sectors. All emissions
were divided into the EMEP emission sectors S1 to S11 as
well as ship emissions and natural sulfur dioxide emissions.
The yearly emissions were multiplied with country specific
diurnal, weekly and monthly emission variation factors based
on EMEP’s data. The monthly variations in the natural emis-
sions of sulfur dioxide from DMS oxidation were consid-
ered using the monthly emission variations from Tarrasón et
al. (1995).

The BVOC species considered are isoprene,α-pinene,β-
pinene,13-carene and D-limonene based on LPJ-GUESS’
ability to assign species-specific emission capacities (e.g.,
Schurgers et al., 2009b and Arneth et al., 2008), and the
monoterpene speciation in Steinbrecher et al. (2009). These
species are oxidized by OH, O3 and NO3. The products from
these reactions are generally less volatile than the initial com-

pounds. Some of them are therefore able to condense after
one or several oxidation steps. BVOCs have a relatively short
lifetime (minutes to hours) during the daytime in the tropo-
sphere (Atkinson and Arey, 2003). Due to the short lifetime
of these compounds the concentrations can be considerably
higher close to the ground (at the source) than at the top of
the boundary layer. Both for the particle and gas phase chem-
istry it is important to capture the vertical concentration gra-
dient of BVOCs. The emissions of BVOCs from the ground
depend strongly on the biomass density and the vegetation
species composition, but also on the canopy temperature and
for some compounds and vegetation species the photosyn-
thetic active radiation (PAR) (Guenther, 1997).

The emission of BVOCs from different species can either
be described as:

1. Volatilization of stored compounds (depend only on
temperature when considering short timescales).

2. VOC emissions directly reflecting VOC production
(typically varying with temperature and light).

An example of the second case is the light-dependent produc-
tion of isoprene in the chloroplast. Most monoterpene emis-
sions, particularly those from conifers, are due to volatiliza-
tion of stored compound (Guenther, 1997), although in recent
years light-dependent emissions of non-stored monoterpenes
have been found to take place in many broadleaf trees, and
may also occur at least from some monoterpene chemical
species in conifer (for discussion see Schurgers et al. (2009a)
and references therein).

The emissions of stored and synthesized monoterpenes
and isoprene were modeled using the vegetation model LPJ-
GUESS in combination with isoprene and monoterpene-
production linked to their chloroplastic production follow-
ing Niinemets et al. (1999, 2002). Monoterpene storage
and emissions from storage are described in Schurgers et
al. (2009a). Short-term variations of modeled emissions dis-
play the typically observed light and temperature dependence
(Arneth et al., 2007). The model’s shortest time step is one
day and diurnal course of emissions were calculated from the
daily totals following well-established empirical functions
for temperature and light-dependencies by Guenther (1997).
LPJ-GUESS was applied with 17 tree species and 3 generic
shrub and herb types as functional types (Schurgers et al.,
2009b). Each of these was associated with an isoprene and
monoterpene production potential for standard environmen-
tal conditions, implemented as a fractional contribution of
photosynthetic electron-transport rate for BVOC production
(Niinemets et al., 1999; Arneth et al., 2007). The simula-
tion of tree-species rather than plant functional types allows
realistic values of these production capacities to be assigned
(Schurgers et al., 2009b). After a 300-year spin-up, the sim-
ulation was run for the period 1981–2006 with monthly av-
eraged climate data for Europe from Haylock et al. (2008).
For the periods 28 April to 15 October 2005 and 16 May to
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28 October 2006 the monthly data were replaced by daily
observations to capture the day-to-day variability in emis-
sions. Daily emissions with a spatial resolution of 15′

× 15′

(∼25× 25 km2) were provided for isoprene and 17 differ-
ent monoterpene species, the speciation of the monoterpenes
was done following Steinbrecher et al. (2009). These emis-
sions from natural vegetation were corrected for the pres-
ence of land use with land cover data from Ramankutty et
al. (2008).

Since the kinetic code in ADCHEM only includesα-
pinene, β-pinene,13-carene and D-limonene, the emis-
sions of all other monoterpenes were distributed among the
monoterpenes included in the kinetic code, depending on
their emission rates.

2.4 Organic mass partitioning

The secondary organic aerosol formation in ADCHEM can
either be modeled with the traditional two-product model ap-
proach (Odum et al., 1996), or the recently proposed VBS ap-
proach (Donahue et al., 2006 and Robinson et al., 2007). One
advantage with the two-product model used in ADCHEM is
that it models the SOA formation from source specific or-
ganic compounds (e.g. oxidation products of monoterpenes,
isoprene, benzene, toluene and xylene) in a computationally
inexpensive way.

The VBS scheme lumps all organic species into different
bins according to their volatility (given by their saturation
concentration (C∗), at 298 K) (Robinson et al., 2007). This
method thereby generally loses the information of the chemi-
cal reactions which the individual organic compounds are in-
volved in, but is designed to be able to predict realistic SOA
formation rates found in the atmosphere using a model with
relatively low complexity and only a few model parameters.

Recently, Jimenez et al. (2009) developed a 2D-VBS
method which apart from classifying the organic compounds
according to their volatility also includes a second dimen-
sion, oxygen to carbon ratio (O:C-ratio). This 2D-VBS
method is implemented in ADCHEM, with slightly different
assumptions which are described in Sects. 2.4.2 and 2.4.3.

Both the 2D-VBS model and the two-product model used
in ADCHEM treat the SOA formation as a dynamic process
that evolves over time, considering the oxidation agent and
SOA precursor concentrations, the time of ageing (exposure
time) and meteorological conditions (temperature).

One important difference between the two methods, which
influences the dynamic SOA formation, is that the VBS
model takes into account the fact that SOA formation gener-
ally involves several oxidation steps, while the two-product
model simply assumes that it is the initial oxidation step
which determines the properties of the final products. There-
fore the two-product model used in ADCHEM cannot take
into account the fact that more volatile compounds generally
need longer time (several oxidation steps) of ageing before

they are incorporated into the aerosol particle phase than less
volatile compounds.

2.4.1 SOA formation with the two-product model

According to the two-product model developed by Odum et
al. (1996) the organic mass partitioning between gas and par-
ticle phase can be parameterized as a function of the organic
aerosol mass (Mo), using two surrogate compounds with dif-
ferent mass based stoichiometric yields (αi).

Equation 10 gives the mass fraction(Fi) of the oxidation
product iwhich at equilibrium (without curvature effects)
will partition into the particle phase. In combination with
the Kelvin equation Eq. (10) is used to derive the particle
size dependent saturation concentrations which are used in
the condensation and evaporation algorithm (See Sect. 2.2.2).
Kom,i is the partitioning coefficient of producti. Values ofαi
andKom,i from Griffin et al. (1999), Svendby et al. (2008),
Henze and Seinfeld (2006) and Ng et al. (2007) are given in
Table S2 in the Supplement, for all organic oxidation prod-
ucts forming secondary organic aerosol in the model.Kom,1
andKom,2 describes the volatility of the two surrogate oxi-
dation products which represent all the reaction products.

Fi =
MoKom,i

1+Kom,iMo

(10)

In total the two-product model in ADCHEM considers 40
different surrogate compounds, including 35 compounds for
the monoterpene, isoprene, benzene, toluene and xylene ox-
idation products, two compounds for the non-oxidized inter-
mediate volatile organic carbons (IVOCs) (see Sect. 2.4.4),
two compounds for the non-oxidized POA and one non-
volatile compound for the IVOC and POA oxidation products
(see Table S2). The partitioning coefficients and mass based
stoichiometric yields of the two POA compounds were cho-
sen in a way that the volatility should be comparable with
what is used in the 2D-VBS (see Sect. 2.4.4).

Benzene, toluene and xylene first react with OH followed
by a reaction either with NO, forming products with a low
and temperature dependent SOA-yield, or with HO2, which
gives low-volatile products that have a high and temperature
independent SOA-yield (at least forMo > 10µ g m−3). The
oxidation products from the HO2-pathway which form SOA
are represented by completely non-volatile surrogate oxida-
tion products (Ng et al., 2007).

At high NOx/HO2 ratios, which generally are the case
in urban environments, most of the oxidation products re-
act with NO, while at remote regions the HO2-pathway
dominates. Therefore, oxidation of BTX in urban envi-
ronments generally gives relatively low SOA formation,
while moving further away from the source the SOA for-
mation can be considerably higher. Here it is mainly ben-
zene, which is the least reactive of the three compounds,
that is left to form SOA (Henze et al., 2008). In AD-
CHEM both the high- and low-NOx reaction pathways are
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considered simultaneously. The fraction reacting through
the low-NOx pathway is given by Eq. (11). The reac-
tion rate for the low-NOx pathway is given bykRO2+HO2 =

1.4 × 10−12exp(700/T ) cm3 molecule−1 s−1 and the re-
action rate for the high-NOx pathway by kRO2+NO =

2.6 × 10−12exp(350/T ) cm3 molecule−1 s−1 (the Master
Chemical Mechanism v 3.1 (http://www.chem.leeds.ac.uk/
Atmospheric/MCM/mcmproj.html)).

flow−NOx =
kRO2+HO2[HO2]

kRO2+NO[NO]+kRO2+HO2[HO2]
(11)

The values of the heat of vaporization (1H), which gives
the temperature dependence of the partitioning coefficients
for the two-product model oxidation products fromα-pinene,
β-pinene, xylene and toluene, were obtained from Svendby
et al. (2008). The temperature dependent partitioning coeffi-
cients are given by the Clausius Clapeyron relation (Eq. 10)
from e.g. Sheehan and Bowman (2001). The heat of vapor-
ization of the compounds formed from oxidation of benzene
through the NO-pathway was assumed to be the same as for
toluene.

Kom(T )=Kom,ref
T

Tref
exp

[
1H

R

(
1

T
−

1

Tref

)]
(12)

2.4.2 SOA formation with the 2D-VBS model

The 2D-VBS scheme used in ADCHEM classifies the or-
ganic compounds into 10 discrete volatility bins, separated
by powers of 10 in C∗, ranging from 10−2 to 107µg m−3 and
11 discrete O:C-ratios, separated by 0.1, from 0 to 1 (in to-
tal 110 (11× 10) bins). The mass fraction (Fi) in the particle
phase in each volatility bini is given by Eq. (11) (Donahue et
al., 2006) if the Kelvin effect is neglected. Together with the
Kelvin equation Eq. (11) is used to derive the particle size de-
pendent saturation concentrations which are used in the con-
densation and evaporation algorithm (See Sect. 2.2.2).

Fi = (1+C∗

i /Mo)
−1 (13)

For compounds with C∗ equal to 1 µg m−3, Eq. (11) indicates
that 50 % of these compounds will be found in the particle
phase and 50 % in the gas phase, if the total particle organic
mass content (Mo) is equal to 1 µg m−3.

The temperature dependence of C∗ is given by Eq. (10)
if Kom is replaced with C∗. The heat of vaporization is cal-
culated with a recently proposed expression (Eq. 12) which
states that the heat of vaporization can be estimated as a func-
tion of the saturation concentration (Epstein et al., 2010).
C∗

300 in Eq. (12) is the saturation concentration at 300 K.

1H = −11· log10C
∗

300+129 kJmol−1 (14)

In the 2D-VBS model used in ADCHEM the traditional
SOA precursors (BTX, monterpenes and isoprene) are first

allowed to react according to their species specific reac-
tion rates, and then all oxidation products are incorporated
into the 2D-VBS. The volatility and O:C-ratio distribution of
these first oxidation step reaction products were calculated
with the functionalization and fragmentation algorithms used
in the 2D-VBS model (see Sect. 2.4.3). The saturation con-
centrations and O:C-ratios of these primary oxidation prod-
ucts range between 107 and 101µg m−3 and 0 and 0.4, re-
spectively.

Jimenez et al. (2009) assumed that all organic compounds
formed after the first oxidation step, react with the OH rad-
ical with a gas phase rate constant (kOH) of 3× 10−11 cm3

molecules−1 s−1, and stated that the heterogeneous oxidation
rate of organic compounds in the particle phase is at least 10
times slower. After one or a few oxidation reactions in the at-
mosphere the oxidation products lose their original signature
and become increasingly similar in structure independent
of the original molecular structure (Jimenez et al., 2009).
Therefore, for all gas phase compounds in the 2D-VBS, the
samekOH equal with 3× 10−11 cm3 molecules−1 s−1 as pro-
posed by Jimenez et al. (2009) was also used in ADCHEM.
All gas phase compounds in each 2D-VBS bin were also as-
sumed to be oxidized by O3 and NO3 with kO3 = 10−17 cm3

molecules−1 s−1 andkNO3 = 10−14 cm3 molecules−1 s−1 re-
spectively, which are the approximate reaction rates for
alkenes (Atkinson, 1997). The heterogeneous reactions were
assumed to be insignificant compared to the gas phase reac-
tions, and were therefore neglected.

2.4.3 Functionalization and fragmentation of organic
oxidation products

Functionalization is the process by which oxidation reac-
tions create new products with the same carbon number but
higher O:C-ratio, while fragmentation creates products with
lower carbon number and higher O:C-ratio. In the 2D-VBS
model used in ADCHEM the functionalization algorithm
was adapted from Jimenez et al. (2009). This algorithm as-
sumes that all functionalization reactions are independent of
the properties of the organic reactant. The formed products
take-up one to three oxygen atoms, where on molar basis
29 % take-up one oxygen atom, 49 % two oxygen atoms and
22 % three oxygen atoms. Since these oxygen atoms can at-
tach differently to the carbon chain of the original molecule,
there are also separate probability functions for the change in
volatility (change of C∗ (1C∗)) of the products which take-
up one, two or three oxygen atoms, varying from−101 to
−107µg m−3 (see Table 1). The change in O:C-ratio upon
functionalization depends on the number of carbon atoms of
the original molecule.

In the 2D-VBS the number of carbon atoms of the
surrogate compounds varies between 29 for the bin
(C∗ = 10−2µg m−3, O:C-ratio=0) down to 2.3 for the bin
(C∗ = 107µg m−3, O:C-ratio=1). In the 2D-VBS an increase

Atmos. Chem. Phys., 11, 5867–5896, 2011 www.atmos-chem-phys.net/11/5867/2011/

http://www.chem.leeds.ac.uk/Atmospheric/MCM/mcmproj.html
http://www.chem.leeds.ac.uk/Atmospheric/MCM/mcmproj.html


P. Roldin et al.: Development and evaluation of an aerosol dynamics model 5879

Table 1. Probability functions for the change in C∗ when one to three oxygen atoms (O) are added to the organic compounds in the 2D-VBS.

1C∗ (µg m−3) −101
−102

−103
−104

−105
−106

−107

+1 O 0.30 0.50 0.20
+2 O 0.19 0.38 0.32 0.11
+3 O 0.095 0.20 0.41 0.20 0.095

in C∗ by 10 without changing the O:C-ratio is achieved by
removing two carbon atoms from a compound, while an ad-
dition of one oxygen molecule decreases the saturation con-
centration 3.75 times more than if hypothetically one carbon
atom is added. These values are in fair agreement with the
values given in Pankow and Asher (2008), which estimate
that two extra carbon atoms increases the vapor pressure by
almost 10 and depending on whether the oxygen atoms form
hydroxyl-, aldehyde-, ketone or carboxylic acid- groups the
vapor pressure decreases with 2–5 times more than if just
adding one carbon atom.

In the 2D-VBS used in ADCHEM all oxidation reac-
tions first follow the functionalization kernel and then a frac-
tion (f ) of the formed oxidation products will fragmentize.
Equivalent to Jimenez et al. (2009) it is assumed that the
molecules that fragmentize have equal probability to split at
any of the carbon bonds. Hence, for C11 molecules which
fragmentize there will in average be 10 % of all C1 to C10
molecules, on a molar basis. Each of the 2D-VBS bins on
the right side of the original molecule (higher C∗) bin will
therefore receive the same number of molecules, but different
masses. Jimenez et al. (2009) assumed that part of the formed
fragments have unchanged O:C-ratio while others increase
their O:C-ratio. However, in the 2D-VBS used in ADCHEM
it was simply assumed that the fragments from the oxida-
tion products (formed from the functionalization reactions)
always have the same O:C-ratio as the non-fragmentized
molecule. Since the fragments first take up oxygen atoms
before they fragmentize, they still always have larger O:C-
ratio than the original molecule (before reaction).

One large uncertainty with the VBS model approach is
how to estimate the fraction (f ) of the oxidation reac-
tions which cause the organic molecules to fragmentize and
which fraction that functionalizes. Jimenez et al. (2009) pro-
posed that the fraction of reactions that cause fragmenta-
tion at low-NOx conditions can be given as a function of
the O:C-ratio according to Eq. (13). This equation is also
used in the 2D-VBS model in ADCHEM, both for low- and
high-NOx conditions.

f =

(
O

C

)1/6

(15)

The different SOA-yields for benzene, toluene and xylene
at low- and high-NOx conditions are assumed to be caused
by the first oxidation reactions, which are considered before

the compounds enter the 2D-VBS. To account for the differ-
ent yields, the benzene, toluene and xylene molecules react-
ing through the high-NOx pathway are always assumed to
be fragmentized when they are oxidized, while those react-
ing through the low-NOx pathway are always functionalized.
The monoterpenes and isoprene always follows the low-NOx
pathway, independent of the NO and HO2 concentrations.

Figure S1 in the Supplement compares the modeled yields
with the two-product model parameterization of the mea-
sured BTX yields from Ng et al. (2007). For typical atmo-
spheric particle organic mass concentrations (1–10 µg m−3)

the BTX yields modeled with the 2D-VBS is about 4–11 %
for high-NOx conditions, while 15–35 % for low-NOx condi-
tions, at 300 K. This can be compared with the two-product
model SOA yields of 5–15 % for benzene, 2–8 % for toluene
and 1–4 % for xylene at high-NOx conditions and 37 % for
benzene, 36 % for toluene and 30 % for xylene at low-NOx
conditions.

2.4.4 POA volatility and IVOC emissions

Another key uncertainty with the modeled organic aerosol
formation in urban environments is the volatility of the or-
ganic emissions traditionally considered to be POA (Shri-
vastava et al., 2008 and Tsimpidi et al., 2010). Shrivastava
et al. (2008) used the 3D-CTM model PMCAMx to model
the organic aerosol in the US by either treating these tradi-
tional POA emissions as non-volatile (C∗ = 0) or as semi-
volatile (C∗ between 10−2 and 104 µg m−3). Their results
illustrate that condensation of oxidized organic compounds
formed from compounds which first evaporate after dilution
and then are oxidized in the atmosphere, has the potential to
significantly increase the summertime organic aerosol (OA)
in urban environments in the USA. In this work the tra-
ditional POA emissions were treated either as non-volatile
compounds (C∗ = 0 µg m−3) or as semi-volatile. These semi-
volatile POA (SVPOA) mass emissions were divided into
different C∗ channels according to the work by Robinson
et al. (2007), Shrivastava et al. (2008) and Tsimpidi et
al. (2010). Analogous with Robinson et al. (2007), Shrivas-
tava et al. (2008) and Tsimpidi et al. (2010) the intermediate
volatile organic carbon (IVOC) emissions (C∗ between 104

and 106 µg m−3), were assumed to be proportional and 1.5
times larger than the POA emissions (see Table S3 in the
Supplement).
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Recently performed chamber measurements on wood
smoke and diesel car POA emissions indicate that the POA
may evaporate slowly before reaching an equilibrium with
the gas phase (at least 1 h) (Grieshop et al., 2009). The spatial
and temporal resolution used in ADCHEM enables the treat-
ment of this mass transfer limited evaporation. Therefore all
POA emissions in ADCHEM are initially placed in the par-
ticle phase, although they at equilibrium to a large fraction
will be found in the gas phase. This enables ADCHEM to
study the diffusion-limited evaporation of the SVPOA down-
wind of the source region, followed by the oxidation of the
SVPOA in the gas phase and finally the re-condensation of
the oxidized SVPOA several hours after the initial emissions.

2.5 Radiative transfer model

The radiative transfer model is mainly used to calculate
the photolysis rate coefficients for the gas phase chemistry
model and to estimate the presence of clouds. The radiative
transfer model uses the quadrature two-stream approxima-
tion scheme, where the radiative fluxes are described with an
upward and downward flux component. The phase function
and the angular integral of the intensity field are approxi-
mated using the asymmetry parameter (g) and single scat-
tering albedo (w0). The model can be used to calculate the
radiative transfer in a vertically inhomogeneous atmosphere
with clouds and aerosols (Toon et al., 1989). The asymmetry
parameter and single scattering albedo for aerosol particles
and cloud droplets are calculated using a Mie-theory model.
The radiative transfer model is described more in detail in
Appendix G.

3 Methods for urban plume studies

In this section the methods used when modeling the prop-
erties of the aerosol particles inside the urban plume from
Malmö are described briefly. For a more detailed descrip-
tion of these methods, see Roldin et al. (2011). The model
is applied here for one case study, to test the model perfor-
mance and to illustrate the spatial and temporal variability of
the aerosol properties within the urban plume from Malmö.

3.1 Measurements

Particle and/or gas concentrations measured at three differ-
ent stations in Sweden were either used to validate the model
performance or as input to the model. The first station is
an urban background station positioned in Malmö (55◦36′ N,
13◦00′ E, 30 m a.s.l.), the second station is the EMEP back-
ground station at Vavihill (56◦01′ N, 13◦ 09′ E, 172 m a.s.l.),
about 50 km north from Malm̈o, and the third station is the
EMEP background station at Aspvreten (17◦ 23′ N, 58◦48′ E,
20 m a.s.l.), about 450 km north-east from Malmö. Descrip-
tions of the measurement stations at Vavihill and Aspvreten

can be found in Kristensson et al. (2008) and Tunved et
al. (2004), respectively.

The selected case study in this article is from the
21 June 2006. Figure 3 displays the selected air mass tra-
jectory for this case. The trajectory was derived with the
HYSPLIT model (Draxler and Rolph, 2011). It arrives at
100 m a.g.l. in Malm̈o, at 6 a.m. and passes over Vavihill
background station around 9 a.m. The trajectory starts over
England, 48 h upwind of Malm̈o and end 24 h downwind of
Malmö close to Stockholm. Locations A, B and C in Fig. 3
are Malm̈o, Vavihill and Aspvreten respectively. The trajec-
tory does not pass over Aspvreten, but about 50 km east from
the station. Therefore it is unlikely that the urban emissions
in Malmö influenced Aspvreten this time of the day. Still the
measured ozone level at Aspvreten was used to check if the
magnitude of the modeled ozone concentration was reason-
able, with the assumption that the background ozone level is
relatively uniform over large regional areas.

The particle number size distributions in Malmö and Vav-
ihill were measured with a Scanning Mobility Particle Sizer
(SMPS) and a Twin Differential Mobility Particle Sizer
(TDMPS). The SMPS system in Malm̈o measured the ur-
ban background particle number size distribution from 10 to
660 nm at a roof top station about 20 m a.g.l., at the town hall
in the north-west part downtown Malm̈o. During southerly
air masses this station detects most of the particle emissions
from Malmö. A description of the SMPS system in Malmö
can be found in Roldin et al. (2011).

The TDMPS system at Vavihill field station measures the
rural background particle number size distribution from 3 to
900 nm every 10 min. A detailed description of the TDMPS
at Vavihill can be found in Kristensson et al. (2008).

Measured concentrations of NO, NO2, O3 and SO2 at the
urban background station in Malm̈o and O3 at Vavihill were
compared with the modeled gas phase concentrations along
the trajectory (for more information about the gas phase mea-
surements see Roldin et al., 2011).

Apart from measured particle and gas concentrations,
wind direction measurements from a meteorological mast in
Malmö were used to verify that the urban plume from Malmö
was directed toward Vavihill. The wind direction was mea-
sured at 24 m a.g.l.

3.2 Model input

Vertical temperature and relative humidity profiles, wind
speed at two altitudes within the surface layer, rainfall in-
tensity, mixing height and emissions of isoprene, monoter-
penes, anthropogenic NMVOCs, NOx, SO2, CO, NH3 and
PM2.5 were included along the trajectories.

The meteorological data from the Global Data Assimila-
tion System (GDAS) were downloaded from NOAA Air Re-
source Laboratory Real-time Environmental Application and
Display sYstem (READY) (Rolph, 2011). The rainfall inten-
sity and mixing height data along the trajectory have a spatial
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Fig. 3. Map with the air mass trajectory from the HYSPLIT model
which was used when the urban plume from Malmö was modeled.
The trajectory starts over England 48 h upwind of Malmö. It ar-
rives in Malm̈o 100 m a.g.l. on the 21 June 2006, at 6 a.m. Down-
wind of Malmö (A) the trajectory moves northward over Sweden.
About 3 h downwind of Malm̈o the trajectory reach Vavihill(B) and
18 h downwind of Malm̈o it passes near the background station As-
pvreten(C).

resolution of 1 h and for every three hours, vertical tempera-
ture, wind speed and relative humidity profiles were received.
The vertical temperature and relative humidity data were lin-
early interpolated to the fixed vertical grid and the temporal
resolution, which were used for the simulations. Figure S2
in the Supplement shows the vertical temperature and relative
humidity profiles over Malm̈o and at 6 and 24 h downwind of
Malmö. The meteorological conditions were assumed to be
uniform in the horizontal direction perpendicular to the air
mass trajectory. The kinematic heat flux is estimated from
the horizontal wind speed gradient and potential temperature
gradient within the surface layer. The kinematic heat flux
is used to calculate the Monin-Obukov length which is ap-
plied when deriving the vertical and horizontal eddy diffu-
sivity profiles and the dry deposition velocity.

The initial particle number size distributions in ADCHEM
were estimated from the measured background particle num-
ber size distribution at Vavihill, according to the method de-
scribed in Roldin et al. (2011). Initially (48 h upwind of
Malmö) the PM2.5 mass fractions of each compound were
estimated to be: 0.35 organic material, 0.03 soot, 0.26 sul-
fate, 0.07 nitrate, 0.12 ammonium and 0.17 minerals (metal
oxides/hydroxides) below 1000 m a.g.l. and then changing
linearly to the top of the model domain (2000 m a.g.l.), to
0.23 organic material, 0.02 soot, 0.36 sulfate, 0.11 nitrate,
0.17 ammonium and 0.11 minerals. These values are in rea-
sonable agreement with the measured chemical composition
at several European sites (Jimenez et al., 2009). The sodium
and chloride concentrations were initially set to zero. Be-

cause the model is only initiated 48 h upwind of Malmö,
these initial particle properties may influence the particle
composition within the urban plume from Malmö, especially
for the particles larger than∼1 µm, which have a long life-
time and relatively small sources.

3.3 Spin-up time upwind of Malmö

The total run time of the simulations was 3 days, starting 2
days upwind of Malm̈o and continuing 1 day downwind of
Malmö. The first two days were used to initialize the par-
ticle and gas phase chemistry. During these days the parti-
cle number size distribution was kept fixed, while everything
else were allowed to change. Once the trajectory reached the
southern border of Malm̈o, the estimated local road emission
contribution from the particle number size distribution mea-
surements in Malm̈o, were included according to the method
described in Roldin et al. (2011). With this method the mod-
eled particle number size distribution at the measurement sta-
tion in Malmö become comparable with the measured parti-
cle number size distribution at that time. Downwind of the
urban background station in Malm̈o, the particle number size
distribution was allowed to change due to the aerosol dy-
namic processes, and vertical and horizontal mixing.

4 Results and discussion

Results from 23 separate model simulations will be com-
pared and discussed. The simulations were designed to study
the influence of: (1) the number of size bins, (2) the size
structure methods, (3) aerosol dynamic processes, (4) cou-
pled or uncoupled condensation, (5) the VBS or traditional
two-product model for secondary aerosol formation, (6) POA
as semi-volatile (SVPOA) or non-volatile, (7) intermediate
volatile organic carbon (IVOC) emissions with C∗ between
104–106 µg m−3, (8) the SOA formation from BVOC emis-
sions, (9) the SOA formation from BTX emissions, (10) the
influence from all anthropogenic gas phase emissions from
Malmö and (11) horizontal and vertical mixing. The model
runs are listed below. If not otherwise specified the full-
stationary structure with 100 size bins between 1.5 and
2500 nm in diameter was used, the condensation/evaporation
was solved as an uncoupled process, both vertical and hori-
zontal mixing was considered, the 2D-VBS method was used
for the partitioning of organic compounds between gas and
particle phase, POA was assumed to be semi-volatile and
IVOC emissions were considered.

1. All processes included (base case)

2. Full-stationary structure with 50 size bins

3. Full-stationary structure with 25 size bins

4. Moving-center structure with 25 size bins

5. Moving-center structure with 10 size bins
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6. Combination of full-stationary and moving-center

structure with 25 size bins

7. Coupled condensation

8. Two-product model

9. No aerosol dynamic processes

10. No dry deposition

11. No coagulation

12. No condensation

13. No wet deposition

14. No homogeneous nucleation

15. Doubled mixing height.

16. Doubled horizontal turbulent diffusivity

17. 1D model (without horizontal mixing)

18. Non-volatile POA (NVPOA)

19. No IVOC emissions in and downwind of Malm̈o

20. No BVOC emissions in and downwind of Malm̈o

21. No anthropogenic gas phase emissions over Malmö (no
NOx, SO2, NMVOCs and IVOCs emissions)

22. No BTX emissions in and downwind of Malm̈o

23. Unity mass accommodation coefficients

4.1 Physical particle properties

In Fig. 4a–b the modeled particle number size distributions
at Vavihill (3 h downwind of Malm̈o) and 24 h downwind of
Malmö, for different number of size bins and size structure
methods, are compared. Given is also the measured parti-
cle number size distribution at Vavihill, at the time of arrival
of the air mass trajectory. The results are from the center
of the urban plume at the surface. At Vavihill (Fig. 4a) all
simulations are in good agreement with each other and the
measured particle number size distribution. This illustrates
that for short time scales (a few hours) the model results are
fairly insensitive of the number of size bins and which size
structure method that is used, especially if the condensation
or evaporation rates are small. 24 h downwind of Malmö
(Fig. 4b) the difference between the simulations becomes
more evident. This is especially the case for the moving-
center method and the full-stationary method when using 25
size bins. For the full-stationary method with 25 size bins,
the numerical diffusion significantly broadens the size dis-
tribution (see Sect. 2.2.1). With the moving-center method
errors can appear when particles from the lower size bins
are averaged with the particles in higher size bins, which

Fig. 4. Modeled particle number size distributions in the center of
the urban plume at Vavihill(a) and 24 h downwind of Malm̈o (b),
using different size structure methods. The results are from the sim-
ulations with the full-stationary structure using 100, 50 or 25 size
bins, moving-center structure with 25 or 10 size bins and a com-
bination of the moving-center method and full-stationary method
using 25 size bins (Mov/St). Panel(a) also displays the modeled
(fitted) particle number size distribution at the measurement sta-
tion in Malmö and the measured particle number size distribution
at Vavihill.

causes some bins to get too low concentrations (zero con-
centration) while bordering size bins get too high concentra-
tions. In Fig. 4b this can be seen around 600 nm in diam-
eter. For the moving-center method this problem is solved
by decreasing the number of size bins, while for the full-
stationary method the accuracy increases with the number of
size bins. Figure 4a–b also shows the result from one sim-
ulation with 25 size bins, where the moving-center method
was used except once every 360th time step (6 h) when the
full-stationary method was used. This combination of the
two methods gave much smaller numerical diffusion than the
full-stationary method and still eliminated the problems seen
with the moving-center method.

Figure 5a–b compares the modeled particle number size
distributions with or without different aerosol dynamic pro-
cesses at Vavihill and 24 h downwind of Malmö. The re-
sult without wet deposition is only given at 24 h downwind
of Malmö since no rainfall affected the size distribution be-
tween Malm̈o and Vavihill. About 2 h downwind of Vavi-
hill a light rainfall (∼0.5 mm h−1) started and continued for
a few hours, which affect the size distribution 24 h downwind
of Malmö. The rainfall intensity was assumed to be constant
within the whole model domain.
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Fig. 5. Modeled particle number size distributions in the center of
the urban plume at Vavihill (a andc) and 24 h downwind of Malm̈o
(b and d), without different aerosol dynamic processes (a and b)
and changed vertical or horizontal mixing (c andd). Panels(a) and
(b) give the results from the simulations with all aerosol dynamic
processes included (base case), no aerosol dynamic processes, no
condensation, no coagulation, no dry deposition and no wet depo-
sition (only in b)). Panels(c) and(d) display the results from the
base case simulation, doubled mixing height (MH), no horizontal
mixing (1D-model) and doubled horizontal mixing (2× Ky). In (a)
the modeled (fitted) particle number size distribution at the mea-
surement station in Malm̈o and the measured particle number size
distribution at Vavihill is also illustrated.

The aerosol dynamic processes with largest influence on
the particle number concentration both at Vavihill and 24 h
downwind of Malm̈o was dry deposition. The reason for this
is mainly the relatively few nucleation mode particles. Con-
densation and evaporation had little influence on the results
at Vavihill but larger influence on the size distribution 24 h
downwind of Malm̈o. Using unity mass accommodation co-
efficients for all condensable compounds instead of the val-
ues given in Sect. 2.2.2 had negligible impact on the mod-
eled particle number size distribution and chemical compo-
sition (not shown). The primary particle emissions between
Malmö and Vavihill had a marginal impact on the size distri-
bution below 30 nm which can be seen when comparing the
initial particle number size distribution and the results with-
out aerosol dynamic processes.

When not considering aerosol dynamic processes the size
distribution was almost preserved between Malmö and Vav-
ihill. This illustrates that on short time scales, vertical and
horizontal mixing had little influence on the model results

in the center of the urban plume. For the vertical mixing,
this is mainly due to the low and constant boundary layer
height at 300 m between Malm̈o and Vavihill. An increasing
mixing height effectively dilutes the boundary layer. This
explains why the number concentration is significantly lower
24 h downwind of Malm̈o than in the city, even without any
aerosol dynamic processes.

The homogeneous nucleation downwind of Malmö had a
marginal impact on the modeled particle number size dis-
tribution above 5 nm in diameter, within 24 h downwind of
Malmö (not shown). The main reason for this was probably
not the formation rate (J1.5 nm) which reached a maximum
of about 1 s−1 within the boundary layer during the after-
noon. Instead the limiting factors were likely the diameter
growth rate of the smallest particles and the relatively large
coagulation sink. The growth rate of the smallest particles is
determined by the concentrations of low-volatile compounds
(e.g. H2SO4 and some organic compounds). Unfortunately
the amount and origin of the low-volatile organic compounds
which can contribute to the initial growth of these particles
are not well known. Therefore it is not possible to dismiss
the possibility that the model significantly underestimated
the growth rate of the particles below 5 nm in diameter.

Figure 5c–d illustrate the modeled particle number size
distributions at Vavihill and 24 h downwind of Malm̈o from
the simulations with doubled mixing height (MH), no hori-
zontal mixing (1-D model) and doubled horizontal eddy dif-
fusivity (2× Ky). When doubling the mixing height the par-
ticle number concentration became slightly higher. This is
mainly due to the decreasing influence of dry deposition. It
is important to mention that the initial particle number size
distribution in Malm̈o within the whole boundary layer was
assumed to be the same for both mixing heights.

Figure 6 shows the modeled particle number concentra-
tion (PN) within the whole 2-dimentional model domain
(2 km× 20 km) at different distances (times) downwind of
Malmö. At Vavihill (Fig. 6a) the concentration difference
between the background and the urban plume is still distinct
both in the vertical and horizontal direction. The explana-
tion to this is that the atmospheric stability prevented large
horizontal dispersion and the mixing height in the model
was fixed at 300 m a.g.l. between Malmö and Vavihill, which
prevented significant vertical dilution. Downwind of Vavi-
hill (between 10 a.m. and 12 a.m.) the mixing height in the
model rose to 1000 m which effectively diluted the bound-
ary layer. During the evening (4 p.m. until 9 p.m.) the mix-
ing height decreased to 300 m and a stable residual layer
was created. The residual layer can be distinguished 12 h
downwind of Malm̈o as a horizontal streak with higher par-
ticle number concentrations between 700 and 1000 m a.g.l.
(Fig. 6b). This concentration difference was even more pro-
nounced 24 h downwind of Malm̈o (Fig. 6c). The increasing
concentration difference between the boundary layer and the
residual layer was caused by the dry deposition losses in the
well mixed boundary layer. 24 h downwind of Malmö, when
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Fig. 6. Modeled total particle number concentration (PN)(a) 3 h
downwind of Malm̈o, (b) 12 h downwind of Malm̈o and(c) 24 h
downwind of Malm̈o, in the whole model domain (20 km in the
horizontal and 2 km in the vertical direction) perpendicular to the
air mass trajectory. Vavihill (VVHL) is position in the center of the
horizontal model domain 3 h downwind of Malmö.

parts of the residual layer had been separated from the sur-
face for up to 12 h, the concentration gradient between the
boundary layer (0–300 m) and residual layer (300–1000 m)
was much larger than the concentration gradient between
the center of the urban plume and the horizontal boundaries
(Fig. 6c).

4.2 Chemical gas and particle phase properties

All the measured gases (NO, NO2, O3 and SO2) were well
captured by the model in Malm̈o, when considering the an-
thropogenic gas phase emissions in the city (Fig. 7). Unfor-
tunately O3 was the only gas phase compound that was mea-
sured with high time resolution at Vavihill and Aspvreten.
The modeled O3 concentration agrees very well with the
measured concentrations at Malmö. At Vavihill and As-
pvreten the model seems to overestimate the O3 concentra-
tion with 10–20 %.

The modeled PM2.5 mass of ammonium, nitrate, sulfate,
organic material and soot, from one hours upwind of Malmö
until 24 h downwind of Malm̈o are given in Fig. 8a. At
Malmö there was a significant increase in the soot mass and
to a smaller extent the organic mass because of the primary
particle emissions in the city. This primary particle mass in-
crease is constrained by the measurements at the urban back-
ground station in Malm̈o (see Sect. 3.3). The soot particle
mass emitted in Malm̈o was primarily lost by dry deposition

Fig. 7. Modeled concentrations of(a) O3, (b) NO and NO2, (c) SO2
and (d) OH at the surface, from 6 h upwind of Malmö (00:00) to
24 h downwind of Malm̈o (06:00), in the center of the urban plume
and outside the urban plume. Given are also the measured O3 con-
centrations in Malm̈o, at Vavihill and at Aspvreten, and the mea-
sured NO, NO2 and SO2 concentrations in Malm̈o.

between Malm̈o (6 a.m.) and 10 a.m. After this the mixing
height rose steeply, which effectively diluted the boundary
layer (see e.g. Fig. 10e).

A large fraction of the organic particle mass consists of
semi-volatile compounds which can be transported to or from
the particle phase when the temperature or concentrations
changes (see Fig. 12). Still, the modeled organic PM2.5 mass
shows no visible correlation with the semi-volatile ammo-
nium nitrate content. The reason for this is that it was the
relative humidity and not the temperature fluctuations which
mainly were responsible for the large changes in the PM2.5
ammonium nitrate content. In the model all organic com-
pounds were assumed to be water insoluble and therefore the
organic particle mass was not directly affected by the relative
humidity. When considering coupled condensation, the par-
ticle nitrate content was smaller while the ammonium con-
tent was about the same as for the uncoupled condensation
simulations. The reason for this is that the particles were
not fully neutralized with the uncoupled condensation simu-
lations (between 50 and 20 % of the sulfate was in the form
of bisulfate (HSO−4 ) and the rest SO−2

4 , with least neutralized
particles 24 h downwind of Malm̈o).

Figure 8b–c illustrates the modeled mass size distributions
of the major particle compounds. Noticeable is that the ni-
trate content is shifted toward larger particle sizes when us-
ing uncoupled condensation while the organic mass is mainly
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Fig. 8. (a) Modeled PM2.5 ammonium, nitrate, sulfate, organic
aerosol (OA) and soot masses from 1 h upwind of Malmö (05:00)
until 24 h downwind of Malm̈o. For ammonium and nitrate results
are shown both from the uncoupled and coupled condensation sim-
ulations. Panels(b) and (c) gives the modeled particle mass size
distributions of the different compounds at Vavihill and 24 h down-
wind of Malmö.

found on smaller particles. This is especially pronounced
24 h downwind of Malm̈o. Similar separation of particu-
late nitrate and organic material on different particle sizes are
commonly observed with aerosol mass spectrometer (AMS)
at Vavihill (Roldin et al., 2011). The reasons for this will be
discussed below.

Figure 9 gives the size resolved mass fractions of ammo-
nium, nitrate, sulfate, sodium, soot and organic material and
the pH, in each size bin, from the base case simulation. Am-
monium and nitrate were well correlated above 100 nm in
diameter and cycle between the accumulation mode and the
gas phase, mainly driven by the relative humidity fluctua-
tions. Downwind of Malm̈o the sulfate was mainly found
in the Aitken and accumulation mode while the organic ma-
terial dominated in the nucleation and Aitken mode, com-
prising between 50 and 90 % of the total mass below 50 nm
in diameter, except in and near Malmö where the Aitken
mode particles mainly were composed of soot. The pH of
the aerosol particle water content varied with the size of the
particles, from about 1 in the nucleation mode to 2.5 in the
coarse mode. These pH-values can be compared with the pH
of fully neutralized water of 5.6 (at 380 ppmv CO2). The
main reason why the pH increases with the particle size is
that the condensation growth rate of sulfuric acid is indepen-
dent of the pH and the relative molar condensation growth
rate is proportional to the Fuchs-Sutugin-corrected aerosol
surface area (approximately proportional to the particle di-

ameter) and not to the particle volume. Since the diameter to
volume ratio increases with decreasing particle size, the sul-
fate concentration in the particle water phase decreases with
increasing particle diameter. The lower hydrogen ion con-
centration in the larger particles explains why the nitrate was
shifter toward larger particles when using uncoupled conden-
sation but not when using coupled condensation (no pH de-
pendence).

Figure 10 gives the modeled vertical PM2.5 mass pro-
files of different chemical compounds, in the center of the
model domain, 6 h upwind of Malm̈o until 24 h downwind
of Malmö. The mixing height is also illustrated. As a com-
plement to Fig. 10, Fig. S4 in the Supplement shows the gas
phase concentrations of ammonia, nitric acid, sulfuric acid
and NOx in the vertical direction. The PM2.5 nitrate and
ammonium masses have a maximum 4 to 6 h downwind of
Malmö in the whole boundary layer, caused by the high rela-
tive humidity at that time (∼90 %). In contrast, the gas phase
ammonia and nitric acid show a different pattern with max-
imum concentrations upwind of Malm̈o. The PM2.5 sulfate
content was larger above the boundary layer over Malmö
than in the boundary layer. The organic PM2.5 mass was
highest near the ground and up to about 1200 m which was
approximately the maximum altitude of the boundary layer
upwind and downwind of Malm̈o. The soot mass increased
quickly over Malm̈o within the boundary layer but was ef-
fectively diluted when the mixing height rose steeply around
10 a.m. As expected the NOx concentration (Fig. S4d) is well
correlated with the soot particle mass. The reason for this is
that both compounds mainly originate from the diesel fueled
vehicle emissions in Malm̈o.

4.2.1 Organic particle content

Figure 11 displays the PM2.5 organic mass difference be-
tween the base case simulation and the following case
studies: (1) without anthropogenic gas phase emissions in
Malmö, (2) without BTX emissions in and downwind of
Malmö, (3) without IVOC emissions in and downwind of
Malmö, (4) no BVOC emissions in and downwind of Malmö,
(5) Non-volatile POA (NVPOA) instead of SVPOA and
(6) the two-product model instead of the 2D-VBS.

As a result of the lower OH concentration and higher NO
concentration induced by the anthropogenic gas phase emis-
sions in Malm̈o (see Fig. 7), the modeled organic PM2.5
mass becomes larger without anthropogenic gas phase emis-
sions in Malm̈o for the first 10 h downwind of Malm̈o. How-
ever, more than 10 h downwind of the city the organic PM2.5
mass becomes slightly higher for the base case.

As expected the simulations without BTX, IVOC or
BVOC emissions, all give lower organic mass than the base
case simulation. One major difference between the BTX and
the IVOCs is that the IVOCs generally only need to be ox-
idized one or two steps, while BTX need at least two ox-
idation steps, before they are low-volatile enough to form
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Fig. 9. Modeled size resolved particle mass fractions and pH in
each size bin, starting 6 h upwind of Malmö (00:00) and ending 24 h
downwind of Malm̈o, (a) for ammonium,(b) nitrate, (c) sulfate,
(d) organic aerosol,(e)soot and(f) pH.

SOA. Therefore the IVOC emissions from Malmö mainly in-
creased the organic mass within 6 h downwind of the city
(during the morning) while the BTX oxidation products
(dominated by xylene oxidation products) mainly formed
ASOA between 6 and 12 h downwind of the city (during the
afternoon). During the evening and night (15–22 h down-
wind of the city) the OH concentration was very low (Fig. 7d)
and therefore little ASOA was formed during this time pe-
riod. 24 h downwind of Malm̈o the IVOC and BTX emis-
sions from Malm̈o contributed to approximately 0.1 µg m−3

of the modeled organic PM2.5 mass, 24 h downwind of the
city. This can be compared with the biogenic SOA forma-
tion from the BVOC emissions from the Swedish forest of
0.35 µg m−3, 24 h downwind of Malm̈o.

Although the uncertainties are large, especially for the
IVOC emissions, and the daily variability in the BVOC emis-
sions can be considerable, these results indicate that during
the summer months the ASOA formation more than a few
hours downwind of Malm̈o is small compared to the BSOA
which is formed from the Swedish forest emissions.

The uncertainties concerning the modeled organic aerosol
mass is not just related to the SOA formation but also the
magnitude of the POA emissions and the volatility of these
emissions. If treating the POA emissions in and downwind
of Malmö as non-volatile instead of semi-volatile, the POA
mass becomes larger at and near the emission source (see
Fig. 11). If the POA is considered to be semi-volatile, part of
it will evaporate from the particle phase, within a time scale
of approximately one hour after the emissions. The com-

Fig. 10. Modeled PM2.5 masses of ammonium(a), nitrate(b), sul-
fate (c), organic aerosol(d), soot(e) and the relative humidity(f),
from 6 h upwind of Malm̈o (00:00) until 24 h downwind of Malm̈o,
in the vertical direction (0–2000 m a.g.l.), in the center of the urban
plume. The mixing height along the trajectory is also displayed.

pounds are then oxidized in the atmosphere and form less
volatile oxidized organic compounds which can condensate
on the available particle surfaces. For the 2D-VBS model
simulations, most of these compounds returned to the parti-
cle phase between 4 to 7 h downwind of Malmö, and more
than 7 h downwind of the city, the organic PM2.5 mass from
the base case simulation even exceeded the simulation with
NVPOA (see Fig. 11). There are at least two reasons why
the organic mass becomes larger with SVPOA instead of
NVPOA. One reason is that the dry and wet deposition losses
of organic gas phase compounds are insignificant compared
to the dry and wet deposition losses of particles. Hence, the
evaporated POA found in the gas phase will not be deposited
before it re-condensates. A second reason is that the molar
mass of the organic compounds increases when they are oxi-
dized in the atmosphere.

Apart from the uncertainties related to the magnitude of
the POA and SOA precursor emissions and their volatility,
the model results also depend on the structure of the organic
partitioning model (see Sect. 2.4). In Fig. 11 the difference
in organic PM2.5 mass between the two-product model and
2D-VBS model base case simulation is displayed. The over-
all difference is relatively small and within the range of vari-
ability related to the POA volatility, and BVOC and anthro-
pogenic VOC emissions. However, the dynamics of the or-
ganic mass formation downwind of Malm̈o is substantially
different. Within 4 h downwind of the city the difference
in the organic PM2.5 mass between the base case and the
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Fig. 11. Modeled organic PM2.5 mass difference (1Mo) between
the base case and the following case studies: (1) without any an-
thropogenic gas phase emissions in Malmö, (2) no BTX emissions
in and downwind of Malm̈o, (3) no IVOC emissions in and down-
wind of Malmö, (4) no BVOC emissions downwind of Malm̈o, (5)
with NVPOA in and downwind of Malm̈o and (6) the two-product
model simulation.

two-product model simulations changes from−0.1 µg m−3

to 0.2 µg m−3. The main reason for this is the faster re-
condensation of the evaporated POA and condensation of the
IVOCs oxidation products with the two-product model com-
pared to the 2D-VBS model (base case).

Both with the 2D-VBS model and the two-product model
ADCHEM considers the diffusion limited condensation and
evaporation of organic compounds with a wide range of
volatilities. Because of the Kelvin effect more volatile com-
pounds are shifted toward larger particle sizes than less
volatile compounds. The least volatile compounds (C∗ <

10−1µg m−3) which condense onto the Fuchs-Sutugin-
corrected aerosol surface area size distribution evaporate
slowly, while more volatile compounds (C∗ > 101 µg m−3)

quickly condensate and evaporate from the particle surfaces
until equilibrium between the gas phase and all particle sizes
is reached.

In Fig. 12a the size resolved organic mass fractions of ox-
idized compounds (O:C-ratio between 0.1 and 1) with differ-
ent volatility (C∗) are displayed. The model results are from
the base case model run with the 2D-VBS model, 24 h down-
wind of Malmö. The oxidized organic compounds originate
from gas phase compounds or from POA which has evapo-
rated. As a consequence of the Kelvin effect, the oxidized
organic compounds are distributed differently depending on

Fig. 12. (a)Size resolved organic mass fractions of oxidized com-
pounds (O:C-ratio between 0.1 and 1) with different saturation con-
centrations (C∗). The results are from the base case simulation with
the 2D-VBS model, 24 h downwind of Malm̈o. (b) Size resolved
mass fractions of BSOA, ASOA from BTX oxidation through the
low- and high-NOx pathway, and POA and IVOC oxidation prod-
ucts. The results in(b) are from the two-product model simulation,
24 h downwind of Malm̈o.

their volatility. For instance the compounds with C∗ equal to
10 are not found on particles smaller than 100 nm in diameter
while compounds with C∗ equal to 0.1 are even found on the
nucleation mode particles below 2 nm in diameter.

Figure 12b gives the size resolved organic mass frac-
tions of BSOA, ASOA from BTX oxidation products formed
through the high- or low-NOx pathway, and POA and IVOCs
oxidation products, modeled with the two-product model. In
the two-product model the BTX oxidation products formed
through the low-NOx pathway are assumed to be non-volatile
(C∗ = 0). Hence, these organic compounds are not affected
by the Kelvin effect and can condensate even on the small-
est particle sizes. The POA dominated over the SOA in the
size range between 3 and 30 nm but contributed to less than
10 % of the organic mass content between 50 and 1000 nm
in diameter. The BSOA and ASOA compounds formed from
the BTX oxidation through the high-NOx pathway have vari-
able volatility but none of these compounds is completely
non-volatile. The BSOA is mainly found on particles larger
than 100 nm in diameter but a smaller fraction of less volatile
compounds is also found on the particles between 10 and
100 nm in diameter. The ASOA formed from the BTX oxi-
dation through the high-NOx pathway is separated into three
distinct volatility classes. The least volatile of these com-
pounds are found on particle sizes down to 30 nm in diame-
ter, an intermediate volatile class of compounds is found on
particles larger than 100 nm in diameter and the most volatile
compounds are mainly distributed onto particles larger than
300 nm in diameter.
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5 Summary and conclusions

In this work a trajectory model for Aerosol Dynamics, gas
phase CHEMistry and radiative transfer calculations (AD-
CHEM) was developed and evaluated. The model consid-
ers both vertical and horizontal dispersion perpendicular to
an air mass trajectory. The Lagrangian approach makes
the model computationally faster than available regional 3D-
CTMs. This enables a more detailed representation of the
aerosol dynamics, gas and particle phase chemistry with size
resolved partitioning of 110 different organic compounds and
a fine spatial and temporal resolution. These features make
it well suited for modeling of ageing processes relevant for
climate and population health, from local to regional scales.
Possible ADCHEM applications are:

– Studies of particle size dependent condensation and
evaporation of semi-volatile gas phase species (e.g.
HNO3, NH3, HCl and oxidation products of VOCs).

– Modeling the urban influence on the oxidizing capacity
of the atmosphere (e.g. ozone, OH, HO2, NO3, NO con-
centrations affecting the ASOA and BSOA formation).

– Transformation of real-world size-resolved primary par-
ticle emissions to a grid scale treated by regional and
global 3D-CTMs, accounting for sub-grid scale pro-
cesses.

– Studies of new particle formation and growth within ur-
ban plumes or large scale regional nucleation events.

– Estimating the urban influence on cloud condensation
nuclei (CCN) properties (indirect effect).

– Studies of the urban emissions influence on the aerosol
optical properties and radiative balance (direct effect).

– Population exposure and respiratory dose studies.

When using more than 50 size bins between 1.5 and
2500 nm the full-stationary method gave relatively little nu-
merical diffusion, while when using only 10 size bins the
moving-center method which almost eliminates numerical
diffusion was a better choice. When using 25 size bins nei-
ther of these two methods was ideal, but a combination of the
two methods gave good representation of the particle number
size distribution.

The dry deposition together with the vertical dilution when
the mixing height increases were the processes with largest
influence on the particle number size distribution and number
concentration downwind of Malm̈o. Hence, together these
processes effectively decrease the horizontal and vertical par-
ticle number concentration gradient between urban plume
and the background. During the night when a residual layer
is formed the dry deposition causes a significantly lower par-
ticle number concentration within the boundary layer com-
pared to the residual layer.

When using uncoupled condensation, significantly more
particle phase nitrate was formed than if assuming coupled
condensation. The particle nitrate is also shifted towards
larger particle sizes with uncoupled condensation compared
to coupled condensation. These differences occur since the
aerosol particles were not fully neutralized and the pH in-
creases with the particle size. This illustrates that coupled
condensation should not be used if the aerosol particles are
not fully neutralized.

For the considered case study the air mass trajectory spent
much time over the ocean upwind of Malmö (see Fig. 3).
Here there are no or very small emissions of ammonia but
relatively large emissions of SO2 from ship traffic. This can
explain why the aerosol particles were not fully neutralized.
If the air mass instead would have been traveling over large
agricultural areas in Europe the aerosol would likely have
been more neutralized and the agreement between the un-
coupled and coupled condensation simulations would have
been better.

The 2D-VBS model and the two-product model in AD-
CHEM consider the diffusion limited condensation and evap-
oration of 110 and 40 organic compounds respectively, with
a wide range of volatilities. This gives a realistic particle size
dependent and dynamic organic mass partitioning which can-
not be treated by available equilibrium models. The dynamic
and size resolved organic mass partitioning is especially im-
portant during the ageing of SVPOA, which starts with dif-
fusion limited evaporation, followed by oxidation reactions
in the gas phase and then finally the re-condensation of the
formed oxidized organic compounds. Unfortunately, it is
computationally expensive to keep track of all organic com-
pounds in each size bin and each grid cell, and hence this dy-
namic and size resolved partitioning of organic compounds
can probably not be used in available regional 3D-CTMs.

Lane et al. (2008) compared the modeled organic aerosol
from the PMCAMx 3D-CTM using the two-product model
or VBS approach and concluded that the model framework
(e.g. two-product model or VBS) is less important than the
parameters used in the model (e.g. saturation concentrations
and yields). The good agreement of the total organic parti-
cle mass found between 2D-VBS and the two-product model
simulations in this study support this finding. However, since
the two-product model used in ADCHEM assumes that it
is the first oxidation reaction that is rate limiting and deter-
mines the properties of the final products, the dynamics of
the organic mass formation downwind of Malmö cannot be
as precisely represented as with the 2D-VBS model. The
largest advantage with the two-product model compared to
the 2D-VBS model is that the simplified oxidation mecha-
nism makes it computationally feasible to keep track of the
origin to the formed OA (e.g. if it is BSOA, ASOA or POA).
Hence, the two-product model and the 2D-VBS models used
in ADCHEM are good complement to each other, and the
choice of model should be made according to the type of
application.
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For more information about the Malm̈o emissions influ-
ence on climate relevant particle properties within the urban
plume, the reader is referred to Roldin et al. (2011), where
ADCHEM is applied to 26 trajectories for the period April
2005 to October 2006.

Appendix A

Atmospheric diffusion

The kinematic heat flux(FH) is used in the model when
calculating the eddy diffusivity coefficients and the dry de-
position velocities. The kinematic heat flux in the surface
layer can be approximated with Eq. (A1) (Stull Appendix H,
2000).

FH = −KH ·
1θ

1z
, KH = κ2

·z2
·

∣∣∣∣1v1z
∣∣∣∣ (A1)

v is the horizontal wind speed,κ is the von Ḱarmán constant,
KH is the heat eddy viscosity,z is the altitude andθ is the
potential temperature.

The eddy diffusivity in the vertical direction in the bound-
ary layer is calculated using Eqs. (A2), (A3) and (A4) for sta-
ble, near neutral and unstable conditions, respectively. Equa-
tion (A2) is adopted from Businger and Arya, 1974, Eq. (A3)
from Myrup and Ranzieri, 1976 and Eq. (A4) from Tirabassi
and Rizza, 1997. Above the boundary layer the eddy diffu-
sivity is approximated using Eq. (A2).

Kz =
κu∗z

0.74+4.7(z/L)
exp(

−8f z

u∗

)
h
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>10 (A2)
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Kz = κw∗z(1−
z

h
)

h

L
<−10 (A4)

h is the mixing height,u∗ is the friction velocity,f is the
Coriolis parameter,L is the Monin-Obukhov length andw∗

is the convective scaling velocity.
The horizontal eddy diffusivity is estimated using

Eq. (A5), if the flux Richardson number is negative (unstable
atmosphere) (Seinfeld and Pandis, 2006). If the atmosphere
is stable the horizontal diffusivity is set as two times the
largest vertical eddy diffusivity (Tirabassi and Rizza, 1997).

Ky = 0.1w∗h (A5)

Appendix B

Numerical solution to the atmospheric diffusion equation

The atmospheric diffusion equation (Eq. 1) is discretized us-
ing the second order five-point formula (Eq. B1).

For k=1,....N, n=1,....N
1c
1t k,n

=
1
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2
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2 ,n
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2
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(B1)

N is the number of grid cells in the vertical and horizon-
tal direction. hk,n is the rest terms containing the boundary
values. If dry deposition and emissions are included directly
in the atmospheric diffusion equation these terms will enter
here.

As horizontal boundary conditions the concentration gra-
dient∂c/∂y was set to zero. If the ground-level emission rate
(E) and dry deposition are included in the boundary con-
ditions at the ground they are described by Eq. (B2). The
boundary conditions at the top of the vertical model domain
are given by Eq. (B3).

vdc−Kz
∂c

∂z
=E (B2)

∂c

∂z
= 10−3cm−3m−1 (B3)

vd andE is the dry deposition velocity and emission of
particles or gases.

Equation (B1) can be written in matrix form with one ma-
trix for each space dimension (Tz andTy) (Eq. B4).

1c

1t
= (

1

1z2
Tz+

1

1y2
Ty)c+hz,y (B4)

For each time step that the model takes, Eq. (B4) is solved
using the second order implicit trapezoidal rule (Crank-
Nicolson method). The procedure is described by Iserles
(2004). Equation (B5) is the final expression used to solve
the atmospheric diffusion equation in 2-space dimensions.
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Appendix C

Brownian coagulation

The coagulation coefficient between two particles of same
or different diameters is given by Eq. (C1).β is the Fuchs
correction factor, given by Eq. (C2) (Seinfeld and Pandis,
2006).

Kij = 2πβij (DpiDi+DpiDj +DpjDi+DpjDj ) (C1)

www.atmos-chem-phys.net/11/5867/2011/ Atmos. Chem. Phys., 11, 5867–5896, 2011



5890 P. Roldin et al.: Development and evaluation of an aerosol dynamics model

βij =
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α is the collision efficiency which can be assumed to be 1
for all particle sizes (Clement et al., 1996),mi is the singe
particle mass in size bini,c̄i is the mean particle velocity
andli is the mean free path.

Equation (C1) is used to calculate a matrix containing all
possible coagulation rates between two particles with differ-
ent or equal diameters for the finite diameter size bins con-
sidered.

The splitting parameters used to divide the formed single
particle volumes into the fixed size bins, are calculated with
Eq. (C3).

y1,i,j =
(Vp,i+1−Vp,coag,i,j )

(Vpi+1−Vpi )
, Vp,coag,i,j =Vp,i+Vp,j

y2,i,j = 1−y1,i,j

(C3)

y1,i is the fraction of the single particle volume of the formed
particle (Vp,coag,i,j ) which will fall into the smaller size bini
andy2,i is the fraction of particle volume which will fall into
the larger size bini+1.

The coagulation sink and source are described by
Eqs. (C4) and (C5). Combining the coagulation sources and
sinks gives the final equations used to calculate new particle
size distributions, in each grid cell (Eq. C6).

Coagsink,i,j =Kij ci ·cj (C4)

Coagsource,i,j = ai,jKij ci ·cj , if

i= j, ai,j = 0.5, else ai,j = 1 (C5)

ci = ci+

N∑
j

(
y1,i,j ·Coagsource,i,j +y2,i−1,j ·

Coagsource,i−1,j − Coagsink,i,j
)
·1t (C6)

The volume change of different species (k) in the aerosol
particle phase due to coagulation between particles in size
bin i andj is derived with Eq. (C7).
dVi,j,k
dt

= y1i,j ·Coagsource,i,j ·xcoagi,k ·Vp,coag,i

+y2i−1,j ·Coagsource,i−1,j ·xcoagi−1,k ·Vp,coag,i−1

−Coagsink,i,j ·Vp,i ·xi,k

(C7)

xi,k is the volume fraction of speciesk in size bini and
xcoag,i,k is the volume fraction of speciesk in the formed
particle.

Equation (C8) gives the volume of speciesk in each size
bin.

Vi,k =Vp,i ·xi,k+

N∑
j

dVi,j,k

dt
·1t (C8)

Appendix D

Dry deposition velocities of particles

Equation (D1) gives the dry deposition loss rate (νd) of par-
ticles. ra is the surface layer resistance,rb the quasi-laminar
layer resistance andvs is the settling velocity.

vd =
1

ra+rb+rarbvs
+vs (D1)

The settling velocity is given by Eq. (D2).

vs =
ρpD

2
pgCc

18µ
(D2)

ρp is the particle density,µ is the dynamic viscosity,Cc is
the Cunningham slip correction factor andg is the accelera-
tion of gravity

The surface layer resistance can be expressed by Eqs. (D3)
and (D4) for stable and unstable atmosphere, respectively
(Seinfeld and Pandis, 2006).

ra =
1

κu∗

(ln(
z

z0
)+4.7(Rf s−Rf 0) (D3)

ra =
1
κu∗
(ln( z

z0
)+ ln(

(η2
0+1)(η0+1)2

(η2
s+1)(ηs+1)2

)+2(tan−1ηs− tan−1η0))

η0 = (1−15Rf 0)
1/4, ηs = (1−15Rf s)

1/4, Rf 0 =
z0
L
, Rf s =

zs
L

κ = 0.4(von Karman constant)

(D4)

z0 is the roughness length andu∗ is the friction velocity.
The surface layer height (zs) can be approximated as one
tenth of the total mixing height (Seibert et al., 1997).Rf0
is the non-dimensional flux Richardson number at the rough-
ness length scale height (z0) andRfs is the flux Richardson
number at the surface layer height. IfRf is larger than zero,
the atmosphere is stable and Eq. (D3) is used, and ifRf is
smaller than zero, the atmosphere is unstable and Eq. (D4) is
used instead.

The quasi-laminar resistance is calculated with Eq. (D5)
over land (Zhang et al., 2001, Seinfeld and Pandis, 2006)
and with Eq. (D6) over ocean (Slinn and Slinn, 1980).

rb =
1

3u∗R1(Sc
−γ+(St/(α+St))2+0.5(Dp/A)2)

R1 = exp
(
−St1/2

) (D5)

rb =
κ ·ν

u2
∗

1

(Sc−1/2+10−3/St )
(D6)

R1 is the fraction of particles that stick to the surface upon
contact.A, α andγ are surface specific parameters given by
Zhang et al. (2001) for 12 different land use categories.St is
the Stokes number andScis the Schmidt number.
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Table E. Explicit scheme used to estimate the particle salt molar composition.

Salt
if nS(VI)>

nNH4 +nNa

if nS(VI)<

nNH4 +nNa
&
nS(VI)+nNO3
>nNH4 +nNa

if nS(VI)+nNO3
≤ nNH4 +nNa
&
2nS(VI)+nNO3
>nNH4 +nNa

if 2nS(VI)+nNO3
≤ nNH4 +nNa

(Na)2SO4 0 0 nNa−nCl nNa−nCl

NaHSO4 nNa−nCl nNa−nCl 0 0

NaCl nCl nCl nCl nCl

(NH4)2SO4 0 0
nNH4 +nNa−nNO3
−nS(VI)−n(Na)2SO4

nS(VI)−n(Na)2SO4

NH4HSO4 nNH4 nS(VI)−nNaHSO4 nS(VI)−n(NH4)2SO4 0

H2SO4
nS(VI)−nNH4
−nNaHSO4

0 0 0

NH4NO3 0 nNH4 −nNH4HSO4 nNO3 nNO3

HNO3 nNO3 nNO3 −nNH4NO3 0 0

NH3 0 0 0
nNH4 −nNO3
−2n(NH4)2SO4

Appendix E

Inorganic particle salt composition

Table E displays the explicit scheme which is used to esti-
mate the particle salt molar composition.

Appendix F

Dry deposition velocity for gases

The dry deposition velocities for the different gases are given
by Eq. (F1) (Seinfeld and Pandis, 2006).

vd =
1

ra+rb+rc
(F1)

The dry deposition can be a significant loss term for acid
species like HNO3 and H2SO4 which has a very large ef-
fective Henry’s law constant. The effective Henry’s law
constants used for the different species in the chemical gas
phase model are taken from Table 19.4 in Seinfeld and Pan-
dis (2006) which is valid for a pH of about 6.5. For most
of the species no effective Henry’s law constant were found,
then the Henry’s law constants given by Table 5.4 in Sander
et al. (2006) were used instead. For many of the hydrocarbon
species no Henry’s law constants were found at all. It was
then assumed that their solubility in water is practically zero.

The aerodynamic resistance is a function of the stability
of the atmosphere but is independent of whether it is gases or

particles that are deposited. The aerodynamic resistances for
gases as well as for particles are therefore given by Eqs. (D3)
and (D4).

The quasi-laminar resistance for gases over land is de-
scribed by Eq. (F2) (Seinfeld and Pandis, 2006). Equa-
tion (F3) gives the quasi-laminar resistance over ocean
(Hicks and Liss, 1976).

rb =
5Sc2/3

i

u∗
(F2)

rb =
1

κu∗
ln

(
z0κu

∗

D

)
(F3)

The canopy resistance depends on the structure of the
ground. For vegetated land surfaces the resistance is divided
into foliar resistance and ground resistance. Canopy resis-
tance is the sum of the foliar resistance and the ground resis-
tance in parallel (Seinfeld and Pandis, 2006).

The foliar resistance is divided into resistance to uptake at
the surface of the leaves and at the plant stomata. The stom-
ata resistance(rst ) can be further divided into the stomata
pore resistance(rp) and the mesophyll resistance(rm) which
is the resistance to dissolution in the leaf interior (Seinfeld
and Pandis, 2006). The stomata resistance is usually very
important for the dry deposition of gases. Since stomata are
only open during the day it will lead to a diurnal pattern in
the dry deposition velocity, with considerably higher values
during the day than during the night (Pirjola and Kulmala,
1998 and Seinfeld and Pandis, 2006).
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The complete surface resistance for speciesi is given by
Eq. (F4) (Seinfeld and Pandis, 2006 originaly from Wesely,
1989). Apart from the stomata resistance the surface resis-
tance also depends on the outer surface resistance in the up-
per canopy(rlu), transfer resistance by buoyant convection
(rdc), the resistance to uptake by leaves, twigs and other sur-
faces(rcl) and the resistance at the ground including transfer
resistance due to canopy height(rac) and resistance in the
soil (rgs).

r ic =

(
1

r ist
+

1

r ilu

+
1

r idc+r
i
cl

+
1

r iac+r
i
gs

)−1

(F4)

Appendix G

Radiative transfer model

The radiative transfer equation for solar irradiance can be
written as in Eq. (G1) (Jacobson, 2005).

µ
dIλ,µ,φ

dτλ
= Iλ,µ,φ−J diffuse

λ,µ,φ −J direct
λ,µ,φ (G1)

The diffuse component is given by Eq. (G2) and the direct
component by Eq. (G3).

J diffuse
λ,µ,φ =

∑
k

σs,k,λ
σλ

1

4π

2π∫
0

1∫
−1

Iλ,µ′,φ′Ps,k,λ,µ,µ′,φ,φ′,dµ′,dφ′

 (G2)

J direct
λ,µ,φ =

1

4π
E

−τλ/µs
s,λ

∑
k

(
σs,k,λ

σλ
Ps,k,λ,µ,−µs ,φ,φs

)
(G3)

λ is the wavelength of light,Iλ is the the spectral radiance,
Es is the solar irradiance,τλ is the optical depth, Øs is the
solar zenith angle,σ is the extinction coefficient,σ s is the
scattering coefficient,µs = cos(Øs) and 8s gives the direc-
tion of the solar radiation,µ and8 gives the orientation of
the beam of interest,µ′ and8′ gives the direction of the dif-
fuse radiation andPs is the scattering phase function, which
gives the angular distribution of the scattered energy.

Approximating the integral in Eq. (G2) with quadrature
two-stream equations gives Eq. (G4) (Jacobson, 2005).

1
4π

2π∫
0

1∫
−1
Iλ,µ′,φ′Ps,k,λ,µ,µ′,φ,φ′,dµ′,dφ′

≈

{
1+ga,k,λ

2 I ↑ +
1−ga,k,λ

2 I ↓ upward
1+ga,k,λ

2 I ↓ +
1−ga,k,λ

2 I ↑ downward

(G4)

I ↑ is the upward radiance andI ↓ is the downward radi-
ance.

Combining Eqs. (G2) and (G4) gives Eq. (G5).

J diffuse
λ,µ,φ ≈

{
ωs,λ

1+ga,λ
2 I ↑ +ωs,λ

1−ga,λ
2 I ↓ upward

ωs,λ
1+ga,λ

2 I ↓ +ωs,λ
1−ga,λ

2 I ↑ downward
(G5)

ωs,λ =
σs,λ
σλ
, is the single scattering albedo andga,λ is the

effective asymmetry parameter, calculated from the asymme-
try parameters for gases (ga,g,λ), particles (ga,p,λ) and cloud
drops (ga,c,λ) (Eq. G6).

ga,λ=
σs,a,λga,p,λ+σs,c,λga,c,λ

σs,g,λ+σs,p,λ+σs,c,λ
(G6)

If using the quadrature approximation (Eq. G4), Eq. (G1)
can be written as:

{
µ1

dI↑
dτ

= I ↑ −ωs
1+ga

2 I ↑ −ωs
1−ga

2 I ↓ −
ωs
4π (1−3gaµ1µs)Ese

−τ/µs

−µ1
dI↓
dτ

= I ↓ −ωs
1+ga

2 I ↓ −ωs
1−ga

2 I ↑ −
ωs
4π (1+3gaµ1µs)Ese

−τ/µs
(G7)

µ1 is equal to 1/
√

3 when using the quadrature approxi-
mation. The spectral radiation terms in Eq. (G7) can be re-
placed with the spectral irradiance using the conversion:

E ↑= 2πµ1I ↑, E ↓= 2πµ1I ↓ (G8)

This gives Eq. (G9) (Jacobson, 2005):{
dE↑

dτ
= γ1E ↑ −γ2E ↓ −γ3ωsEse

−τ/µs

dE↓

dτ
= −γ1E ↓ +γ2E ↑ +(1−γ3)ωsEse

−τ/µs
(G9)

Where

γ1 =
1−ωs(1+ga)/2

µ1
, γ2 =

ωs(1−ga)

2µ1
, γ3 =

1−3gaµ1µs

2

Equation (G9) is discretized and solved according to the nu-
merically stable scheme developed by Toon et al. (1989).

Combining the direct and the diffuse spectral radiance
gives the net spectral radiation:

Inet(τn)= I ↑ (τn)−I ↓ (τn)−Idir(τn) (G10)

Multiplying the net spectral radiance with4π gives the
spectral actinic flux in W m−2 nm−1.

Tabel 4.2 in Seinfeld and Pandis (2006) originally from
Fröhlich and London (1986) gives the solar spectral irradi-
ance at the top of the atmosphere(Etop), normalized to a
solar constant(S) of 1367 W m−2. Since this spectral irradi-
ance is independent of the composition of the atmosphere, it
can be used together with a radiative transfer model to predict
the actinic flux at different altitudes in the atmosphere.

The solar zenith angle (8z) is calculated with Eq. (G11)
(Stull, 2000).

sin(φz)= sin(ψ)sin(δs)−cos(ψ)cos(δs)cos
[

360tUTC
td

−λe

]
δs = 23.45cos

[
360(d−173)

365

] (G11)

δs is the solar declination angle,ψ is the latitude andλe is
the longitude.

Supplementary material related to this
article is available online at:
http://www.atmos-chem-phys.net/11/5867/2011/
acp-11-5867-2011-supplement.pdf.
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J., Eriksson, A., Pagels, J., and Gustafsson, S.: Aerosol ageing in
an urban plume – implication for climate, Atmos. Chem. Phys.,
11,doi:10.5194/acp-11-5897-2011, 5897–5915, 2011.

Rolph, G. D.: Real-time Environmental Applications and Display
sYstem (READY) Website (http://ready.arl.noaa.gov/index.php),
NOAA Air Resources Laboratory, Silver Spring, MD, 8:26 AM,
Tuesday, March 01, 2011.

Sander, S. P., Friedl, R. R., Golden, D. M., Kurylo, M. J., Moort-
gat, G. K., Keller-Rudek, H., Wine, P. H., Ravishankara, A. R.,
Kolb, C. E., Molina, M. J., Finlayson-Pitts, B. J., Huie R. E., and
Orkin, V. L.: Chemical Kinetics and Photochemical Data for Use
in Atmospheric Studies, Evaluation Number 15, NASA, 2006.

Seibert, P., Beyrich, F., Gryning, S.-E., Joffre, S., Rasmussen, A.,
and Tercier, P.: Mixing Height Determination for Dispersion
Modelling, COST Action 710, Preprocessing of Meteorologi-
cal Data for Dispersion Modelling, Report of Working Group 2,
1997.

Schauer, J. J., Kleeman, M. J., Cass, G. R., and Simoneit, B. R. T.:
Measurement of Emissions from Air Pollution Sources 3. C-C
Organic Compounds from Fireplace Combustion of Wood, Envir.
Sci. Tech., 35, 1716–1728, 2001.

Schurgers, G., Arneth, A., Holzinger, R., and Goldstein, A. H.:
Process-based modelling of biogenic monoterpene emissions
combining production and release from storage, Atmos. Chem.
Phys., 9, 3409–3423,doi:10.5194/acp-9-3409-2009, 2009a.

Schurgers, G., Hickler, T., Miller, P. A., and Arneth, A.: Eu-
ropean emissions of isoprene and monoterpenes from the Last
Glacial Maximum to present, Biogeosciences, 6, 2779–2797,
doi:10.5194/bg-6-2779-2009, 2009b.

Seinfeld, J. H. and Pandis, S. N.: Atmospheric Chemistry and
Physics: From Air Pollution to Climate Change, (2nd edition),
Wiley, New Jersey, ISBN: 0-471-72018-6, 2006.

Sheehan, P. E. and Bowman, F. M.: Estimated Effects of Tempera-
ture on Secondary Organic Aerosol concentrations, Environ. Sci.
Technol., 35, 2129–2135, 2001.

Shrivastava, M. K., Lane, T. E., Donahue, N. M., Pandis, S.
N., and Robinson, A. L.: Effects of gas particle partition-
ing and aging of primary emissions on urban and regional or-
ganic aerosol concentrations, J. Geophys. Res., 113, D18301,
doi:10.1029/2007JD009735, 2008.

Simpson, D., Fagerli, H., Jonson, J. E., Tsyro, S., Wind, P., and
Tuovinen, J.-P.: Transboundary Acidification, Eutrophication
and Groud Level Ozone in Europe, Part I, Unified EMEP Model
Description, EMEP Status Report 2003, ISSN 0806-4520, 2003.

Sitch, S., Smith, B., Prentice, I., Arneth, A., Bondeau, A., Cramer,
W., Kaplan, J., Levis, S., Lucht, W., Sykes, M., Thonicke, K., and
Venevsky, S.: Evaluation of ecosystem dynamics, plant geogra-
phy and terrestrial carbon cycling in the LPJ Dynamic Global
Vegetation Model Global Change Biology, 9, 161–185, 2003.

Slinn, S. A. and Slinn, W. G. N.: Predictions for particle deposition
on natural waters, Atmos. Environ., 14, 1013–1016, 1980.

Slinn, W. G. N.: Predictions for particle deposition to vegetation
canopies, Atmos. Environ., 16, 1785–1794, 1982.

Smith, B., Prentice, I. C., and Sykes, M. T.: Representation of
vegetation dynamics in the modeling of terrestrial ecosystems:
comparing two contrasting approaches within European climate
space, Global Ecol. Biogeogr., 10, 621–637, 2001.
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