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Abstract. The aim of this work was to develop a model put to ADCHEM. ADCHEM was used to simulate the age-
suited for detailed studies of aerosol dynamics, gas and paiing of the urban plumes from the city of Matimin south-

ticle phase chemistry within urban plumes, from local scaleern Sweden (280 000 inhabitants). Several sensitivity tests
(1 x 1kmP) to regional scale. This article describes and were performed concerning the number of size bins, size
evaluates the trajectory model for Aerosol Dynamics, gasstructure method, aerosol dynamic processes, vertical and
and particle phase CHEMistry and radiative transfer (AD- horizontal mixing, coupled or uncoupled condensation and
CHEM). The model treats both vertical and horizontal dis- the secondary organic aerosol formation. The simulations
persion perpendicular to an air mass trajectory (2-space dishow that the full-stationary size structure gives accurate re-
mensions). The Lagrangian approach enables a more desults with little numerical diffusion when more than 50 size
tailed representation of the aerosol dynamics, gas and pabins are used between 1.5 and 2500 nm, while the moving-
ticle phase chemistry and a finer spatial and temporal resolueenter method is preferable when only a few size bins are
tion compared to that of available regional 3D-CTMs. Theseselected. The particle number size distribution in the center
features make it among others well suited for urban plumeof the urban plume from Malthwas mainly affected by dry
studies. The aerosol dynamics model includes Brownian codeposition, coagulation and vertical dilution. The modeled
agulation, dry deposition, wet deposition, in-cloud process-PM2.5 mass was dominated by organic material, nitrate, sul-
ing, condensation, evaporation, primary particle emissiondate and ammonium. If the condensation of HN&hd NH;

and homogeneous nucleation. The organic mass partitionwas treated as a coupled process (pH independent) the model
ing was either modeled with a 2-dimensional volatility basis gave lower nitrate PM2.5 mass than if considering uncou-
set (2D-VBS) or with the traditional two-product model ap- pled condensation. Although the time of ageing from that
proach. In ADCHEM these models consider the diffusion SOA precursors are emitted until condensable products are
limited and particle size dependent condensation and evagformed is substantially different with the 2D-VBS and two
oration of 110 and 40 different organic compounds respecproduct model, the models gave similar total organic mass
tively. The gas phase chemistry model calculates the gasoncentrations.

phase concentrations of 61 different species, using 130 dif-
ferent chemical reactions. Daily isoprene and monoterpene
emissions from European forests were simulated separatel¥
with the vegetation model LPJ-GUESS, and included as in-

Introduction and background

Since the chemical and physical properties of aerosol par-
ticles determine both their climate and health effects, it is

Correspondence td?. Roldin important to understand the aerosol dynamic processes that
BY (pontus.roldin@nuclear.lu.se) affect these quantities. Particle emissions within a city may

Published by Copernicus Publications on behalf of the European Geosciences Union.


http://creativecommons.org/licenses/by/3.0/

5868 P. Roldin et al.: Development and evaluation of an aerosol dynamics model

have a significant effect on the population health and climatenary H,SO;—H>O nucleation in urban and rural environ-
several tens or hundreds of kilometers downwind of the ur-ments, using a box model. Fitzgerald et al. (1998) developed
ban center, although limited quantitative information is avail- the MARBLES model, which is a one dimensional (1-D)
able in the literature (Hodzic et al., 2006; Doran et al., 2007;Lagrangian aerosol dynamics model developed to simulate
Nolte et al., 2008; Hodzic et al., 2009; Tsimpidi et al., 2010; multicomponent (sulfuric acid, sea salt and crustal material)
Wang et al., 2010). The chemical composition of the ambientaerosol composition in the marine boundary layer. However,
aerosols is affected by primary particle emissions, condenthis model did not include a detailed gas phase chemistry
sation, evaporation and coagulation between particles withmodel.

different composition. The particle number size distribution Boy et al. (2006) were among the first to include a detailed
is altered by emissions, condensation, evaporation, coagulaerosol dynamics model (UHMA) together with a detailed
tion, dry and wet deposition, formation of new particles by gas phase chemistry model and a meteorological model in
homogeneous nucleation and in-cloud processing. 1-D (vertical). This model named MALTE is primarily de-

Since 2007 the trajectory model for Aerosol Dynamics, signed to model new particle formation in the lower tropo-
gas and particle phase CHEMistry and radiative transfersphere. ADCHEM developed in this work has many simi-
(ADCHEM) has continuously been developed and used atarities with MALTE concerning the aerosol dynamics, gas
Lund University. In this work ADCHEM was used to model phase chemistry and dispersion in the vertical direction. In
the particle and gas phase properties in the urban plume froADCHEM a second horizontal space dimension was intro-
the city of Malmd in southern Sweden (180 E, 5536 N, duced to enable the simulation of horizontal inhomogeneous
280 000 inhabitants). This article mainly describes the modekemissions in urban plumes. However, ADCHEM does not in-
development and evaluation, while Paper Il (Roldin et al.,clude any meteorological model, and therefore relies on me-
2011) describes the average particle and gas phase propertiesorological input data along the trajectory. ADCHEM also
within the urban plume from Mali and their influence on incorporates a detailed radiative transfer model which treats
the radiation balance and cloud properties. scattering and absorption from gases, particles and clouds

ADCHEM includes both vertical and horizontal disper- (Toon et al., 1989). The gas phase model included in AD-
sion perpendicular to an air mass trajectory (2-space dimen€HEM is developed from the kinetic code incorporated in
sions), which is not treated in Lagrangian box-models (0-the model developed by Pirjola and Kulmala (1998).
space dimensions). The Lagrangian approach allows a more Recently aerosol dynamics models which treat conden-
detailed representation of the aerosol dynamics, particle andation and evaporation of semi-volatile inorganic gases like
gas phase chemistry and a finer spatial and temporal res@mmonia (NH), nitric acid (HNG;) and hydrochloric acid
lution than available in regional three-dimensional chemical(HCI) have been developed (e.g. Zhang and Wexler, 2008).
transport models (3D-CTMs). These features make it wellThese models can treat the acid and base mass transfer ei-
suited both for studies of urban plumes as well as long disther as separate processes or simplified as a coupled pro-
tance transported air masses (e.g. studies of regional new pacess. The large advantage of coupling the condensation and
ticle formation events). The disadvantage with Lagrangianevaporation of acid and base (e.g. HN@&nd NH) is that
models is that they follow one air mass trajectory, and dothe condensation and evaporation becomes pH independent,
not account for different wind speed or wind directions at and allows the model to take longer time steps when solv-
different altitudes. Hence, these models have limitations ining the condensation/evaporation process. The disadvantage
some meteorological conditions, and if the emissions withinwith the coupled condensation/evaporation process is that it
a source region (e.g. a city) show rapid and large temporals only valid if the aerosol is near acid neutrality (Zaveri et
variability (see discussion in Sect. 2.1). al., 2008 and Zhang and Wexler, 2008).

Aerosol models can be divided into equilibrium models To be able to take long time steps (minutes), without
and dynamic models. The equilibrium models assume equicausing oscillatory solutions when solving the condensa-
librium between the gas and particle phase while dynamidion/evaporation of acid and base as separate processes, Ja-
models treat the mass transport between gas and particleobson (2005a) developed the prediction of non-equilibrium
phase. Due to computational limitations the detailed aerosogrowth (PNG) scheme. With this method the condensation
inorganic chemistry models are primarily equilibrium mod- (dissolution) and evaporation of HNOHCI and SOy is
els, e.g. AIM (Wexler and Clegg, 2002), while aerosol dy- solved first, depending on the pH calculated from the pre-
namics models usually use a more simplified particle chem~vious time step, and then the NHlissolution is treated
istry, e.g. UHMA (Korhonen et al., 2004b), or no particle as an equilibrium process. With this method the dissolu-
chemistry, e.g. AEROFOR (Pirjola, 1999) and MONO32 tion of NHjs is linked to the condensation/evaporation of the
(Pirjola et al., 2003). acids but also depends on the pH in the aerosol liquid phase.

Once introducing particle chemistry into the aerosol dy- Therefore this method is also valid when the aerosol is not
namics model it should preferably be coupled to a detailednear acid neutralized. In ADCHEM, the condensation and
gas phase chemistry model. One such early study was peevaporation of HN@, HCl and NH; can either be treated as
formed by Pirjola and Kulmala (1998), which modeled bi- coupled or uncoupled processes, and the dissolution af NH
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can either be modeled as a dynamic or equilibrium processchemical reactions. Daily isoprene and monoterpene emis-
ADCHEM also considers in-cloud processing of aerosol par-sions from European forests were simulated separately with
ticles, including sulfate (S(VI)) formation from dissolved the vegetation model LPJ-GUESS (Smith et al., 2001 and
SOy, and B O,. The dissolution of S@and HO, are treated  Sitch et al., 2003), in which processbased algorithms of ter-
as equilibrium processes. penoid emissions were included (Arneth et al., 2007, Schurg-

The main objective of this work was to develop a model ers et al., 2009a). The emissions from natural vegetation
which can be used for detailed simulations of ageing pro-were corrected for anthropogenic land cover following Ra-
cesses within urban plumes, from local scalex(Lkm?) mankutty et al. (2008), in a way similar to that in Arneth et
to regional scale. One application of this comprehensiveal. (2008).
model which is addressed in this work is to study which pro- The actinic flux used to calculate the photochemical reac-
cesses that are most important for accurate representation ¢ibn rates, is derived with the radiative transfer model. This
aerosol dynamics and particle chemical composition in ur-model uses a quadrature two-stream approximation scheme,
ban plumes. These results are useful when developing morehere the radiative fluxes are approximated with one upward
simplified aerosol dynamics, gas and particle phase chemand one downward flux component. The model can be used
istry modules or parameterizations for 3D-CTMs or global to calculate the radiative transfer in a vertically inhomoge-
climate models. neous atmosphere with clouds and aerosol particles (Toon et
al., 1989).

Figure 1 illustrates the model structure in ADCHEM. The
model starts by calculating the turbulent diffusivity in the
vertical and horizontal direction using meteorological and
land use category input data. After this the model starts

2 Model description

ADCHEM can be divided into three sub-models:

1. an aerosol dynamics and particle chemistry model, integrating over time using operator splitting for each indi-
) vidual process (module). Each individual process (module)
2. a chemical gas phase model, displayed in Fig. 1 is described in detail below.

To our knowledge there are no other models available like
ADCHEM which combine schemes of detailed aerosol dy-
The aerosol dynamics model in ADCHEM is a sectional namics, gas phase chemistry, inorganic particle phase chem-
model which discretizes the particle number size distribu-istry, dynamic and particle size dependent SOA formation,
tion into finite size bins. The particles are assumed to becloud processing and radiative transfer in two space dimen-
internally mixed which means that particles of the same sizesions in a Lagrangian model with high spatial and temporal
within the same grid cell have the same composition. Theresolution (1 km,~1 min).
model includes Brownian coagulation, dry deposition, wet Since ADCHEM is a Lagrangian model it relies on sepa-
deposition, in-cloud processing, condensation, evaporation,ate results from an air mass trajectory model. In this work
primary particle emissions, homogeneous nucleation and disthe air mass trajectory for the studied case was modeled with
persion in the vertical (1-D model) and horizontal direction the Hybrid Single Particle Lagrangian Integrated Trajectory
(2-D model) perpendicular to the air mass trajectory. The(HYSPLIT) model (Draxler and Rolph, 2011), which was
model treats both organic and inorganic particle phase chemrun with meteorological data from the Global Data Assimi-
istry with sulfate, nitrate, ammonium, sodium, chloride, non lation System (GDAS) from National Weather Service’s Na-
water soluble minerals (metal oxides/hydroxides), soot, Pri-tional Centers for Environmental Prediction (NCEP), with a
mary Organic Aerosol (POA), Anthropogenic and Biogenic horizontal resolution of Ix 1° and a temporal resolution of
Secondary Organic Aerosol (ASOA and BSOA), and disso-3 h.
lution of sulfur dioxide and hydrogen peroxide into the par- Stohl et al. (2001) conducted a model comparison be-
ticles and cloud droplets. In ADCHEM SOA can either be tween three different air mass trajectory models and con-
formed by condensation of oxidation products of specific cluded that although the average horizontal position devia-
VOCs (e.g.a-pinene, 8-pinene, A3-carene, D-limonene, tions was largest close to the surface, it was not larger than
isoprene, benzene, toluene and xylene), using the traditiondl0 % for 48 h backward trajectory simulations. However, the
two-product model (Odum et al., 1996) or using the newly accuracy of the trajectory model does not just depend on
developed volatility basis set (VBS) approach (Donahue ethe model structure but also the meteorological input data.
al., 2006), which divides all organic compounds into volatil- Hence, since the HYSPLIT model relies on relatively coarse
ity classes without identifying individual compounds. The large scale meteorology data, the wind direction of the mod-
aerosol dynamics and particle phase chemistry model is coueled trajectory was validated with wind direction measure-
pled to the gas phase chemistry model through condensatioments in Malnd, at 24 m a.g.l. For the selected case study the
evaporation and homogeneous nucleation. modeled and measured wind direction at this altitude agree

The gas phase chemistry model calculates the gas phaseithin five degrees.
concentrations of 61 different species, using 130 different

3. aradiative transfer model.
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Fig. 1. Schematic picture illustrating the model structure of ADCHEM.

2.1 Atmospheric diffusion cells. If the time step used is short enough the atmospheric
diffusion equation does not have to be solved for the whole

For the simulations performed in this study a model domaingrid, but rather for the grid cells closest to the grid cell with

of 20 vertical grid cells and 20 horizontal grid cells was used.an initial concentration equal to 1. This way the simulation

The vertical and horizontal grid resolution was 100 m andtime can be decreased drastically.

1000 m respectively. The 2-D model solves the atmospheric g ang k| in Eq. (1) are the eddy diffusivities (turbulent

diffusion equation (Eq. 1) in the vertical and horizontal di- it sjvities) in the vertical and horizontal direction respec-

rection perpendicular to the air mass trajectory. tively andc is the concentration of any arbitrary species. The

eddy diffusivities are calculated for stable, neutral and un-
dc 0 dc d dc . . . .
—=—K;— |+ — | Ky, — (1) stable atmospheric conditions using the representations from
dt 9z 0z ay ay

Businger and Arya (1974), Myrup and Ranzieri (1976) and

Dry deposition and emissions of primary particles in the sur-1irabassi and Rizza (1997) (Appendix A). The three turbu-
face layer are treated separately, and are not included in thi€nce regimens are defined by the dimensionless parameter
boundary conditions for the atmospheric diffusion equation(#/L), where# is the mixing height and. is the Monin-

in order to reduce computing time. Instead of solving the 2.pObukov length, which describes the relationship between the
atmospheric diffusion equation for each particle size bin, forPuoyant and wind shear produced turbulent kinetic energy.
8 inorganic and up to 110 organic aerosol compounds, andror stable conditions the turbulence in the boundary layer
each gas phase species (61 compounds), the model solvissmainly produced by wind shear while for unstable condi-
the atmospheric diffusion equation once for each grid cell.tions the turbulence is mainly induced by buoyant convec-
This is possible because the transport of compounds by turion. Hence, for stable and neutral conditions the eddy diffu-
bulent diffusivity in contrast to e.g. molecular diffusion is SiVity is represented by expressions which depend on the fric-
independent of the properties of the individual species. Foftion velocity while for unstable conditions the friction veloc-
the 20x 20 grid, the diffusion equation has to be solved 400 ity is replaced with the convective velocity (see Appendix A).
times in each time step. Equation (1) is solved 400 times by The numerical solution of the atmospheric diffusion
introducing an inert species with initial concentration equal equation is described in Appendix B. As upper bound-
to 1, in one new single grid cell at the time. In all other grid ary condition the concentration gradieft/dz was set
cells the concentration is set to zero. After one time stepto 10-3cm~3m~1 to account for the generally decreasing
a new concentration matrix of the inert species is receivedgas and particle concentrations above the model domain
which describes the mixing of the air between the grid cell (2000 ma.g.l.). This is a rough assumption which could not
with initial concentration equal to 1 and the surrounding grid be verified with measurements. However, because of the
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vertical stability above the boundary layer it had negligible have different advantages and disadvantages. All these meth-
influence on the concentrations within the boundary layer.ods are mass and number conserving, which was tested be-
As horizontal boundary conditions the concentration gradi-fore the methods were implemented in ADCHEM. For a de-
entdc/dy was set to zero. tailed description of the methods see Sect. 13 in Jacobson
ADCHEM does not consider advection in the horizontal (2005b).
direction perpendicular to an air mass trajectory or that the If using the full-stationary structure when calculating how
wind speed may change in the vertical direction. This is thethe particle number size distribution changes in diameter
largest disadvantage with the model compared to Euleriarspace, the so called splitting procedure has to be used. With
3D-models. Hence, ADCHEM cannot be used to accuratelythis procedure it is assumed that only a fraction of the parti-
simulate urban plumes when the wind direction changescles in one size bin will grow to the next size bin, while the
significantly in the vertical direction within the boundary rest of the particles will not grow at all (Korhonen, 2004b).
layer. The model results are also distorted if the wind speedrhis leads to numerical diffusion which makes the particle
changes in the vertical direction, but this is mainly a prob- number size distribution wider and the peak concentration
lem if the emissions within the city changes significantly lower (Jacobson, 2005b and Korhonen, 2004b). The reason
and rapidly. Wind shear changes the wind direction and thdor this is that splitting makes some particles grow more than
wind speed in the vertical direction, while the vertical diffu- in the reality, while others will not grow at all. The numerical
sion prevents these distortions (Tirabassi and Rizza, 1997diffusion can be decreased by increasing the number of size
Hence, it is during stable conditions (strong wind shear andbins (Korhonen, 2004b).
slow vertical diffusion) that ADCHEM may be less appro-  With the full-moving structure the particles are allowed to
priate for urban plume simulations. At long distances down-grow to their exact size and instead of splitting them back
wind of the starting point there will always be some di- onto a fixed diameter grid the diameter grid moves with
vergence between the air mass trajectories at different altithe particles. While eliminating the numerical diffusion this
tudes which limits the spatial coverage of Lagrangian mod-causes problems if air mixes between adjacent grid cells and
els. Hence, the model accuracy for urban plume studies gerif considering new particle formation. Therefore the full-
erally deteriorates with the distance downwind of the sourcemoving structure will not be used in this study.
region. ADCHEM is therefore mainly useful when studying  The moving-center method is a combination of the full-
the first few hours up to possibly one day of ageing down-stationary structure and the full-moving structure. The par-
wind of a city. When studying large scale regional air massticles are allowed to grow to their exact size as long as they
transport without the influence from large point sources (e.g.are not crossing the fixed diameter bin limits. If the particles
cities) the Lagrangian model approach can however be usefuh a size bin cross the lower or upper diameter limit they are
on larger spatial scales (several days) (see e.g. Tunved et ahll moved to the adjacent diameter bin and their volume is
2010). averaged with the particles in the new bin, which then get a
Figure S1 in the Supplement illustrates how different new diameter. Since all the particles in one size bin move
HYSPLIT air mass trajectories which start over Mélrat  to a new bin in the same time step the numerical diffusion is
different altitudes but at the same time, are separated fronminimized when using the moving-center structure. There-
each other due to different wind speed and wind direction affore this method is preferable when the size distribution is
different altitudes. At Vavihill the trajectories which start at represented by only a few size bins.
50 and 300 m a.g.l. over Malirare separated approximately
5km in the horizontal direction, due to wind shear in the 2.2.2 Condensation and evaporation
stable stratified boundary layer. The trajectory which starts
500 ma.g.l. over Malii (above the boundary layer) passes ADCHEM considers the condensation and evaporation of

approximately 10 km to the east of Vavihill. sulfuric acid, ammonia, nitric acid, hydrochloric acid and
oxidation products of different organic compounds. Figure 2
2.2 Aerosol dynamics illustrates the structure of the condensation/evaporation algo-

rithm used in ADCHEM. The condensation and evaporation
Each aerosol dynamic process is included as a separate pris- solved by first calculating the single particle molar con-
cess in the model, using operator splitting. As default thedensation growth rate of each compound, for each size bin
model solves all aerosol dynamic processes with a time inseparately (Eq. 2). If considering uncoupled condensation

terval of 60 s. of acids and ammonia the analytic prediction of condensa-
tion (APC) scheme and predictor of non-equilibrium growth
2.2.1 Size distribution structures (PNG) scheme developed and described in detail by Jacob-

son (1997, 2005a) are used, while if treating the condensa-
In ADCHEM the changes in the size distributions upon con-tion of acids and ammonia as a coupled process the method
densation/evaporation or coagulation are solved with the fullfirst proposed by Wexler and Seinfeld (1990) and later ap-
stationary, full-moving or moving-center structures which all plied by e.g. Zhang and Wexler (2008) is used. The coupled
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condensation growth rate of NHnd HX (mol s 1) is given gas phase concentratior; () are saved and updated con-
by Eqg. (3), whereX denotes either Cl or N§ The total tinuously as separate variables.
NH3 condensation growth ratdny,) is then given by the The VBS approach (Donahue et al., 2006) and the two-
sum of the HCI, HNQ@ and 2 times the S(VI) condensation product model (Odum et al., 1996), are based on the par-
growth rates {nng = 2Isvi) + Innos + IHel)- Both methods  titioning theory from Pankow (1994), which describes the
are mass and number conserving when combined with eiequilibrium gas and particle phase partitioning of organic va-
ther the full-stationary, full-moving or moving-center struc- pors (see Sect. 2.4). When the VBS model is applied, AD-
ture. The APC scheme is used for condensation/evaporatio€HEM considers the kinetic (diffusion limited) condensa-
of organic compounds, sulfuric acid and for HCl and HNO tion/evaporation of 110 different organic compounds, while
if they form solid salts with ammonium, while for dissolu- when the two-product model is used the number of con-
tion of HCI and HNQinto the particle water phase, the PNG densable organic compounds is 40. Both methods take into
scheme is used instead (Jacobson, 2005a). In this schemgcount the Kelvin effect and give a particle size depen-
dissolution of ammonia is treated as an equilibrium processient partitioning of the different condensable organic com-
solved after the diffusion limited condensation/evaporationpounds, with larger fraction of low volatile compounds found
of HNOs, HCl and HSQ;. Treating the dissolution of N\ on the smaller particle sizes and a larger fraction of more
as an equilibrium process enables the model to take long timgolatile compounds found on the larger particle sizes. This
steps (minutes) when solving the condensation/evaporatioRinetic and particle size dependent condensation/evaporation
process (Jacobson, 2005a). This method can easily be modequires that ADCHEM keeps track of all the different or-
ified to treat the ammonia dissolution as a dynamic processganic compounds in each particle size bin, which is computa-
However, this requires that the time step is decreased drastitonally expensive, especially for the coagulation algorithm.
cally to prevent oscillatory solutions.
i = 2D: Dy (KN, ) (Cioo — Ci) 2.2.3 Coagulation
£ (Kni, o) = Kn.2+Knc,)-'j-50§£§3137I<ﬁrZ;)+OA75a[ ) Coagulation has no direct influence on the total particle mass
’ but is important for the total number concentration, the par-
ticle number size distribution and the chemical composition

7 DyDC 4f§H3(CNH3,ooCHx,oo —ChHgs CHX,.r) distribu_tion, especially for condition_s with high number con-
Inx = s 1-y/1- 2 centrations of nucleation mode particles and a large accumu-
(3) lation mode which the nucleation mode particles can coag-
D = /DNH;DHx ulate onto. In cities such conditions can be found in street
C = (DNHyCNHz + DrixCms) /D canyons near the vehicle emissions. Here coagulation is usu-

ally the most important aerosol dynamic process (Jacobson
In Egs. (2) and (3); ito the molar growth ratesf; is the  and Seinfeld, 2004). The model used in this article treats
Fuchs-Sutugin correction factor in the transition regiG. primary particle emissions occurring on a spatial resolution
is the gas phase concentration of speciésoles nT2 air) of 1* 1km? and not on the street canyon spatial scale (1—
far from the particle surface; ; is the saturation gas phase 100 m). To account for the initial ageing of the primary par-
concentration at the particle surfad, is the particle diam- ticle emissions real-world emission size distributions were
eter, Kn is the non-dimensional Knudsen number ands used, which take into account the first minutes of ageing from
the mass accommodation coefficient. The mass accommodatreet-canyon to urban background (see Sect. 2.2.5). This
tion coefficients for HN@, NH3, H,SOy, HCI, SO, H202 decreases the influence of coagulation on the modeled parti-
and all condensable organic compounds were set to 0.2, 0.Lle number size distribution, but still coagulation needs to be
1.0, 0.2, 0.11, 0.23 and 0.1, respectively. For the inorganiconsidered for the transformation of the particle number size
compounds these numbers are within the range of values talgistribution on longer time scales (hours). The solution of
ulated in Sander et al. (2006) over liquid water at tempera-the Brownian coagulation equations is given in Appendix C.
tures between 260 and 300 K. As a sensitivity test one simindependently if using the full-stationary or moving-center
ulation was also performed with unity mass accommodationstructure, splitting needs to be used to fit the particles back
coefficients. Usually it is assumed that the saturation vapoionto the diameter grid.
pressure of sulfuric acid is zero (Korhonen, 2004a and Pirjola
and Kulmala, 1998). The saturation vapor concentrations o2.2.4 Dry and wet deposition of particles
ammonia, nitric acid and hydrochloride acid and the equi-
librium concentration of sulfuric acid and hydrogen perox- The dry deposition of particles is treated as a separate process
ide are calculated using a thermodynamic model described imfter the atmospheric diffusion equation has been solved.
Sect. 2.2.8. For the organic compounds the saturation vapofFhe dry deposition velocities over land are calculated using a
concentrations(; ;) are derived with the 2D-VBS method resistance model based on the model by Slinn (1982) (mod-
or the two-product model (see Sect. 2.4), while the actualified by Zhang et al., 2001), while over the ocean the model
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Thermodynamic particle chemistry model: LWC, pHi\dty coefficients, saturation vapor
concentrations, effective Henry’s law coefficieatsl dissolution constants of Hy@nd HCI.

Dissolution of HNQ Condensation of 580,

and HCl if no organic compounds and Alternative solution

NH,NOy(s) or NHCI(s) HNO; and HCI if which is

are formed NH,NOj5(s) and independent of pH
' NH,CI(s) are formed. .

v l v
PNG schemi APC schem Coupled condensation:

assuming (NSO,
formation if NHs(g) are in
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gas phase concentration using the charge i
imbalance after HN§) HCI and HSO, \
condensation/dissolution E

A\ 4 v

Size distribution structure: full stationary, mogioenter or full moving

Fig. 2. Schematic picture illustrating the condensation module used in ADCHEM.

by Slinn and Slinn (1980) is used. The particle transport is 1. marine aerosol emissions,
governed by three resistances in series, the surface layer re-

sistance(r,,), the quasi-laminar layer resistangg) and the 2. non-industrial combustion,
surface resistance or canopy resistafxge The dry deposi-
tion velocity for large particles also depends on the settling
v_elocity (vf). If particle Ios;es due to impactioq, intercep—. 4. ship emissions.
tion and diffusion are considered to take place in the quasi-

laminar layer, the surface resistance can be neglected (Seiffhe marine aerosol particle emissions are calculated using
feld and Pandis, 2006). The dry deposition velocity repre-the emission parameterization fronéensson et al. (2003).
sentation is given in Appendix D. The marine particle chemical composition is assumed to be
The wet deposition rates (%) of different particle sizes composed of sodium chloride (NaCl) and POA, with NaCl
are calculated according to the parameterization by Laaks‘?.iominating in the coarse mode and organic material domi-
et al. (2003), derived from 6 yr of measurements at Hyf§iti  nating in the nucleation and Aitken mode, according to the
field station in southern Finland. The only input to the wet gjze resolved chemical analysis of marine aerosol particles at
deposition parameterization apart from the particle diametef5ce Head during the biological active period (spring, sum-
is the rainfall intensity in mm . Wet deposition removal of mer and autumn) (O’'Dowd et al., 2004).
particles is considereq for gll gridl cells below the estimated  gj,e resolved anthropogenic primary particle emissions
cloud base and the rainfall intensity was assumed to be conom non industrial combustion and ship traffic are estimated
stant in the horizontal direction perpendicular to the air masSyom PM2.5 mass emissions, by applying an assumed ef-
trajectory. H_ence, if the estimated cloud base is a_b_ove theactive particle density of 1000 kg™ and source specific
model domain (more than 2kma.g.l.) the wet deposition ratésmjssion size distributions. The primary particle emissions
is constant within the whole model domain. from road traffic were estimated from N@missions, using
a NQ to particle number conversion factor o&3104g—1
estimated from data in Kristensson et al. (2004). Table S1 in

Equivalent to the dry deposition the primary particle emis- the Supplement gives the lognormal size distribution param-

sions in the surface layer are treated as a separate process gfers used for the road, ship and non industrial combustion

ter the atmospheric diffusion equation has been solved. pri€Mmissions. The road emission size distribution was adopted

mary particle emissions included in the model are: frpm _Kns_tensso_n et al. (2004). Th|_s particle number size d|_s-
tribution is dominated by a nucleation mode around 20 nm in

3. road traffic emissions,

2.2.5 Primary particle emissions
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diameter, which comprises approximately 90 % of the parti- Ideally the cloud droplets number size distribution should
cle number concentration and an accumulation mode arountle modeled with a dynamic cloud model, which takes into
80nm in diameter. This type of particle number size dis-account the meteorological conditions and aerosol proper-
tribution is typical for diesel fueled vehicle emissions (Kit- ties. However, this would become computationally expen-
telson et al., 2002) which are likely to be the dominating sive and the uncertainties concerning the meteorological con-
source to the submicron road particle emissions. The nuditions (e.g. updraft velocity) would make the results uncer-
cleation mode particles from diesel engines mainly consistain anyhow. For cumulus clouds the cloud droplet diame-
of organic compounds from lubrication oils while the accu- ter typically increases from 7—9 um at the cloud base to 13—
mulation mode is dominated by non-volatile soot agglom-14 um at the top of the cloud, while for stratus clouds the
erates coated with organic material (Kittelson et al., 2002).cloud droplet properties are more uniform within the whole
Hence, in this work it was estimated that the nucleation modecloud, with usually a narrow droplet distribution which can
particles emitted from road traffic were composed purely ofbe approximated with a lognormal or gamma distribution
organic material while the emitted accumulation mode par-(Rogers and Yau, 1989). Hence, in this work the cloud
ticles were composed of soot agglomerates coated with 18roplet number size distribution was estimated to be lognor-
mass percent organic material (POA). The ship emission sizenal distributed with a mode diameter of 10 um and a stan-
distribution was measured by Petzold et al. (2008) and thelard deviation of 1.2 for all conditions. The number of cloud
chemical composition by Moldanéwet al. (2009). The non- droplets is determined by minimizing the difference between
industrial combustion emissions were assumed to originatéhe modeled solar irradiance at the surface, and the solar ir-
entirely from small scale wood combustion. The character-radiance from the HYSPLIT model e.g. if the modeled solar
istic particle number size distribution for small scale wood irradiance from ADCHEM is larger than given by the HYS-
burning emissions was taken from Kristensson (2005) andPLIT model, the cloud droplet number concentration is in-
the chemical composition from Schauer et al. (2001). Thecreased in ADCHEM until the solar irradiance at the surface
emitted anthropogenic primary particle mass not composeds equal with the value given by the HYSPLIT model.
of POA or soot was assumed to be composed of water insol-
uble minerals (metal oxides/hydroxides). 2.2.7 Homogeneous nucleation

For Denmark and southern Sweden the anthropogenic . . . .
PM2.5 and NQ emissions along the trajectories are from Fo'r all S|mglat|9ns homogeneous nucleation was included,
Danish National Environmental Research Institute (NERI)YSINg the kinetic nucleation theory (Eq. 4) (McMurry and
and Environmental Dept., City of MaknGustafsson, 2001) Fr_ledlander, 197_9 and Ku_lmala_ et al., 2006). Stable nucle-
respectively (see Sect. 2.3.2). For the rest of Europe th&@UOn clusters with a particle diameter of 1.5nmgm)
emissions were taken from the European Monitoring and"Vere assumed to be formed, using a correlation coefficient

14 1 ; ; ;

Evaluation Program (EMEP) emission database, for yealK) 0f 3.2x107"s cn®. This value is the median value
2006 (Vestreng et al., 2006). The spatial resolution of fom measurements at Hohenpeissenberg in Germany (Paa-
the emission data was 5050 kn? for the EMEP emis- Sonenetal., 2009).
sions, 17x 17 kn? for the Danish non-road emissions and dN

L - J _ 1.5nm_K H-S 2 4
1 x 1 km? for all emissions in southern Sweden and the Dan-715nm= i [H2SQy] (4)
ish road emissions.

2.2.6 Aerosol cloud interaction 2.2.8 Inorganic particle phase chemistry and particle

water content
Clouds are included if the modeled solar irradiance at the sur-
face is larger than the solar irradiance predicted by the HYS—14 aerosol dynamics and particle phase chemistry model
PLIT model (Draxler and Rolph, 2011). The altitude of the j,¢|,des a thermodynamic model. The main purpose of the
clouds is determined from the vertical relative humidity pro- .o 4el is to calculate the saturation vapor pressures (concen-
files along the trajectories, assuming that clouds are presenfiions) of hydrochloride acid, nitric acid and ammonia, and
if the RH>98%. I this relative humidity is not reached oqilibrium concentrations of sulfur dioxide and hydrogen

within the lower 2000 m of the atmosphere (aerosol dynam-paroyide in the particle or cloud droplet water. In the model
ics model domain), but the difference between the solar irray; js a5sumed that the inorganic aerosol particle phase is a

diance in ADCHEM (without clouds) and the solar irradiance pure aqueous solution, even if the relative humidity (RH)
from the HYSPLIT modgl still imply that clouds need to be_ in the atmosphere is low. However, if the product of the
present, the clouds are included above the aerosol dynamicgyyration vapor pressure of ammonia and nitric acid and/or
model domain without contact with the modeled aerosol par-, 1, monia and hydrochloride acid is lower above a solid am-
ticles. For the case studied in this work the rainfall originated ., o nium nitrate and/or solid ammonium chloride salt surface
from clouds more than 2000ma.g.I. than above the aqueous solution, the saturation vapor pres-
sures for ammonia, nitric acid and hydrochloride acid above
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the solid salt surface are used instead of the saturation vapaulfate production, from the reaction between sulfur dioxide
pressures above the liquid surface. This method has previand hydrogen peroxide in the particle water phase, is calcu-
ously been used by e.g. Zhang and Wexler (2008). lated using Eg. (8) (Seinfeld and Pandis, 2006).
From the modeled particle mole concentrations of ammo-d[S(VI il
nium, chloride, sodium, nitrate and sulfate an approximated—>—""""2 _
particle salt composition is estimated for each particle size dt
bin according to the explicit scheme in Appendix E. Wksiv) [H202] 1,0, [HS G5 | s, [HT v
Molalities of single salts(m?), for NH4NO3, HNOg, (14 Ksavy [Ht ] vu+)
(NH4)2SOy, NH4HSOy, HoSOy, NaHSQ, (Na),SOy, NaCl . . , , -
and HCI are calculated according to the parameterization&siv) iS the irreversible reaction rate coefficient for the re-

from Table B.10 in Jacobson (2005b). These parameteriza@Ction between S(1V) and®; in the particle water phase,

tions are high order polynomials as functions of the waterKsav) IS the equilibrium coefficient of S(IV) dissolution and
activity (a,,). The water mass contet) in the inorganic ¥ IS the activity coefficient for compound

particle fraction in each particle size bin is derived using
the Zdanovskii-Stokes-Robinson (ZSR) model (Stokes anaz'3 Gas phase model
Robinson, 1966).

The inorganic and organic growth factor (@hd Gf,) are
given by Egs. (5) and (6), respectively, sait is the dry par-
ticle volume of water soluble inorganic salts amghieris the
density of water. Using Eq. (6), the organic growth factor is
1.2 when the water activity is equal to 0.9.

Vi +W
Gf, = ( p,salt / Pwater

(molesst)  (8)

The chemical kinetic code included in the gas phase model
is solved with MATLABs® odel5s solver for stiff ordinary
differential equations. This solver uses an adaptive time
step length according to the specified error tolerance. Most
of the reactions are taken from the kinetic code used in
the model by Pirjola and Kulmala (1998) (originally from
1/3 EMEP). Some new reactions, mainly concerning the oxida-
) (5)  tion of benzene, toluene and xylene are also included in the
kinetic code. The reaction rates were updated for those of
13 the reactions where new rates were found in the literature
Gf, = <1+0.081 4w ) (6) (Sander etal., 2006; Seinfeld and Pandis, 2006 and Atkin-
(1—ay) son et al., 2004). Pirjola and Kulmala (1998) included re-

ctions involving dimethylsulfide (DMS) from the ocean in

Once the water content has been calculated the molalities OEL , del. Th i h N idered
all ions can be determined. The mean binary solute activity_t eir model. ese reactions were however not considere

coefficients of each salt in the particle water phase are calcu!” t_he_chem|ca| kinetic code used in th's_ work. All natural

lated with the parameters in Table B.9 in Jacobson (2005b)emISSIon O.f D.MS from. the oceans was instead assumed to

From these binary activity coefficients the mean mixed so-be sulfur dioxide fqllowmg S'lmpson etal. (2003).

lute activity coefficients are derived using Bromley’s method The photochemlcalzrefllctlorlsl depend on 'the sp.ectral ac-

(Bromley, 1973). The next step is to determine the hydro-tInIC flux (photons crm s -nm )- _The actinic flux IS the

gen ion concentration in the particle water phase from the?clux of photons fr_om all directions Into a volumg of air (Se-

ion balance (Eq. 7). infeld apd Pandls: 2_006). The actinic quF{I() |s.calcu—
lated using the radiative transfer model described in Sect. 2.5.

[H+]+[NHI]+[Na+] = [NO§]+2[SOZZ] The photolysis rates are directly proportional to the actinic

—|—[HSOZ]+[CI*]+[OH*]+[HCO§]+2[CO§Z] flux incident on a volume of air (Cotte et al., 1997). The

. . ) wavelength {) dependent absorption cross sections gnd

The concentrations in Eq. (7) can be replaced with knownquantum yields©) for the different gases undergoing photo-

equilibrium coefficients, activity coefficients, the partial chemical reactions were found in Sander et al. (2006). Equa-

pressure of C@ (390ppmv), the N(-lll) concentration . ; - :
(INHz@q)+[NH, 1), [S(VD], IN(V)] ([HNO 3(aq)]+ [NO3]) gggci)%t.)elow gives the photochemical reaction rates for
and [CI(I)] ([HCl(ag)]+ [CI"]). The final expression then
becomes a 7th order polynomial with {fas the only un- ja= ZGA(M,T)Q(M,T)Fa (i) A (9)
known. The hydrogen ion concentration is given by the max- ;
imum real root of this polynomial.

Finally the saturation vapor pressures of ammonia, nitric
acid and hydrochloride acid and the equilibrium concentra-2-3.1  Dry deposition and wet deposition of gases
tions of sulfuric acid, and hydrogen peroxide can be deter-
mined using the derived hydrogen ion concentration and theAs for the particles the dry deposition velocity of gases de-
mean mixed solute activity coefficients. The saturation vaporpends on an aerodynamic resistangg and a quasi-laminar
pressures (concentrations) are used when solving the conderesistancér,) in series. For gases the surface resistange
sation/evaporation equation (Eg. 2). The growth rate due tas also needed. The surface resistance depends on the surface

w / Pwater

(7)
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structure as well as the reactivity of the gas (Wesely, 198%ounds. Some of them are therefore able to condense after
and Seinfeld and Pandis, 2006). The model for dry deposi-one or several oxidation steps. BVOCs have a relatively short
tion velocity of gases is described in Appendix F. lifetime (minutes to hours) during the daytime in the tropo-
The below cloud scavenging of SOHNO3, NH3, H2O2 sphere (Atkinson and Arey, 2003). Due to the short lifetime
and HCHO are described by the parameterization used imf these compounds the concentrations can be considerably
Simpson et al. (2003). For all other gases the below clouchigher close to the ground (at the source) than at the top of
scavenging was assumed to be an insignificant loss mechdhe boundary layer. Both for the particle and gas phase chem-

nism. istry it is important to capture the vertical concentration gra-
dient of BVOCs. The emissions of BVOCs from the ground
2.3.2 Gas phase emissions depend strongly on the biomass density and the vegetation

species composition, but also on the canopy temperature and
The gas phase chemistry model takes into account emissiorfer some compounds and vegetation species the photosyn-
of Biogenic volatile organic compounds (BVOCs) and an- thetic active radiation (PAR) (Guenther, 1997).
thropogenic VOC (AVOC) emissions, CO, NGsulfur diox- The emission of BVOCs from different species can either
ide and ammonia. The emission data of anthropogenic orpe described as:
ganic hydrocarbons are not given for each individual species
but rather as total Non-Methane Volatile Organic Carbon 1. Volatilization of stored compounds (depend only on
(NMVOC) emissions. Source specific emissions of non- ~ temperature when considering short timescales).
aromatic hydrocarbons were estimated from the NMVOC
emissions, using Table 4.3 in Simpson et al. (2003). The total
anthropogenic aromatic hydrocarbon emissions (by Simpson
et al. (2003) considered a3—xylene emissions) were di- An example of the second case is the light-dependent produc-
vided into toluene, xylene and benzene emissions accordingon of isoprene in the chloroplast. Most monoterpene emis-
to the global emissions estimated by Henze et al. (2008). Fogions, particularly those from conifers, are due to volatiliza-
road traffic emissions 36.7 % of the NMVOC are emitted astion of stored compound (Guenther, 1997), although in recent
aromatic hydrocarbons, while for most of the 9 other emis-years light-dependent emissions of non-stored monoterpenes
sion sources specified in Simpson et al. (2003), the aromatifave been found to take place in many broadleaf trees, and
NMVOC fraction is much smaller. According to Calvert et may also occur at least from some monoterpene chemical
al. (2002) aromatic hydrocarbons contributest@0-30%)  species in conifer (for discussion see Schurgers et al. (2009a)
of the total VOC concentration in urban environments. and references therein).

The anthropogenic gas phase emissions were adopted The emissions of stored and synthesized monoterpenes
from EMEPs emission database for the year 2006 (Vestrengind isoprene were modeled using the vegetation model LPJ-
et al.,, 2006), except for Denmark and southern SwederGUESS in combination with isoprene and monoterpene-
where the emissions are from Danish National Environmen-production linked to their chloroplastic production follow-
tal Research Institute (NERI) and Environmental Dept., Citying Niinemets et al. (1999, 2002). Monoterpene storage
of Malmo (Gustafsson, 2001) respectively. The EMEP emis-and emissions from storage are described in Schurgers et
sions have a spatial resolution of &®0 kn?, the Swedish  al. (2009a). Short-term variations of modeled emissions dis-
emissions have a resolution ofx11kn? and the Danish play the typically observed light and temperature dependence
emissions have a resolution of11 kn? for road emissions ~ (Arneth et al., 2007). The model’'s shortest time step is one
and 17x 17 kn¥ for all other emission sectors. All emissions day and diurnal course of emissions were calculated from the
were divided into the EMEP emission sectors S1 to S11 aglaily totals following well-established empirical functions
well as ship emissions and natural sulfur dioxide emissionsfor temperature and light-dependencies by Guenther (1997).
The yearly emissions were multiplied with country specific LPJ-GUESS was applied with 17 tree species and 3 generic
diurnal, weekly and monthly emission variation factors basedshrub and herb types as functional types (Schurgers et al.,
on EMEP’s data. The monthly variations in the natural emis-2009b). Each of these was associated with an isoprene and
sions of sulfur dioxide from DMS oxidation were consid- monoterpene production potential for standard environmen-
ered using the monthly emission variations from Tarast  tal conditions, implemented as a fractional contribution of
al. (1995). photosynthetic electron-transport rate for BVOC production

The BVOC species considered are isoprengjnene,s- (Niinemets et al., 1999; Arneth et al., 2007). The simula-
pinene,A3-carene and D-limonene based on LPJ-GUESS'tion of tree-species rather than plant functional types allows
ability to assign species-specific emission capacities (e.grealistic values of these production capacities to be assigned
Schurgers et al., 2009b and Arneth et al., 2008), and thgSchurgers et al., 2009b). After a 300-year spin-up, the sim-
monoterpene speciation in Steinbrecher et al. (2009). Theselation was run for the period 1981-2006 with monthly av-
species are oxidized by OHgz@nd NG. The products from  eraged climate data for Europe from Haylock et al. (2008).
these reactions are generally less volatile than the initial comFor the periods 28 April to 15 October 2005 and 16 May to

2. VOC emissions directly reflecting VOC production
(typically varying with temperature and light).
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28 October 2006 the monthly data were replaced by dailythey are incorporated into the aerosol particle phase than less
observations to capture the day-to-day variability in emis-volatile compounds.

sions. Daily emissions with a spatial resolution of 135

(~25x 25kn?) were provided for isoprene and 17 differ- 2.4.1 SOA formation with the two-product model

ent monoterpene species, the speciation of the monoterpenes )

was done following Steinbrecher et al. (2009). These emis£According to the two-product model developed by Odum et
sions from natural vegetation were corrected for the pres@l- (1996) the organic mass partitioning between gas and par-

ence of land use with land cover data from Ramankutty etticle phase can be parameterized as a function of the organic
al. (2008). aerosol massM,), using two surrogate compounds with dif-

Since the kinetic code in ADCHEM only includes ferent mass based stoichiometric yields)(

pinene, g-pinene, A3-carene and D-limonene, the emis- Equation 10 gives the mass fractiof;) of the oxidation

sions of all other monoterpenes were distributed among th&pmduc“WhICh at equilibrium (without curvature effects)

monoterpenes included in the kinetic code, depending oﬁt’;’"” Ea:tmon mtot.theEpartli:loe phase.d Itn ;omblntarlltlon Wt'thl
their emission rates. e Kelvin equation Eq. (10) is used to derive the particle

size dependent saturation concentrations which are used in
the condensation and evaporation algorithm (See Sect. 2.2.2).
Kom.i is the partitioning coefficient of produtt Values ofw;

_ o and K, ; from Griffin et al. (1999), Svendby et al. (2008),
T_he secondary organic aeroso_l_formauon in ADCHEM can yenze and Seinfeld (2006) and Ng et al. (2007) are given in
either be modeled with the traditional two-product model ap-apje S2 in the Supplement, for all organic oxidation prod-

proach (Odum etal., 1996), or the recently proposed VBS apycts forming secondary organic aerosol in the modg}, 1
proach (Donahue et al., 2006 and Robinson et al., 2007). Ong,4 Kom 2 describes the volatility of the two surrogate oxi-

advantage with the two-product model used in ADCHEM is yation products which represent all the reaction products.
that it models the SOA formation from source specific or-

ganic compounds (e.g. oxidation products of monoterpenes,, _ MoKom,i (10)
isoprene, benzene, toluene and xylene) in a computationally '~ 1+ Kom.iM,
inexpensive way.

The VBS scheme lumps all organic species into different

2.4 Organic mass partitioning

In total the two-product model in ADCHEM considers 40
different surrogate compounds, including 35 compounds for

bins according to their volatility (given by their saturation ;
. ; -~ the monoterpene, isoprene, benzene, toluene and xylene ox-
concentration (), at 298K) (Robinson et al.,, 2007). This .idation products, two compounds for the non-oxidized inter-

melthod tt_hereb)r/]gintﬁra_lly dl_o_sdes tlhe mfo_r mation of ﬂ:je Cher_n"mediate volatile organic carbons (IVOCs) (see Sect. 2.4.4),
ca’ reactions which the individual organic compounds are <, compounds for the non-oxidized POA and one non-

]\C/olve(i_ln, butt |sfdeS|gr.1ec:hto bf abler:o pred!ct reahst:jc Iso_ﬁ]volatile compound for the IVOC and POA oxidation products
ormation rates found In the almosphere using a model wi (see Table S2). The partitioning coefficients and mass based
relatively low complexity and only a few model parameters.

' stoichiometric yields of the two POA compounds were cho-
Recently, Jimenez et al. (2009) developed a 2D-VBSgep in a way that the volatility should be comparable with
method which apart from classifying the organic compoundsyhat is used in the 2D-VBS (see Sect. 2.4.4).
according to their volatility also includes a second dimen-  genzene, toluene and xylene first react with OH followed
sion, oxygen to carbon ratio (O:C-ratio). This 2D-VBS y 3 reaction either with NO, forming products with a low
method is |mpler_nented in AD.CHE.M, with slightly different 5,4 temperature dependent SOA-yield, or withH®hich
assumptions which are described in Sects. 2.4.2 and 2.4.3. gives low-volatile products that have a high and temperature
Both the 2D-VBS model and the two-product model usedindependent SOA-yield (at least fof, > 10pgnr3). The
in ADCHEM treat the SOA formation as a dynamic process oxidation products from the H@pathway which form SOA
that evolves over time, considering the oxidation agent andare represented by completely non-volatile surrogate oxida-
SOA precursor concentrations, the time of ageing (exposurgion products (Ng et al., 2007).
time) and meteorological conditions (temperature). At high NO,/HO ratios, which generally are the case
One important difference between the two methods, whichin urban environments, most of the oxidation products re-
influences the dynamic SOA formation, is that the VBS act with NO, while at remote regions the BHPathway
model takes into account the fact that SOA formation generdominates. Therefore, oxidation of BTX in urban envi-
ally involves several oxidation steps, while the two-productronments generally gives relatively low SOA formation,
model simply assumes that it is the initial oxidation step while moving further away from the source the SOA for-
which determines the properties of the final products. Theremation can be considerably higher. Here it is mainly ben-
fore the two-product model used in ADCHEM cannot take zene, which is the least reactive of the three compounds,
into account the fact that more volatile compounds generallythat is left to form SOA (Henze et al., 2008). In AD-
need longer time (several oxidation steps) of ageing beforecCHEM both the high- and low-NQreaction pathways are

www.atmos-chem-phys.net/11/5867/2011/ Atmos. Chem. Phys., 11, 58862011



5878 P. Roldin et al.: Development and evaluation of an aerosol dynamics model

considered simultaneously. The fraction reacting throughallowed to react according to their species specific reac-
the low-NQ, pathway is given by Eq. (11). The reac- tion rates, and then all oxidation products are incorporated

tion rate for the low-NQ pathway is given byro,+Ho, = into the 2D-VBS. The volatility and O:C-ratio distribution of
1.4 x 10 2exp(700/T) cm® molecule s~ and the re- these first oxidation step reaction products were calculated
action rate for the high-NQ pathway by kro,+nO = with the functionalization and fragmentation algorithms used

2.6 x 10 2exp350/T) cm® molecule's™! (the Master in the 2D-VBS model (see Sect. 2.4.3). The saturation con-
Chemical Mechanism v 3.1hftp://www.chem.leeds.ac.uk/ centrations and O:C-ratios of these primary oxidation prod-

Atmospheric/MCM/mcmproj.htn). ucts range between 1@nd 18pgnm 2 and 0 and 0.4, re-
spectively.
Sfiow—No, = kR0y +0,[HO2 (12) Jimenez et al. (2009) assumed that all organic compounds
krop+NO[NO] +kRoy+H0, [HO2] formed after the first oxidation step, react with the OH rad-

The values of the heat of vaporizationk), which gives  ical with a gas phase rate constakgy) of 3x 10 *em®
the temperature dependence of the partitioning coefficient§nolecules=s™=, and stated that the heterogeneous oxidation
for the two-product model oxidation products fronpinene, ~ rate of organic compounds in the particle phase is at least 10
B-pinene, xylene and toluene, were obtained from Svendb)ﬁimes slower. After one or a few oxidation reactions in the at-
et al. (2008). The temperature dependent partitioning coeffi/nosphere the oxidation products lose their original signature
cients are given by the Clausius Clapeyron relation (Eq. 102nd become increasingly similar in structure independent
from e.g. Sheehan and Bowman (2001). The heat of vaporof the original molecular structure (Jimenez et al., 2009).
ization of the compounds formed from oxidation of benzene Therefore, for all gas phase compounds in the 2D-VBS, the
through the NO-pathway was assumed to be the same as f&@Mekon equal with 3x 10~* cm® molecules™ s™* as pro-

toluene. posed by Jimenez et al. (2009) was also used in ADCHEM.
- AH/1 3 All gas phase compounds in each 2D-VBS bin were also as-
idi i =107 ¢
Kom(T) = Kom ref — €X [_ (_ _ _>] 12 sumed to be oxidized by £and NG with kp3=10""¢
o O et PR \T Tref (12) molecules!s1 andknoz=10"1*cm?® molecules® s re-

spectively, which are the approximate reaction rates for
alkenes (Atkinson, 1997). The heterogeneous reactions were
assumed to be insignificant compared to the gas phase reac-

) -~ tions, and were therefore neglected.
The 2D-VBS scheme used in ADCHEM classifies the or-

ganic compounds into 10 discrete volatility bins, separated ) o ] ]

by powers of 10 in €, ranging from 102 to 10ug n3 and 243 Fl_mct_|ona||zat|on and fragmentation of organic

11 discrete O:C-ratios, separated by 0.1, from 0 to 1 (in to- oxidation products

tal 110 (11x 10) bins). The mass fractiorFy) in the particle

phase in each volatility bihis given by Eq. (11) (Donahue et Functionalization is the process by which oxidation reac-
al., 2006) if the Kelvin effect is neglected. Together with the tions create new products with the same carbon number but
Kelvin equation Eq. (11) is used to derive the particle size de-higher O:C-ratio, while fragmentation creates products with
pendent saturation concentrations which are used in the corlewer carbon number and higher O:C-ratio. In the 2D-VBS

2.4.2 SOA formation with the 2D-VBS model

densation and evaporation algorithm (See Sect. 2.2.2). model used in ADCHEM the functionalization algorithm
i 1 was adapted from Jimenez et al. (2009). This algorithm as-
Fi=1+4C;/M,) (13)  sumes that all functionalization reactions are independent of

the properties of the organic reactant. The formed products

. 3 . .
For compounds with Cequal to 1 ugm*, Eq. (11) indicates take-up one to three oxygen atoms, where on molar basis

0 h . i
that 50 % of these compounds will be found in the partlcle_zg% take-up one oxygen atom, 49 % two oxygen atoms and

op i : .
phase and 50 % n the gas phase, ':f”‘e total particle orgam;éz % three oxygen atoms. Since these oxygen atoms can at-
mass contentM,) is equal to 1 ugm?. . . 2
P tach differently to the carbon chain of the original molecule,
The temperature dependence df i€ given by Eq. (10) . : .
. . X ST there are also separate probability functions for the change in
if K, is replaced with €. The heat of vaporization is cal- " " .
. . . volatility (change of C (AC*)) of the products which take-
culated with a recently proposed expression (Eq. 12) which .
states that the heat of vaporization can be estimated as a funéh, ' two or three oxygen atoms, varying frert0" to
P ~10’ug 2 (see Table 1). The change in O:C-ratio upon

tion of the saturation concentration (Epstein et al., 2010). ; -
. . . ; functionalization depends on the number of carbon atoms of
C300in EQ. (12) is the saturation concentration at 300 K. -
the original molecule.
AH =—11-10g;9C3p0+129 kImot? (14) In the 2D-VBS the number of carbon atoms of thg
surrogate compounds varies between 29 for the bin
In the 2D-VBS model used in ADCHEM the traditional (C*=10"?pgnr3, O:C-ratio=0) down to 2.3 for the bin
SOA precursors (BTX, monterpenes and isoprene) are firsC* = 10’ug n3, O:C-ratio=1). In the 2D-VBS an increase
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Table 1. Probability functions for the change irff@vhen one to three oxygen atoms (O) are added to the organic compounds in the 2D-VBS.

AC* (ugn3)  —10t —102 -100 -10* -10° -—10f% —107

+10 0.30 0.50 0.20
+20 0.19 0.38 0.32 0.11
+30 0.095 0.20 0.41 0.20 0.095

in C* by 10 without changing the O:C-ratio is achieved by the compounds enter the 2D-VBS. To account for the differ-
removing two carbon atoms from a compound, while an ad-ent yields, the benzene, toluene and xylene molecules react-
dition of one oxygen molecule decreases the saturation coning through the high-NQ pathway are always assumed to
centration 3.75 times more than if hypothetically one carbonbe fragmentized when they are oxidized, while those react-
atom is added. These values are in fair agreement with théng through the low-NQ pathway are always functionalized.
values given in Pankow and Asher (2008), which estimateThe monoterpenes and isoprene always follows the low-NO
that two extra carbon atoms increases the vapor pressure kpathway, independent of the NO and pincentrations.
almost 10 and depending on whether the oxygen atoms form Figure S1 in the Supplement compares the modeled yields
hydroxyl-, aldehyde-, ketone or carboxylic acid- groups thewith the two-product model parameterization of the mea-
vapor pressure decreases with 2-5 times more than if jussured BTX yields from Ng et al. (2007). For typical atmo-
adding one carbon atom. spheric particle organic mass concentrations (1-10m

In the 2D-VBS used in ADCHEM all oxidation reac- the BTX yields modeled with the 2D-VBS is about 4-11 %
tions first follow the functionalization kernel and then a frac- for high-NOy conditions, while 15-35 % for low-Ncondi-
tion (f) of the formed oxidation products will fragmentize. tions, at 300 K. This can be compared with the two-product
Equivalent to Jimenez et al. (2009) it is assumed that themodel SOA yields of 5-15 % for benzene, 2—8 % for toluene
molecules that fragmentize have equal probability to split atand 1-4 % for xylene at high-NCconditions and 37 % for
any of the carbon bonds. Hence, for C11 molecules whichbenzene, 36 % for toluene and 30 % for xylene at lowgNO
fragmentize there will in average be 10% of all C1 to C10 conditions.
molecules, on a molar basis. Each of the 2D-VBS bins on
the right side of the original molecule (highet)bin will ~ 2.4.4  POA volatility and IVOC emissions
therefore receive the same number of molecules, but different ) , )
masses. Jimenez et al. (2009) assumed that part of the formd¢/'°ther key uncertainty with the modeled organic aerosol
fragments have unchanged O:C-ratio while others increaséorrr_]atmn.|n.urban eqywonments IS the volatility of the or-
their O:C-ratio. However, in the 2D-VBS used in ADCHEM 9@nic emissions traditionally considered to be POA (Shri-

it was simply assumed that the fragments from the oxida-vastava et al., 2008 and Tsimpidi et al., 2010). Shrivastava

tion products (formed from the functionalization reactions) &t @l- (2008) used the 3D-CTM model PMCAMX to model

always have the same O:C-ratio as the non—fragmentizeéhe organic aerps_ol in the US by eit_her treating these t_radi—
molecule. Since the fragments first take up oxygen atom ional POA emissions as non-volatile (€0) or as semi-

before they fragmentize, they still always have larger O:C-yOlatlle (C* between 10. and 16,“.9 m ). Th.elr results
ratio than the original molecule (before reaction). illustrate that condensation of oxidized organic compounds

One large uncertainty with the VBS model approach isfor;ng]d from corgpouanSt\r/]vhlcth first ﬁvapor:atetﬁfter (illlu:!olnt
how to estimate the fractionf§ of the oxidation reac- and then are oxidized in the atmosphere, has the potential to

tions which cause the organic molecules to fragmentize anaugmﬁcantly increase the summertime organic aerosol (OA)

which fraction that functionalizes. Jimenez et al. (2009) pro—In urban environments in the USA. In this work the tra-

posed that the fraction of reactions that cause fragmentag't'onal POA emissions were treated either as non-volatile

— 3 .- . .-
tion at low-NQ, conditions can be given as a function of compounds (C=0ugnr™) or as semr volatile. Th?s_e seml
the O:C-ratio according to Eq. (13). This equation is aISOvolatlle POA (SVPOA) mass emissions were divided into

; : different C* channels according to the work by Robinson
d in the 2D-VBS model in ADCHEM, both for low- and ; L
E?geh-lllnq ((:aonditions modetin ofh for fow-an et al. (2007), Shrivastava et al. (2008) and Tsimpidi et

al. (2010). Analogous with Robinson et al. (2007), Shrivas-
0\ /6 tava et al. (2008) and Tsimpidi et al. (2010) the intermediate
f= (E) (15) volatile organic carbon (IVOC) emissions{®etween 16
and 16 pgnm3), were assumed to be proportional and 1.5
The different SOA-yields for benzene, toluene and xylenetimes larger than the POA emissions (see Table S3 in the
at low- and high-NQ conditions are assumed to be caused Supplement).
by the first oxidation reactions, which are considered before
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Recently performed chamber measurements on woodan be found in Kristensson et al. (2008) and Tunved et
smoke and diesel car POA emissions indicate that the POAl. (2004), respectively.
may evaporate slowly before reaching an equilibrium with  The selected case study in this article is from the
the gas phase (atleast 1 h) (Grieshop et al., 2009). The spatiafl June 2006. Figure 3 displays the selected air mass tra-
and temporal resolution used in ADCHEM enables the treatjectory for this case. The trajectory was derived with the
ment of this mass transfer limited evaporation. Therefore allHYSPLIT model (Draxler and Rolph, 2011). It arrives at
POA emissions in ADCHEM are initially placed in the par- 100ma.g.l. in Malnd, at 6a.m. and passes over Vavihill
ticle phase, although they at equilibrium to a large fractionbackground station around 9a.m. The trajectory starts over
will be found in the gas phase. This enables ADCHEM to England, 48 h upwind of Malimand end 24 h downwind of
study the diffusion-limited evaporation of the SVPOA down- Malmo close to Stockholm. Locations A, B and C in Fig. 3
wind of the source region, followed by the oxidation of the are Maln®, Vavihill and Aspvreten respectively. The trajec-
SVPOA in the gas phase and finally the re-condensation ofory does not pass over Aspvreten, but about 50 km east from
the oxidized SVPOA several hours after the initial emissions.the station. Therefore it is unlikely that the urban emissions
in Malmo influenced Aspvreten this time of the day. Still the
2.5 Radiative transfer model measured ozone level at Aspvreten was used to check if the
magnitude of the modeled ozone concentration was reason-
The radiative transfer model is mainly used to calculateable, with the assumption that the background ozone level is
the photolysis rate coefficients for the gas phase chemistryelatively uniform over large regional areas.
model and to estimate the presence of clouds. The radiative The particle number size distributions in Marand Vav-
transfer model uses the quadrature two-stream approximakill were measured with a Scanning Mobility Particle Sizer
tion scheme, where the radiative fluxes are described with agiSMPS) and a Twin Differential Mobility Particle Sizer
upward and downward flux component. The phase functionTDMPS). The SMPS system in Matimmeasured the ur-
and the angular integral of the intensity field are approxi-ban background particle number size distribution from 10 to
mated using the asymmetry parametgr 4nd single scat- 660 nm at a roof top station about 20 ma.g.l., at the town hall
tering albedo o). The model can be used to calculate the in the north-west part downtown Matim During southerly
radiative transfer in a vertically inhomogeneous atmosphereir masses this station detects most of the particle emissions
with clouds and aerosols (Toon et al., 1989). The asymmetrfrom Malmd. A description of the SMPS system in Maim
parameter and single scattering albedo for aerosol particlesan be found in Roldin et al. (2011).
and cloud droplets are calculated using a Mie-theory model. The TDMPS system at Vavihill field station measures the
The radiative transfer model is described more in detail inrural background particle number size distribution from 3 to
Appendix G. 900 nm every 10 min. A detailed description of the TDMPS
at Vavihill can be found in Kristensson et al. (2008).
Measured concentrations of NO, MdDs; and SQ at the
3 Methods for urban plume studies urban background station in Matimand G at Vavihill were
compared with the modeled gas phase concentrations along
In this section the methods used when modeling the propthe trajectory (for more information about the gas phase mea-
erties of the aerosol particles inside the urban plume fromsurements see Roldin et al., 2011).
Malmo are described briefly. For a more detailed descrip- Apart from measured particle and gas concentrations,
tion of these methods, see Roldin et al. (2011). The modelyind direction measurements from a meteorological mast in
is applied here for one case study, to test the model performalmé were used to verify that the urban plume from Malm

mance and to illustrate the spatial and temporal variability ofwas directed toward Vavihill. The wind direction was mea-
the aerosol properties within the urban plume from Malm  sured at 24 ma.g.|.

3.1 Measurements 3.2 Model input

Particle and/or gas concentrations measured at three diffeMertical temperature and relative humidity profiles, wind
ent stations in Sweden were either used to validate the modedpeed at two altitudes within the surface layer, rainfall in-
performance or as input to the model. The first station istensity, mixing height and emissions of isoprene, monoter-
an urban background station positioned in Mal(65°36 N, penes, anthropogenic NMVOCs, NOSO,, CO, NH; and
13°00 E, 30ma.s.l.), the second station is the EMEP back-PM2.5 were included along the trajectories.

ground station at Vavihill (582 N, 1309 E, 172ma.s.l.), The meteorological data from the Global Data Assimila-
about 50 km north from Malk, and the third station is the tion System (GDAS) were downloaded from NOAA Air Re-
EMEP background station at Aspvreten {28 N, 58°48 E, source Laboratory Real-time Environmental Application and
20 ma.s.l.), about 450 km north-east from MalnDescrip-  Display sYstem (READY) (Rolph, 2011). The rainfall inten-
tions of the measurement stations at Vavihill and Aspvretensity and mixing height data along the trajectory have a spatial
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60.0°y cause the model is only initiated 48 h upwind of Malm
these initial particle properties may influence the particle
composition within the urban plume from Maimespecially
for the particles larger thatvl pm, which have a long life-
time and relatively small sources.

3.3 Spin-up time upwind of Malmo

The total run time of the simulations was 3 days, starting 2
days upwind of Malm and continuing 1 day downwind of
Malmo. The first two days were used to initialize the par-
ticle and gas phase chemistry. During these days the parti-
cle number size distribution was kept fixed, while everything
else were allowed to change. Once the trajectory reached the
southern border of Malih the estimated local road emission
contribution from the particle number size distribution mea-
_ _ ) _ surements in Mali, were included according to the method
Flg_. 3. Map with the air mass trajectory from thg HYSPLIT model described in Roldin et al. (2011). With this method the mod-
which was used when the urban plume from Malwas modeled. o0 4 b4 rticle number size distribution at the measurement sta-
The trajectory starts over England 48 h upwind of Malmt ar- L .. . .
tion in Malmd become comparable with the measured parti-

rives in Maln 100 ma.g.l. on the 21 June 2006, at 6 a.m. Down- . SR . .
wind of Malmb (A) the trajectory moves northward over Sweden. cle number size distribution at that time. Downwind of the

About 3 h downwind of Malrd the trajectory reach VavihilB)and ~ Urban background station in Matimthe particle number size

18 h downwind of Malni it passes near the background station As- distribution was allowed to change due to the aerosol dy-
pvreten(C). namic processes, and vertical and horizontal mixing.

200 E

: g : ’ 5E
75 E 10.0°E 125 E 150 E 7

. . 4 Results and discussion
resolution of 1 h and for every three hours, vertical tempera-

ture, wind speed and relative humidity profiles were received Regyits from 23 separate model simulations will be com-
The vertical temperature and relative humidity data were ””'pared and discussed. The simulations were designed to study
early interpolated to the fixed vertical grid and the temporalihe influence of: (1) the number of size bins, (2) the size
resolution, which were used for the simulations. Figure S2gtrcture methods, (3) aerosol dynamic processes, (4) cou-
in thg _Supple_ment shows the vertical temperature anc_i relativ§|ed or uncoupled condensation, (5) the VBS or traditional
humidity profiles over Malra and at 6 and 24 h downwind of - wo-product model for secondary aerosol formation, (6) POA
Malmd. The meteorological conditions were assumed to begg semi-volatile (SVPOA) or non-volatile, (7) intermediate
uniform in the horizontal direction perpendicular to the air \g|atile organic carbon (IVOC) emissions with ®etween
mass trajectory. The kinematic heat flux is estimated fromqt_1 ug 3, (8) the SOA formation from BVOC emis-
the horizontal wind speed gradient and potential temperaturgjons (9) the SOA formation from BTX emissions, (10) the
gradient within the surface If_:lyer. The kinematic_hea_lt fluXinfluence from all anthropogenic gas phase emissions from
is used to calculate the Monin-Obukov length which is ap- \vaimg and (11) horizontal and vertical mixing. The model
plied when deriving the vertical and horizontal eddy diffu- ryns are listed below. If not otherwise specified the full-
sivity profiles and the dry deposition velocity. stationary structure with 100 size bins between 1.5 and
The initial particle number size distributions in ADCHEM 2500 nm in diameter was used, the condensation/evaporation
were estimated from the measured background particle numwas solved as an uncoupled process, both vertical and hori-
ber size distribution at Vavihill, according to the method de- zontal mixing was considered, the 2D-VBS method was used
scribed in Roldin et al. (2011). Initially (48 h upwind of for the partitioning of organic compounds between gas and
Malmd) the PM2.5 mass fractions of each compound wereparticle phase, POA was assumed to be semi-volatile and
estimated to be: 0.35 organic material, 0.03 soot, 0.26 sultyOC emissions were considered.
fate, 0.07 nitrate, 0.12 ammonium and 0.17 minerals (metal
oxides/hydroxides) below 1000 ma.g.l. and then changing
linearly to the top of the model domain (2000ma.g.l.), to 2. Full-stationary structure with 50 size bins
0.23 organic material, 0.02 soot, 0.36 sulfate, 0.11 nitrate,
0.17 ammonium and 0.11 minerals. These values are in rea- 3. Full-stationary structure with 25 size bins
sonable agreement with the measured chemical composition
at several European sites (Jimenez et al., 2009). The sodium
and chloride concentrations were initially set to zero. Be- 5. Moving-center structure with 10 size bins

1. All processes included (base case)

4. Moving-center structure with 25 size bins
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6. Combination of full-stationary and moving-center 400 2. Vavl
structure with 25 size bins 8000 © Mamo
. . at.
. _ Tooor Stat.50 ||
7. Coupled condensation % 6000 > o stat25 |
%. 5000 s Mov. 25
a ' 1 Mov/St. 25
8. Two-product model § 4000 3 Mov. 10 |]
. Z 3000 O Meas. N
9. No aerosol dynamic processes 2000 N i
o 1000 4
10. No dry deposition g e
11. No coagulation
12. No condensation 2000
Stat. 100
41 Stat. 50
13. No wet deposition 1500 o S |
. (?E N Mov. 25
14. No homogeneous nucleation e N Movist. 25
% S Mov. 10 7

1000 o / 5
15. Doubled mixing height. / o\\
o/, o N\
o MR

17. 1D model (without horizontal mixing) SR L T e

Diameter (nm)

[

=3

=]
T

16. Doubled horizontal turbulent diffusivity

O

18. Non-volatile POA (NVPOA
( ) Fig. 4. Modeled particle number size distributions in the center of

19. No IVOC emissions in and downwind of Matim the urban plume at Vavihifa) and 24 h downwind of Malii (b),
using different size structure methods. The results are from the sim-
20. No BVOC emissions in and downwind of Maiim ulations with the full-stationary structure using 100, 50 or 25 size

. L ) bins, moving-center structure with 25 or 10 size bins and a com-
21. No anthropogenic gas phase emissions over MM pination of the moving-center method and full-stationary method
NOy, S, NMVOCs and IVOCs emissions) using 25 size bins (Mov/St). Pang) also displays the modeled
(fitted) particle number size distribution at the measurement sta-
tion in Malmd and the measured particle number size distribution
at Vavihill.

22. No BTX emissions in and downwind of Malin

23. Unity mass accommodation coefficients

4.1 Physical particle properties causes some bins to get too low concentrations (zero con-
centration) while bordering size bins get too high concentra-
In Fig. 4a—b the modeled particle number size distributionstions. In Fig. 4b this can be seen around 600 nm in diam-
at Vavihill (3 h downwind of Maln®) and 24 h downwind of  eter. For the moving-center method this problem is solved
Malmd, for different number of size bins and size structure by decreasing the number of size bins, while for the full-
methods, are compared. Given is also the measured partptationary method the accuracy increases with the number of
cle number size distribution at Vavihill, at the time of arrival size bins. Figure 4a—b also shows the result from one sim-
of the air mass trajectory. The results are from the centeulation with 25 size bins, where the moving-center method
of the urban plume at the surface. At Vavihill (Fig. 4a) all was used except once every 360th time step (6 h) when the
simulations are in good agreement with each other and théull-stationary method was used. This combination of the
measured particle number size distribution. This illustratestwo methods gave much smaller numerical diffusion than the
that for short time scales (a few hours) the model results ardull-stationary method and still eliminated the problems seen
fairly insensitive of the number of size bins and which size with the moving-center method.
structure method that is used, especially if the condensation Figure 5a—b compares the modeled particle number size
or evaporation rates are small. 24 h downwind of Malm distributions with or without different aerosol dynamic pro-
(Fig. 4b) the difference between the simulations becomesesses at Vavihill and 24 h downwind of Mahm The re-
more evident. This is especially the case for the moving-sult without wet deposition is only given at 24 h downwind
center method and the full-stationary method when using 2%f Malmo since no rainfall affected the size distribution be-
size bins. For the full-stationary method with 25 size bins, tween Maln® and Vavihill. About 2h downwind of Vavi-
the numerical diffusion significantly broadens the size dis-hill a light rainfall (~0.5 mm hr?) started and continued for
tribution (see Sect. 2.2.1). With the moving-center methoda few hours, which affect the size distribution 24 h downwind
errors can appear when particles from the lower size binof Malmd. The rainfall intensity was assumed to be constant
are averaged with the particles in higher size bins, whichwithin the whole model domain.

Atmos. Chem. Phys., 11, 5865896 2011 www.atmos-chem-phys.net/11/5867/2011/



P. Roldin et al.: Development and evaluation of an aerosol dynamics model 5883

Maimo b 24 of in the center of the urban plume. For the vertical mixing,
Vavihill w. of alm6 . . .
000 e | g e Besecme this is mainly due to the low and constant boundary layer
8000 Py Neewa | L oan height at 300 m between Mativand Vavihill. An increasing
— L Nodyd | _ oo mixing height effectively dilutes the boundary layer. This
‘ o Measured |, . . . . . .
s § 3000 No wetd. explains why the number concentration is significantly lower
B 4000 fgm 24 h downwind of Malnd than in the city, even without any
g 3000 s aerosol dynamic processes.
2000 1000 The homogeneous nucleation downwind of Malimad a
b et - marginal impact on the modeled particle number size dis-
T [ S tribution above 5nm in diameter, within 24 h downwind of
Malmd (not shown). The main reason for this was probably
00002V T ame | pg00 Q24w of Maims Base case not the formation rate ¢knm) which reached a maximum
5000 Base case 3| o o of about 15 within the boundary layer during the after-
7000 DL omodel | gy f 2xK, noon. Instead the limiting factors were likely the diameter
—~ - X o~ 3 . -
T o0 % ‘% growth rate of the smallest particles and the relatively large
8 jzzz § 1000 17 % coagulation sink. The growth rate of the smallest particles is
s 2000 s %‘g determined by the concentrations of low-volatile compounds
2000 500 X (e.g. SOy and some organic compounds). Unfortunately
1000} the amount and origin of the low-volatile organic compounds
R T T 500 TR 500 which can contribute to the initial growth of these particles
plameter (o) Dlameter () are not well known. Therefore it is not possible to dismiss

the possibility that the model significantly underestimated

Fig. 5. Modeled particle number size distributions in the center of the growth rate of the particles below 5 nm in diameter.

the urban plume at Vavihillgandc) and 24 h downwind of Malri ; d il h deled icl b .
(b and d), without different aerosol dynamic processearn(d b) Figure 5c—d illustrate the modeled particle number size

and changed vertical or horizontal mixinggndd). Panelga)and  distributions at Vavihill and 24 h downwind of Malirfrom
(b) give the results from the simulations with all aerosol dynamic the simulations with doubled mixing height (MH), no hori-
processes included (base case), no aerosol dynamic processes, #ontal mixing (1-D model) and doubled horizontal eddy dif-
condensation, no coagulation, no dry deposition and no wet depofusivity (2 x K,). When doubling the mixing height the par-
sition (only inb)). Panels(c) and(d) display the results from the ticle number concentration became slightly higher. This is
base case simulation, doubled mixing height (MH), no horizontalmainly due to the decreasing influence of dry deposition. It
mixing (1D-model) and doubled horizontal mixingxX ). In(a) s important to mention that the initial particle number size
the modeled (_fitte_d) particle number size distribl_Jtion at the m_ea'distribution in Maln within the whole boundary layer was
s_ure_mer_1t station !n.MaIman(_j the measured particle number size assumed to be the same for both mixing heights.
distribution at Vavihillis also illustrated. Figure 6 shows the modeled particle number concentra-
tion (PN) within the whole 2-dimentional model domain
(2kmx 20km) at different distances (times) downwind of
The aerosol dynamic processes with largest influence ofyjaimg. At Vavihill (Fig. 6a) the concentration difference
the particle number concentration both at Vavihill and 24 hyetween the background and the urban plume is still distinct
downwind of Maln® was dry deposition. The reason for this pth in the vertical and horizontal direction. The explana-
is mainly the relatively few nucleation mode particles. Con-tjon 19 this is that the atmospheric stability prevented large
densation and evaporation had little influence on the result$,qrizontal dispersion and the mixing height in the model
at Vavihill but larger influence on the size distribution 24 h |45 fixed at 300 ma.g.l. between Mairand Vavihill, which
downwind of Malmd. Using unity mass accommodation co- prevented significant vertical dilution. Downwind of Vavi-
efficients for all condensable compounds instead of the valy;) (between 10a.m. and 12a.m.) the mixing height in the
ues given in Sect. 2.2.2 had negligible impact on the mod-node| rose to 1000 m which effectively diluted the bound-
eled particle number size distribution and chemical COMPO-gry |ayer. During the evening (4 p.m. until 9 p.m.) the mix-
sition (not shown). The primary particle emissions betweening height decreased to 300m and a stable residual layer
Malmo and Vavihill had a marginal impact on the size distri- a5 created. The residual layer can be distinguished 12 h
bution below 30 nm which can be seen when comparing theyownwind of Malni as a horizontal streak with higher par-
initial particle number size distribution and the results with- tjcje number concentrations between 700 and 1000 m a.g.l.
out aerosol dynamic processes. (Fig. 6b). This concentration difference was even more pro-
When not considering aerosol dynamic processes the sizaounced 24 h downwind of Malin(Fig. 6¢). The increasing
distribution was almost preserved between Malamd Vav-  concentration difference between the boundary layer and the
ihill. This illustrates that on short time scales, vertical and residual layer was caused by the dry deposition losses in the
horizontal mixing had little influence on the model results well mixed boundary layer. 24 h downwind of Maifnwhen
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Fig. 6. Modeled total particle number concentration (Ri) 3h

downwind of Maln®, (b) 12h downwind of Malnd and(c) 24h  Fig. 7. Modeled concentrations ¢&) Os, (b) NO and NG, (c) SO,

downwind of Maln®, in the whole model domain (20km in the and(d) OH at the surface, from 6 h upwind of Mati{00:00) to

horizontal and 2km in the vertical direction) perpendicular to the 24 h downwind of Malnd (06:00), in the center of the urban plume

air mass trajectory. Vavihill (VVHL) is pOSition in the center of the and outside the urban p|ume. Given are also the meaSLB'@d”@

horizontal model domain 3 h downwind of Maim centrations in Malrd, at Vavihill and at Aspvreten, and the mea-
sured NO, N@ and SGQ concentrations in Malii

parts of the residual layer had been separated from the sur-

face for up to 12 h, the concentration gradient between thebetween Malrb (6 a.m.) and 10a.m. After this the mixing

boundary layer (0-300m) and residual layer (300-1000 mheight rose steeply, which effectively diluted the boundary
was much larger than the concentration gradient betweemyer (see e.qg. Fig. 10e).

the center of the urban plume and the horizontal boundaries A |arge fraction of the organic particle mass consists of

(Fig. 6c). semi-volatile compounds which can be transported to or from
the particle phase when the temperature or concentrations
4.2 Chemical gas and particle phase properties changes (see Fig. 12). Still, the modeled organic PM2.5 mass

shows no visible correlation with the semi-volatile ammo-

All the measured gases (NO, NOOs; and SQ) were well nium nitrate content. The reason for this is that it was the
captured by the model in Malkin when considering the an- relative humidity and not the temperature fluctuations which
thropogenic gas phase emissions in the city (Fig. 7). Unfor-mainly were responsible for the large changes in the PM2.5
tunately @Q was the only gas phase compound that was meaammonium nitrate content. In the model all organic com-
sured with high time resolution at Vavihill and Aspvreten. pounds were assumed to be water insoluble and therefore the
The modeled @ concentration agrees very well with the organic particle mass was not directly affected by the relative
measured concentrations at M&@lm At Vavihill and As-  humidity. When considering coupled condensation, the par-
pvreten the model seems to overestimate tge@hcentra- ticle nitrate content was smaller while the ammonium con-
tion with 10-20 %. tent was about the same as for the uncoupled condensation

The modeled PM2.5 mass of ammonium, nitrate, sulfate simulations. The reason for this is that the particles were
organic material and soot, from one hours upwind of Malm not fully neutralized with the uncoupled condensation simu-
until 24 h downwind of Malnd are given in Fig. 8a. At lations (between 50 and 20 % of the sulfate was in the form
Malmo there was a significant increase in the soot mass andf bisulfate (HSQ@) and the rest sz, with least neutralized
to a smaller extent the organic mass because of the primarparticles 24 h downwind of Mali).
particle emissions in the city. This primary particle mass in-  Figure 8b—c illustrates the modeled mass size distributions
crease is constrained by the measurements at the urban baabf the major particle compounds. Noticeable is that the ni-
ground station in Malrdd (see Sect. 3.3). The soot particle trate content is shifted toward larger particle sizes when us-
mass emitted in Mali@was primarily lost by dry deposition ing uncoupled condensation while the organic mass is mainly

Atmos. Chem. Phys., 11, 5865896 2011 www.atmos-chem-phys.net/11/5867/2011/



P. Roldin et al.: Development and evaluation of an aerosol dynamics model 5885

o 2 PH B s e ameter) and not to the particle volume. Since the diameter to
volume ratio increases with decreasing particle size, the sul-
fate concentration in the particle water phase decreases with
increasing particle diameter. The lower hydrogen ion con-
centration in the larger particles explains why the nitrate was
shifter toward larger particles when using uncoupled conden-
sation but not when using coupled condensation (no pH de-
pendence).

Figure 10 gives the modeled vertical PM2.5 mass pro-
b) Mass size distributions at VVHL ¢) Mass size distributions 24 h downwind of Malmé flles Of dlﬁerent Chemlcal Compounds’ In the Center Of the
12 10 , model domain, 6 h upwind of Malénuntil 24 h downwind
of Malmo. The mixing height is also illustrated. As a com-
plement to Fig. 10, Fig. S4 in the Supplement shows the gas
: ‘ phase concentrations of ammonia, nitric acid, sulfuric acid
4 / \ and NQ in the vertical direction. The PM2.5 nitrate and
, Pg// ‘\\ ammonium masses have a maximum 4 to 6 h downwind of
F— B\ | Malmo in the whole boundary layer, caused by the high rela-
= o tive humidity at that time-{90 %). In contrast, the gas phase
prameter () prameter () ammonia and nitric acid show a different pattern with max-

imum concentrations upwind of Malim The PM2.5 sulfate

Soot NH4 coupl. cond. o NO3 coupl. cond. ‘

‘ NH, NO, ) OA

dM/dlogDp (ug/m®)
»

Fig. 8. (a) Modeled PM2.5 ammonium, nitrate, sulfate, organic content was laraer above the boundary laver over Nalm
aerosol (OA) and soot masses from 1 h upwind of Mak95:00) 9 y lay

until 24 h downwind of Malnd. For ammonium and nitrate results than in the boundary layer. The organic PM2.5 ma_ss was

are shown both from the uncoupled and coupled condensation simlighest near the ground and up to about 1200 m which was

ulations. Panelgb) and (c) gives the modeled particle mass size @pproximately the maximum altitude of the boundary layer

distributions of the different compounds at Vavihill and 24 h down- upwind and downwind of Malid. The soot mass increased

wind of Malmb. quickly over Malnmd within the boundary layer but was ef-
fectively diluted when the mixing height rose steeply around
10a.m. As expected the N@oncentration (Fig. S4d) is well

found on smaller particles. This is especially pronouncedcorrelated with the soot particle mass. The reason for this is

24h downwind of Malnd. Similar separation of particu-  that both compounds mainly originate from the diesel fueled

late nitrate and organic material on different particle sizes areyehicle emissions in Malin

commonly observed with aerosol mass spectrometer (AMS)

at Vavihill (Roldin et al., 2011). The reasons for this will be 4.2.1 Organic particle content

discussed below.

Figure 9 gives the size resolved mass fractions of ammo¥igure 11 displays the PM2.5 organic mass difference be-
nium, nitrate, sulfate, sodium, soot and organic material andween the base case simulation and the following case
the pH, in each size bin, from the base case simulation. Amstudies: (1) without anthropogenic gas phase emissions in
monium and nitrate were well correlated above 100 nm inMalmo, (2) without BTX emissions in and downwind of
diameter and cycle between the accumulation mode and thi¥almo, (3) without IVOC emissions in and downwind of
gas phase, mainly driven by the relative humidity fluctua- Malmo, (4) no BVOC emissions in and downwind of Mam
tions. Downwind of Malnd the sulfate was mainly found (5) Non-volatiie POA (NVPOA) instead of SVPOA and
in the Aitken and accumulation mode while the organic ma-(6) the two-product model instead of the 2D-VBS.
terial dominated in the nucleation and Aitken mode, com- As a result of the lower OH concentration and higher NO
prising between 50 and 90 % of the total mass below 50 nnconcentration induced by the anthropogenic gas phase emis-
in diameter, except in and near Mainwhere the Aitken sions in Malnd (see Fig. 7), the modeled organic PM2.5
mode particles mainly were composed of soot. The pH ofmass becomes larger without anthropogenic gas phase emis-
the aerosol particle water content varied with the size of thesions in Malnd for the first 10 h downwind of Mali How-
particles, from about 1 in the nucleation mode to 2.5 in theever, more than 10 h downwind of the city the organic PM2.5
coarse mode. These pH-values can be compared with the phhlass becomes slightly higher for the base case.
of fully neutralized water of 5.6 (at 380 ppmv GO The As expected the simulations without BTX, IVOC or
main reason why the pH increases with the particle size iBVOC emissions, all give lower organic mass than the base
that the condensation growth rate of sulfuric acid is indepen-case simulation. One major difference between the BTX and
dent of the pH and the relative molar condensation growththe IVOCs is that the IVOCs generally only need to be ox-
rate is proportional to the Fuchs-Sutugin-corrected aerosoidized one or two steps, while BTX need at least two ox-
surface area (approximately proportional to the particle di-idation steps, before they are low-volatile enough to form
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Fig. 9. Modeled size resolved particle mass fractions and pH in Fi9- 10. Modeled PM2.5 masses of ammoniga), nitrate(b), sul-

each size bin, starting 6 h upwind of Mai(00:00) and ending 24h  fate (c), organic aerosod), soot(e) and the relative humidityf),

downwind of Maln®, (a) for ammonium,(b) nitrate, (c) sulfate, ~ 1om & h upwind of Maln® (00:00) until 24 h downwind of Mali,

(d) organic aerosolge) soot andf) pH. in the vertical direction (0—2000 m a.g.l.), in the center of the urban
plume. The mixing height along the trajectory is also displayed.

SOA. Therefore the IVOC emissions from Mamainly in-
creased the organic mass within 6 h downwind of the citypounds are then oxidized in the atmosphere and form less
(during the morning) while the BTX oxidation products volatile oxidized organic compounds which can condensate
(dominated by xylene oxidation products) mainly formed on the available particle surfaces. For the 2D-VBS model
ASOA between 6 and 12 h downwind of the city (during the simulations, most of these compounds returned to the parti-
afternoon). During the evening and night (15-22 h down-cle phase between 4 to 7 h downwind of Mélnand more
wind of the city) the OH concentration was very low (Fig. 7d) than 7 h downwind of the city, the organic PM2.5 mass from
and therefore little ASOA was formed during this time pe- the base case simulation even exceeded the simulation with
riod. 24 h downwind of Malr the IVOC and BTX emis- NVPOA (see Fig. 11). There are at least two reasons why
sions from Malnd contributed to approximately 0.1ugwh  the organic mass becomes larger with SVPOA instead of
of the modeled organic PM2.5 mass, 24 h downwind of theNVPOA. One reason is that the dry and wet deposition losses
city. This can be compared with the biogenic SOA forma- of organic gas phase compounds are insignificant compared
tion from the BVOC emissions from the Swedish forest of to the dry and wet deposition losses of particles. Hence, the
0.35ug nT3, 24 h downwind of Malrb. evaporated POA found in the gas phase will not be deposited
Although the uncertainties are large, especially for thebefore it re-condensates. A second reason is that the molar
IVOC emissions, and the daily variability in the BVOC emis- mass of the organic compounds increases when they are oxi-
sions can be considerable, these results indicate that duringized in the atmosphere.
the summer months the ASOA formation more than a few Apart from the uncertainties related to the magnitude of
hours downwind of Malrd is small compared to the BSOA the POA and SOA precursor emissions and their volatility,
which is formed from the Swedish forest emissions. the model results also depend on the structure of the organic
The uncertainties concerning the modeled organic aerosgpartitioning model (see Sect. 2.4). In Fig. 11 the difference
mass is not just related to the SOA formation but also thein organic PM2.5 mass between the two-product model and
magnitude of the POA emissions and the volatility of these2D-VBS model base case simulation is displayed. The over-
emissions. If treating the POA emissions in and downwindall difference is relatively small and within the range of vari-
of Malmd as non-volatile instead of semi-volatile, the POA ability related to the POA volatility, and BVOC and anthro-
mass becomes larger at and near the emission source (spegenic VOC emissions. However, the dynamics of the or-
Fig. 11). If the POA is considered to be semi-volatile, part of ganic mass formation downwind of Matiis substantially
it will evaporate from the particle phase, within a time scale different. Within 4h downwind of the city the difference
of approximately one hour after the emissions. The com-in the organic PM2.5 mass between the base case and the
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,\I\/IO a) Mass fractions of oxidized organics from 2D-VBS b) Mass fractions from 2-product model
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Fig. 11. Modeled organic PM2.5 mass differenatl,) between —yoir yoatility. For instance the compounds with &qual to

the base case and the following case studies: (1) without any an; . S
. NN . 10 are not found on particles smaller than 100 nm in diameter

thropogenic gas phase emissions in M&Jrif2) no BTX emissions hil ds with € 110 0.1 found h

in and downwind of Malrd, (3) no IVOC emissions in and down- while cqmpoun S W't. equalto 0. are eYe” ound on the

wind of Malmb, (4) no BVOC emissions downwind of Matin(5) ~ nucleation mode particles below 2nm in diameter.

with NVPOA in and downwind of Malra and (6) the two-product Figure 12b gives the size resolved organic mass frac-

model simulation. tions of BSOA, ASOA from BTX oxidation products formed

through the high- or low-NQpathway, and POA and IVOCs
oxidation products, modeled with the two-product model. In
two-product model simulations changes frer.1 ug n3 the two-product model the BTX oxidation products formed
to 0.2pugnT3. The main reason for this is the faster re- through the low-NQ pathway are assumed to be non-volatile
condensation of the evaporated POA and condensation of théC* =0). Hence, these organic compounds are not affected
IVOCs oxidation products with the two-product model com- by the Kelvin effect and can condensate even on the small-
pared to the 2D-VBS model (base case). est particle sizes. The POA dominated over the SOA in the
Both with the 2D-VBS model and the two-product model size range between 3 and 30 nm but contributed to less than
ADCHEM considers the diffusion limited condensation and 10 % of the organic mass content between 50 and 1000 nm
evaporation of organic compounds with a wide range ofin diameter. The BSOA and ASOA compounds formed from
volatilities. Because of the Kelvin effect more volatile com- the BTX oxidation through the high-N(pathway have vari-

pounds are shifted toward larger particle sizes than les@ble volatility but none of these compounds is completely
volatile compounds. The least volatile compounds C non-volatile. The BSOA is mainly found on particles larger
10-1pgm3) which condense onto the Fuchs-Sutugin- than 100 nm in diameter but a smaller fraction of less volatile

corrected aerosol surface area size distribution evaporatg®mpounds is also found on the particles between 10 and
slowly, while more volatile compounds {G- 10! pug nr3) 100 nm in diameter. The ASOA formed from the BTX oxi-
quickly condensate and evaporate from the particle surface§ation through the high-Npathway is separated into three

until equilibrium between the gas phase and all particle sizedlistinct volatility classes. The least volatile of these com-
is reached. pounds are found on particle sizes down to 30 nm in diame-

. : . : ter, an intermediate volatile cl f compounds is found on
In Fig. 12a the size resolved organic mass fractions of ox-— @ ermediate volatile class of compounds is found o

idized compounds (O:C-ratio between 0.1 and 1) with differ- particles larger than 100 nm in diameter and the most volatile
ent volatility (C*) are displayed. The model results are from compounds are mainly distributed onto particles larger than

the base case model run with the 2D-VBS model, 24 h down-300 nm in diameter.

wind of Malmd. The oxidized organic compounds originate

from gas phase compounds or from POA which has evapo-
rated. As a consequence of the Kelvin effect, the oxidized
organic compounds are distributed differently depending on

www.atmos-chem-phys.net/11/5867/2011/ Atmos. Chem. Phys., 11, 58862011



5888 P. Roldin et al.: Development and evaluation of an aerosol dynamics model

5 Summary and conclusions When using uncoupled condensation, significantly more
particle phase nitrate was formed than if assuming coupled
In this work a trajectory model for Aerosol Dynamics, gas condensation. The particle nitrate is also shifted towards
phase CHEMistry and radiative transfer calculations (AD- |arger particle sizes with uncoupled condensation compared
CHEM) was developed and evaluated. The model considto coupled condensation. These differences occur since the
ers both vertical and horizontal dispersion perpendicular togerosol particles were not fully neutralized and the pH in-
an air mass trajectory. The Lagrangian approach makegreases with the particle size. This illustrates that coupled
the model computationally faster than available regional 3D-condensation should not be used if the aerosol particles are
CTMs. This enables a more detailed representation of theyot fully neutralized.
aerosol dynamics, gas and particle phase chemistry with size For the considered case study the air mass trajectory spent
resolved partitioning of 110 different organic compounds andmuch time over the ocean upwind of Mainfsee Fig. 3).
a fine spatial and temporal resolution. These features makgiere there are no or very small emissions of ammonia but
it well suited for modeling of ageing processes relevant forrelatively large emissions of S3rom ship traffic. This can
climate and population health, from local to regional scales.explain why the aerosol particles were not fully neutralized.
Possible ADCHEM applications are: If the air mass instead would have been traveling over large

_ Studies of particle size dependent condensation an gricultural areas i_n Europe the aerosol would likely have
evaporation of semi-volatile gas phase species (e.g-cc" MOre neutralized and the agreement between the un-
HNO3, NH3, HCl and oxidation products of VOCs). coupled and coupled condensation simulations would have

been better.

— Modeling the urban influence on the oxidizing capacity The 2D-VBS model and the two-product model in AD-
of the atmosphere (e.g. ozone, OH, @03, NO con-  CHEM consider the diffusion limited condensation and evap-
centrations affecting the ASOA and BSOA formation). oration of 110 and 40 organic compounds respectively, with

] ) ] a wide range of volatilities. This gives a realistic particle size

— Transformation of real-world size-resolved primary par- gependent and dynamic organic mass partitioning which can-
ticle emissions to a grid scale treated by regional andn pe treated by available equilibrium models. The dynamic
global 3D-CTMs, accounting for sub-grid scale pro- gnq sjze resolved organic mass partitioning is especially im-
cesses. portant during the ageing of SVPOA, which starts with dif-

— Studies of new particle formation and growth within ur- fusion limited evaporation, followed by oxidation reactions

ban plumes or large scale regional nucleation events. N the gas phase and then finally the re-condensation of the
formed oxidized organic compounds. Unfortunately, it is
— Estimating the urban influence on cloud condensationcomputationally expensive to keep track of all organic com-
nuclei (CCN) properties (indirect effect). pounds in each size bin and each grid cell, and hence this dy-
amic and size resolved partitioning of organic compounds
an probably not be used in available regional 3D-CTMs.
Lane et al. (2008) compared the modeled organic aerosol
— Population exposure and respiratory dose studies. from the PMCAMx 3D-CTM using the two-product model
_ _ _ or VBS approach and concluded that the model framework
When using more than 50 size bins between 1.5 ande.g. two-product model or VBS) is less important than the
2500 nm the full-stationary method gave relatively little nu- parameters used in the model (e.g. saturation concentrations
merical diffusion, while when using only 10 size bins the and yields). The good agreement of the total organic parti-
moving-center method which almost eliminates numericalcle mass found between 2D-VBS and the two-product model
diffusion was a better choice. When using 25 size bins neisimulations in this study support this finding. However, since
ther of these two methods was ideal, but a combination of thehe two-product model used in ADCHEM assumes that it
two methods gave good representation of the particle numbeg the first oxidation reaction that is rate limiting and deter-
size distribution. mines the properties of the final products, the dynamics of
The dry deposition togetherwith the vertical dilution when the Organic mass formation downwind of Malngsannot be
the mixing height increases were the processes with largesis precisely represented as with the 2D-VBS model. The
influence on the particle number size distribution and numbeqargest advantage with the two-product model compared to
concentration downwind of Maltn Hence, together these the 2D-VBS model is that the simplified oxidation mecha-
processes effectively decrease the horizontal and vertical pafism makes it computationally feasible to keep track of the
ticle number concentration gradient between urban plumeyrigin to the formed OA (e.g. if it is BSOA, ASOA or POA).
and the background. During the night when a residual layeence, the two-product model and the 2D-VBS models used
is formed the dry deposition causes a significantly lower parin ADCHEM are good complement to each other, and the

ticle number concentration within the boundary layer com-choice of model should be made according to the type of
pared to the residual layer. application.

. . . n
— Studies of the urban emissions influence on the aerosoJ:
optical properties and radiative balance (direct effect).
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For more information about the Matimemissions influ-  Appendix B
ence on climate relevant particle properties within the urban
plume, the reader is referred to Roldin et al. (2011), whereNumerical solution to the atmospheric diffusion equation

ADCHEM is applied to 26 trajectories for the period April
2005 to October 2006. The atmospheric diffusion equation (Eq. 1) is discretized us-

ing the second order five-point formula (Eqg. B1).

Appendix A For k=1...N, n=1...N
At k,n Azz( Z,k_%ck_l’n_F Z,k+%,nck+1~") (Bl)
. . . 1
Atmospheric diffusion Ta,2 (K 3Ckn-1t Ky,n+16k n+1)
_Aizz(KZ,k*%—'_KZ./%F%)Cksn Ay Z(K\n 1+Ky n+1)+hkn

The kinematic heat fluXFy) is used in the model when
calculating the eddy diffusivity coefficients and the dry de-  Nis the number of grid cells in the vertical and horizon-
position velocities. The kinematic heat flux in the surface tal direction. i , is the rest terms containing the boundary
layer can be approximated with Eq. (A1) (Stull Appendix H, values. If dry deposition and emissions are included directly

2000). in the atmospheric diffusion equation these terms will enter
here.

Fy=—Ky- A0 Ky =x2.72. Av (A1) As horizontal boundary conditions the concentration gra-

Az Az dientdc/dy was set to zero. If the ground-level emission rate

(E) and dry deposition are included in the boundary con-
ditions at the ground they are described by Eq. (B2). The
boundary conditions at the top of the vertical model domain
d. are given by Eq. (B3).

v is the horizontal wind speed,is the von Karman constant,
Kn is the heat eddy viscosity, is the altitude and is the
potential temperature.

The eddy diffusivity in the vertical direction in the boun
ary layer is calculated using Eqgs. (A2), (A3) and (A4) for sta- dc
ble, near neutral and unstable conditions, respectively. EquaZd¢ ~ #z 9z E (B2)
tion (A2) is adopted from Businger and Arya, 1974, Eq. (A3)
from Myrup and Ranzieri, 1976 and Eq. (A4) from Tirabassi dc —103cm3m! (B3)
and Rizza, 1997. Above the boundary layer the eddy diffu- 9z

sivity is approximated using Eq. (A2). va and E is the dry deposition velocity and emission of

KUz —8fz h particles or gases.
K. = 0.7414.7z/L) exp( i ) 7 10 (A2) Equation (B1) can be written in matrix form with one ma-
trix for each space dimensiofi { andT,) (Eq. B4).
| kuyz £<01 _ ﬁ f 1 1
KZ_{Ku*z(l.l—%) 01l<ic<1 1O§L510 (A3) At (A 2 Z+A 2T Jethzy (B4)

z For each time step that the model takes, Eq. (B4) is solved
KZ:Kw*Z(l_Z) 7 <-10 (Ad)  using the second order implicit trapezoidal rule (Crank-
) o . ) o ) ) Nicolson method). The procedure is described by Iserles
h is the mixing heightu, is the friction velocity, / is the  (2004). Equation (B5) is the final expression used to solve

Coriolis parameter/. is the Monin-Obukhov length and..  the atmospheric diffusion equation in 2-space dimensions.
is the convective scaling velocity.

The horizontal eddy diffusivity is estimated using .j+1_ [1 1 At At ] [1+ 1 Az At ][1_;A_z2-|- ]
Eqg. (AD), if the flux Richardson number is negative (unstable 242 2A _ilAy Y (B5)
atmosphere) (Seinfeld and Pandis, 2006). If the atmosphere[1+ 372 ]'(C +341 'hZ>)’)+§At'hé,y
is stable the horizontal diffusivity is set as two times the

largest vertical eddy diffusivity (Tirabassi and Rizza, 1997). )
Appendix C

Ky, =0.1wh (A5)
Brownian coagulation

The coagulation coefficient between two particles of same
or different diameters is given by Eq. (C1}. is the Fuchs
correction factor, given by Eg. (C2) (Seinfeld and Pandis,
2006).

Kij=27B;ij(DpiDi + Dpi Dj+ DpjD; + Dp; D) (C1)
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Bii = Dypi+Dp;
t D1+ Dpi+2(57+8%)1/2

(3)"

8 = i [ (D +10% = (D +1232| = Dyl

8u(D;+Dj)

+ =
(& +E)Y2(Dpi+Dpj)

X

8,

l_JTC,'

(C2)

G = (&

Tm;

«a is the collision efficiency which can be assumed to be 1
for all particle sizes (Clement et al., 1996); is the singe
particle mass in size bih¢; is the mean particle velocity
and/; is the mean free path.

Equation (C1) is used to calculate a matrix containing all

possible coagulation rates between two particles with differ-
ent or equal diameters for the finite diameter size bins conYs =

sidered.
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Appendix D

Dry deposition velocities of particles

Equation (D1) gives the dry deposition loss raig)(of par-
ticles. r, is the surface layer resistaneg,the quasi-laminar
layer resistance ang is the settling velocity.

1

=—+v D1
ra+rp+rarpvs 1)
The settling velocity is given by Eq. (D2).
2
Pp ngcc
T D2
18, (b2)

The splitting parameters used to divide the formed single 0, is the particle density; is the dynamic viscosityC. is

particle volumes into the fixed size bins, are calculated with
Eq. (C3).
L (Vp,i+1—Vp,coagi, j)
Yiij= p(VpiJrl*Vpi) ’
v2.ij=1=y1i;
y1,; is the fraction of the single particle volume of the formed
particle (Vp,coagi, ;) Which will fall into the smaller size bin
andy» ; is the fraction of particle volume which will fall into
the larger size bin+ 1.

Vp.coagi.j = Vp.i+ Vp.j

)

(C3)

The coagulation sink and source are described by’s= mr (NG5 +In(
Egs. (C4) and (C5). Combining the coagulation sources andjy = (1—15Rfy)Y4, ns = (1—15Rf )4, Rfg=

the Cunningham slip correction factor agds the accelera-
tion of gravity

The surface layer resistance can be expressed by Egs. (D3)
and (D4) for stable and unstable atmosphere, respectively
(Seinfeld and Pandis, 2006).

1 z
KUy 20
2 2
)+ 2@y, —tam o)

sinks gives the final equations used to calculate new particlg, — 0.4 (von Karman constapt

size distributions, in each grid cell (Eq. C6).

Coag;inki,j =Kijci-c;j (C4)
Coagsourcei’j =4ai,j K,'jcl' Cj, if
i=j, aj j= 0.5, else aj j= 1 (C5)
N
ci=ci+ Z (yl,llj ) Coagourcei,j +¥2,i-1,j°
J
Coagourcei—l,j - Coagink,i,j) At (C6)

The volume change of different speci&s$ (n the aerosol

zo is the roughness length amdg is the friction velocity.
The surface layer height() can be approximated as one
tenth of the total mixing height (Seibert et al., 199'Rfy
is the non-dimensional flux Richardson number at the rough-
ness length scale heightpfzandRf; is the flux Richardson
number at the surface layer height.Rf is larger than zero,
the atmosphere is stable and Eq. (D3) is used, aif i
smaller than zero, the atmosphere is unstable and Eq. (D4) is
used instead.

The quasi-laminar resistance is calculated with Eq. (D5)
over land (Zhang et al., 2001, Seinfeld and Pandis, 2006)

particle phase due to coagulation between particles in siz&nd With Eq. (D6) over ocean (Slinn and Slinn, 1980).

bini and; is derived with Eq. (C7).
dVi jk

dtj =Y1,j 'Coagourcei,j “Xcoag,k * Vp,coagi
+y2i-1,;j 'Coagourcei—l,j “Xcoag—1,k * Vp,coagi—1
—Coag;mk’i’j Vi Xik

(C7)

xi r is the volume fraction of specidsin size bini and
Xcoagik IS the volume fraction of specigsin the formed
particle.

Equation (C8) gives the volume of specief each size
bin.

dVijk
dt

N
Vik="Vpi-Xix+y At (C8)
J
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_ 1
b = 3 Ri(Sc 7 +(51/(@+50)2+05(Dp/ A)2)

Ry = exp(—St1/?)

(D5)

kv 1
©u2 (ScmY241073/51)

rp (D6)

Rj is the fraction of particles that stick to the surface upon
contact.A, o andy are surface specific parameters given by
Zhang et al. (2001) for 12 different land use categor&iss
the Stokes number artis the Schmidt number.
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Table E. Explicit scheme used to estimate the particle salt molar composition.

if ngvry < if nsevy +1NO,

if NH4 +7"Na <NNH4; +7"Na if2
Salt s > & Py if 2nsv1) +1NO,

n +n <n “+n

NH4 T7Na ngIy +nNOg 2nsv1) +1NOs NHs T7Na
>7NHy +"Na >INHy +1Na
(Na)2SOy 0 0 NNa—nC| nNa—nCl
NaHSQ, nNa—nCl nNa—nCl 0 0
NaCl ncj nej ngj ncl
TINH4 T 7Na—"INO
NH,4)»2SO, 0 0 4 3 n —n

(NH4)2SOy —SVI) — (NSO S(VI) —(Na),SO4
NH4HSOy NINH, nSVl) —NaHSQ NS(VI) — 1 (NH4)2S0y 0
H2S0y "SI T INH, 0 0 0

—NNaHSQ,
NH4NO3 0 NINH, — NH4HS O, NNO3 NNO3
HNO3 NNO; NNO3 — "NH4NO3 0 0
NH3 0 0 0 "~ 'O

T 41(NHg)2S0y
Appendix E particles that are deposited. The aerodynamic resistances for
gases as well as for particles are therefore given by Egs. (D3)
Inorganic particle salt composition and (D4).

The quasi-laminar resistance for gases over land is de-
Table E displays the explicit scheme which is used to esti-scribed by Eq. (F2) (Seinfeld and Pandis, 2006). Equa-

mate the particle salt molar composition. tion (F3) gives the quasi-laminar resistance over ocean
(Hicks and Liss, 1976).
. 2/3
Appendix F 5Sc;
PP ry= i (F2)
M*

Dry deposition velocity for gases

1 zoku™
_ m( “ ) (F3)

The dry deposition velocities for the different gases are givenrb Ku*

by Eq. (F1) (Seinfeld and Pandis, 2006). )
The canopy resistance depends on the structure of the

_ 1 (F1) ground. For vegetated land surfaces the resistance is divided
4= Ta+1p+7¢ into foliar resistance and ground resistance. Canopy resis-
. o . tance is the sum of the foliar resistance and the ground resis-
The dry deposition can be a significant loss term for acid;; e in parallel (Seinfeld and Pandis, 2006).
species like HN@ and H:SQ, which has a very large ef- e fofiar resistance is divided into resistance to uptake at
fective Henry's law constant. The effective Henry's law ¢ gyrface of the leaves and at the plant stomata. The stom-
constants used for the different species in the chemical 9354 resistancer,,) can be further divided into the stomata
phase model are t_aken'from Table 19.4 in Seinfeld and Panpore resistanc(ﬁr,,) and the mesophyll resistanoe, ) which
dis (2006) which is valid for a pH of about 6.5. For most jg he resistance to dissolution in the leaf interior (Seinfeld
of the species no effective Henryfs law constant were found,and Pandis, 2006). The stomata resistance is usually very
then the Henry’s law constants given by Table 5.4 in Sandef,,qant for the dry deposition of gases. Since stomata are
et aI._(2006) were }Jsed instead. For many of the hydrocarbor&my open during the day it will lead to a diurnal pattern in
species no Henry's law constants were found at all. It wase qry deposition velocity, with considerably higher values
then assumed that their solubility in water is practically Z€r0. 4 ring the day than during the night (Pirjola and Kulmala,
The aerodynamic resistance is a function of the stabilityq 998 3nd Seinfeld and Pandis, 2006).
of the atmosphere but is independent of whether it is gases or

v,
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The complete surface resistance for spetissgiven by Wy 5 = ‘L—; is the single scattering albedo apgl, is the
Eq. (F4) (Seinfeld and Pandis, 2006 originaly from Wesely, effective asymmetry parameter, calculated from the asymme-
1989). Apart from the stomata resistance the surface resisiry parameters for gaseg.(,,»), particles g, , ) and cloud
tance also depends on the outer surface resistance in the ugrops g,...») (Eq. G6).
per canopy(r,), transfer resistance by buoyant convection
(rac), the resistance to uptake by leaves, twigs and other surga,,. =
faces(r.;) and the resistance at the ground including transfer
resistance due to canopy height.) and resistance in the If using the quadrature approximation (Eq. G4), Eq. (G1)

Os.ar8a,p, T Os.c.n8a,c,x
Os,g,A +Gs,p,k +05,c,0

(G6)

Soil (rgs). can be written as:
-1
ri= i + i 4 ! _ 4 L : (F4) Gl =11 —o 21t —o T | - § (1= 3, papy) Ege /b (G7)
‘ e T Tactra TactTgs G =1L o T | o T T e (L4 Bgapapg) Ege ™/
w1 is equal to Z+/3 when using the quadrature approxi-

Appendix G mation. The spectral radiation terms in Eq. (G7) can be re-

placed with the spectral irradiance using the conversion:
Radiative transfer model EA=27rult, E =27l (G8)

The radiative transfer equation for solar irradiance can be This gives Eq. (G9) (Jacobson, 2005):
written as in Eq. (G1) (Jacobson, 2005).

dI . . % = V]_E T _VZE \L _V3U)s Eseir/us (Gg)
pELE g — Jfiuse_ jdirect Gl | G =—nE+9E 1t +(1- o Eet/m
dr; s s TR
The diffuse component is given by Eq. (G2) and the direct Where
Component by Eq (GS) = l—ws(l—|—ga)/2 yo= ws(l_ga) ya= 1_3gaﬂlﬂs
M1 ' 2u1 2

Aopd T - o, 4 merically stable scheme developed by Toon et al. (1989).
0-1 Combining the direct and the diffuse spectral radiance
gives the net spectral radiation:

Ined(tn) =11 (7)) — I | (t0) — Lair (t) (G10)

Multiplying the net spectral radiance withr gives the
spectral actinic flux in Wm2 nm~1.

Tabel 4.2 in Seinfeld and Pandis (2006) originally from
Frohlich and London (1986) gives the solar spectral irradi-
ance at the top of the atmosphei®,), normalized to a
solar constants) of 1367 W nT2. Since this spectral irradi-
ance is independent of the composition of the atmosphere, it
can be used together with a radiative transfer model to predict
the actinic flux at different altitudes in the atmosphere.

The solar zenith angled(;) is calculated with Eq. (G11)

27 1 . . . . .
diffuse osxa 1 a2 Equation (G9) is discretized and solved according to the nu-
J Z IA,/A’.¢’ Ps,k,k,u,u’,q},qﬁ’,d#’,dﬁ ( )

: 1 o
d t T, /l/«.v s, kA
JA,'m:EEs,f ;( o Ps,k,x,u,u.wu@) (G3)

A is the wavelength of light],, is the the spectral radiance,
E; is the solar irradiancer, is the optical depth, @is the
solar zenith angley is the extinction coefficienty is the
scattering coefficienty; = cos(d) and &, gives the direc-
tion of the solar radiationy and® gives the orientation of
the beam of interesty’ and®’ gives the direction of the dif-
fuse radiation and; is the scattering phase function, which
gives the angular distribution of the scattered energy.

Approximating the integral in Eq. (G2) with quadrature
two-stream equations gives Eq. (G4) (Jacobson, 2005).

(Stull, 2000).
1 2r 1 . o ; 36Qurc
AT T Do Pkt iy sin(p.) = sin(y)sin(é,) — cos(y) costs;) cog] e 3, | o1t
0-1 _ 360d—173 ( )
4+-ga k. 1-gakn (G4) 8y = 23.45C0{T]
N 71t +—3==1] upward
- 1+g2a.k,x I +l—g2a.k.x 11 downward 8, is the solar declination anglé, is the latitude and., is

the longitude.
I 4 is the upward radiance arid| is the downward radi-
ance. Supplementary material related to this
Combining Egs. (G2) and (G4) gives Eq. (G5). article is available online at:
http://www.atmos-chem-phys.net/11/5867/2011/
Jdifiuse -, | @s.1 1+§”*"I 1 +wsa 1_5‘”1 ! upward (G5) acp-11-5867-2011-supplement.pdf
Aot a)mlﬁ%l ! +a)s,kl_+‘2"’**l 1 downward
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