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Abstract. Several mathematical tools have been developedn a cluster does not automatically rule out a higher number
in recent years to analyze new particle formation rates and t@f molecules in the actual nucleating cluster. Our analysis
estimate nucleation rates and mechanisms at sub-3 nm sizedso suggests that combining data from several new particle
from atmospheric aerosol data. Here we evaluate these analermation events to scatter plots 0p8IOy vs formation rates

ysis tools using 1239 numerical nucleation events for which(J1 5 or J3) and determining the slope of the regression line
the nucleation mechanism and formation rates were knowrmay not give reliable information about the nucleation mech-
exactly. The accuracy of the estimates of particle formationanism. Overall, while the analysis tools for new particle for-
rate at 3 nm (3) showed significant sensitivity to the details mation are useful for getting order-of-magnitude estimates of
of the analysis, i.e. form of equations used and assumptionparameters related to atmospheric nucleation, one should be
made about the initial size of nucleating clusters, with thevery cautious in interpreting the results. It is, for example,
fraction of events within a factor-of-two accuracy ranging possible that the tools may have misdirected our theoretical
from 43-97%. In general, the estimates of the actual nu-understanding of the nucleation mechanism.

cleation rate at 1.5nmJ{s) were less accurate, and even
the most accurate analysis set-up estimated only 59% of the
events within a factor of two of the simulated mean nucle-
ation rate. TheJ; s estimates were deteriorated mainly by
the size dependence of the cluster growth rate below 3nm
which the analysis tools do not take into account, but also b
possible erroneous assumptions about the initial cluster siz
The poor estimates of; 5 can lead to large uncertainties in
the nucleation prefactors (i.e. constahin nucleation equa-
tion Ji5= Px [HZSO4]"). Large uncertainties were found
also in the procedures that are used to determine the nucl

ation mechanism. When applied to individual events, the>~"*~ : ; e
analysis tools clearly overestimated the number p8€, particle formation since an accurate quantification of nucle-

molecules in a critical cluster for most events, and thus asso2lo" rates at the initial cluster size and their dependence on
ciated them with a wrong nucleation mechanism. However,_the n_ugleating compound.s would b,e crucially i_mportant for
in some conditions the number 0pBO; molecules in a crit- identifying the atmospheric nucleation mechanism(s).

ical cluster was underestimated. This indicates that analysis Motivated by this, previous studies have developed a set

of field data that implies a maximum of 2,80, molecules of analysis tools to estimate the actual nucleation r#te)(
based on the measured size distribution and gas phase data.

The foundation of these tools, originally presented in Fiedler
Correspondence ta:i. Korhonen et al. (2005) and Sihto et al. (2006), lies in the obser-
m (hannele.korhonen@fmi.fi) vation that the diurnal profiles of sulphuric acid 80s)
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1 Introduction

ecent ion cluster measurements have indicated that atmo-
és_pheric new particle formation via nucleation initiates at a
cluster size of+1.5nm in diameter (Manninen et al., 2009).
However, the majority of instruments measuring the size dis-
tribution of neutrally charged atmospheric aerosol can cur-
égntly detect only particles larger than 3 nm. This limitation
severely complicates the analysis of the first steps of new
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concentration and nucleation mode particle concentrationfunved et al., 2006; Komppula et al., 2006; Vuollekoski et
follow each other closely with a typical time shift of 0-4 h al., 2009; Sihto et al., 2009). To capture the growth of sub-
(Sihto et al., 2006; Riipinen et al., 2007; Kuang et al., 2008).3 nm patrticles accurately, condensation and coagulation were
Since BSQy is currently thought to be the key nucleating solved with a time step of 10 s when particles smaller than
vapour, this time delay has been assumed as the time it takebsnm in diameter were present; otherwise the microphysical
for a cluster formed at 1-1.5nm to grow to the detectabletime step was 60s (same as nucleation time step). These
size of 3nm. This assumption makes it possible to estimate&omparatively long time steps were chosen to balance the ac-
the cluster growth rate below 3 nm and, together with infor- curacy and computation time of the model, the latter of which
mation about the coagulation scavenging of the clusters tas in a box model framework determined mainly by the num-
background particles, it can be used to estimate the fractiotber of size sections and the length of the time step in the co-
of formed clusters that survive to the detectable sizes (Keragulation routine. Comparison to sensitivity simulations that
minen and Kulmala, 2002; Lehtinen et al., 2007). This infor- used shorter time steps (10 s for all aerosol processes; or a
mation is in turn used to extrapolate the actual nucleation rat80-s nucleation time step with a 5-s microphysics time step)
at 1.5nm (/15) from the measured particle formation rate at indicated that the chosen time steps do not lead to significant
3nm (J3) (Kerminen and Kulmala, 2002). inaccuracy and that the simulatdglvalues are very close to
The J15 estimate has been used to provide informationthe accurate solution.
about the atmospheric nucleation mechanism. Based to the Table 1 presents the parameters that were varied in the

nucleation theorem, the exponénin the equation model simulations. We simulated four sulphuric acid nucle-
ation mechanisms, i.e.
Jis=P x [C]k (2)
J15=A x[H2S0y] (2)
is often interpreted as the number of vapaumolecules in 2
the nucleating cluster (Oxtoby and Kashchiev, 1994). In the/15= K x[H2SO4] @)
analysis of field measurements, the exponent linkingand Jis=T x [H,SOy)3 @)
[H2SOy] is typically found to be between 1 and 2 (Weber et
al., 1996; Sihto et al., 2006; Riipinen et al., 2007; Kuang etJ15=Q x [H2S04]* ®)
al., 2008).

whereA, K, T and Q are constant prefactors called nucle-
ation coefficients. All four mechanisms were simulated with

nucleation event analysis tools and their ability to identify _ ) . -
; . . five different nucleation coefficients whose values covered
the correct nucleation mechanism by applying them to out- . :
. . : ; two orders of magnitude (Table 1). For the first two mech-
put from aerosol microphysics model simulations. In these

. . ) . - _anisms, which are often called activation and kinetic nucle-
simulations the nucleation mechanism as well as nucleation

. : . ation, the chosen ranges of nucleation coefficients are consis-
and new particle formation ratedi(s and J3, respectively) . : N
e ; tent with the reported values from field measurements (Riip-
are known, and thus the predictions of the analysis tools can )
) inen et al., 2007; Kuang et al., 2008).
be directly evaluated.

The concentration profile of the nucleating vapouSiay
was a down-facing parabola peaking at noon and departing

In this study, we test the validity of these commonly used

2  Methods from zero from 08:00a.m. to 04:00 p.m. Another condens-
ing vapour, a non-specified organic compound, had either a
2.1 Aerosol microphysics model constant concentration profile throughout the simulation, or

showed parabolic time behaviour with the same constraints

We used an aerosol microphysics box model to simulate nevas described above forJ80,. The peak concentrations of
particle formation in a variety of atmospheric conditions. A both of these vapours were varied over approximately one
fully moving sectional grid described the evolution of the order of magnitude. Whereas, 80, was assumed totally
particle size distribution through nucleation, condensationnon-volatile in all simulations, the organic vapour was given
and coagulation. The pre-existing particle population at thea saturation pressure in some of the model runs. All the sim-
beginning of the simulation was described with 100 sectionsulations were carried out for three pre-existing aerosol distri-
and a new section was created for the newly nucleated partibutions.
cles of diameter 1.5 nm at every nucleation time step (60s). Altogether, this resulted in 3240 simulations. However, to
Since the new particle formation rate deviated from zero forensure that the simulated events were strong enough to form
8 h during each run, the number of size sections at the end odi distinct nucleation mode, events for whi¢hdid not reach
simulation was 580. the value 1 cm3s1 at any point of the model run were ex-

The microphysical subroutines for condensation and coageluded from further analysis. Furthermore, we excluded all
ulation were based on those in previously published UHMA events for which/z exceeded 100 cn¥s~2. This is because
model (Korhonen et al., 2004), which has been successfullysuch high new particle formation rates have never been ob-
used in studies of new particle formation (Grini et al., 2005; served during regional nucleation episodes (Kulmala et al.,
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Table 1. Parameters used in the model simulations.

HoS0Oy concentration at noon () 4%10° 8x10° 1.6x107
Organic vapour
concentration profile constant parabola
concentration at noon (cn?) 2x100 107 5x107
saturation pressure (CtA) 0 100 108
Pre-existing condensation sink (5 1.8x1073 54x10°3 1.1x102
Nucleation exponen&}™* 1 2 3 4
Prefactor P)*
A 1077  5x1077 10-6 5x1076  107°
K cms 1) 10713 5x10°18 10012 s5x1012 101
T (cmfs™1 10020 5x10°20 10019  5x1019 10718
0 (cm?s 1 10726 5x10°26 1025 5x10725 10724

* Nucleation rate is expressed.&ss = P x [H2SOy]*. In Eq. (2),P corresponds tat andk = 1. In Eq. (3), P corresponds t& in andk = 2. In Eq. (3), P corresponds t@ in and
k=23.In Eq. (3),P corresponds t@ in andk = 4.

2004). After applying these two criteria, 1464 events were2.2 Baseline analysis of modelled events
left for further analysis.

In each simulation, the nucleation ratg £) was obtained Each simulated new particle formation event was analysed
from one of Egs. (2-5). New particle formation rafgwas  With the procedure commonly used to quantify nucleation
calculated at each microphysics time step as the sum of ratg@tes and mechanisms from atmospheric measurement data.
at which particles grew over the 3 nm threshold diameter dueThe baseline analysis follows for the most parts the meth-
to coagulation and condensation. Of these two processe®ds outlined in Sihto et al. (2006), in addition to which we
coagulation was solved first. performed several sensitivity tests detailed in Sect. 2.3. The

The modelled size distribution, vapour concentrations agoaseline analysis consisted of the following 5 steps:
well as J; 5 and J3 values (both instantaneous and 10 min
averages) were outputted every 10 min. In order to evalu-
ate the analysis tools in conditions that resemble as much
as possible atmospheric size distribution measurements, the
size distribution in the range of 2.8-556 nm was regridded to
32 channels corresponding to the Differential Mobility Par-
ticle Sizer (DMPS) instrument at Hyytia measurement sta-
tion in Southern Finland. This regridded data is hereafter
referred to adDMPS-gridded distributiorand it is the size
distribution data used as input in the analysis below.

Figure la shows an example of a DMPS-gridded distri-
bution from one model run. It is worth noting that while
the simulated event resembles measured atmospheric events
closely in most respects, the modelled data is much smoother
and lacks noise that is present in typical atmospheric data due
to instrumentation and inhomogeneities in the measured air
mass. The smoothness of the modelled data is evident also
in Fig. 1b which presents the simulated nucleation and par-
ticle formation rates together with the scaled concentration  The analysegarticle formation rate at 3nm ) was
of 3-6nm particles ¥3-¢). Note that while the modelled calculated from the DMPS-gridded distribution using
N3¢ is used as an input in the analysis described below, the  he palance equation
simulated/y 5 and J3 are used only for comparison with the
respective predicted values. dN3

_6 1
J3= T + CoagQ x Na_e+ ﬁGRe x N3_g. (6)

1. Thetime delayAry, , was determined from the time
shift between th&vs_g (number concentration of parti-
cles in the diameter range 3—-6 nm) an@§44]” curves
(0.1< b <10). It was obtained by a fit searching a com-
bination of the time delay and exponemtthat max-
imized the correlation coefficient between the curves
N3_g and [HSO4]?. The fitting procedure is illustrated

in Fig. 1c, which depicts the simulated,8504 (blue
line) and N3_g (red line) concentrations. In this spe-
cific case, when the $50, curve is delayed by 60 min-
utes and raised to the power 2.31 (black dashed line),
it is evident that it correlates very closely with the sim-
ulated N3_g. In the baseline analysis, the fitting was
done over the whole time period whah_g was clearly
above zero. The obtained time delay is interpreted as the
time it takes for the newly formed clusters to grow to the
detectable size of 3nm.

Here Coag is the coagulation sink of 4 nm particles
and was calculated from the simulated particle size
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Fig. 1. An example of a simulated kinetic nucleation evén). DMPS-gridded size distributior{b) The simulated nucleation{ 5) and new
particle formation {3) rates together with the concentration of 3—6 nm particdes ¢). (c) lllustration of the fitting procedure for the time

delay Aty, , and best fit exponerit (baseline analysis step 1). The sim

ulatesB5), concentration (here normalised by %303 and

N3_g concentration are shown in solid lines. The highest correlation is obtained when 3@, idurve is shifted 60 min in time and raised
to the power of 2.31 (here normalised by 2.80'2) as shown by the dashed line. Thus for this event, the analysis yields . =60 min

andb =2.31.

distribution. The time derivative aV3_g was obtained

by fitting a parabola to the simulate®_g and by differ-
entiating the obtained parabolic function. This approach

is beneficial especially in the case of noisy field mea-
surement data as it smoothes fluctuations inXaeg

data and thus leads to a more stable derivative. The
growth rate of 6 nm particles, GRwas assumed to be

the same as that of newly formed clusters in the 1.5 to
3nm size range. This growth rate can be estimated us- 4.

ing equation
1.5nm

GRi5-3= , 7
Atng o (7)

whereAtry, . is the time delay determined in step 1.

. The analyseadhucleation rate at 1.5nm ¢}) was esti-
mated from the analytical formula (Kerminen and Kul-
mala, 2002)

5.

o 3m) )®)

where CSis the condensation sink (in units ™ and
Y is a coefficient with value 0.23fmn? h~1. Here GR
was again calculated using Eq. (7).

CS
]1.5(t):J3(l + A[1\/3,5) X eXp V&

Atmos. Chem. Phys., 11, 3053866 2011

Note that Sihto et al. (2006) assumed, in accordance
with the theoretical understanding of the time, that nu-
cleation initiates at 1 nm and thus calculatadvalues.
However, improvements in measurement techniques in
recent years have indicated that the likely diameter of
critical clusters is~1.5nm and therefore this value is
used in the current study.

The best fit exponent was calculated by determining
the highest correlation coefficient between the modelled
[HoSOu]?(0.1< b < 10) and modelled/z_g or analysed
Jis (from Eqg. 8). Note that fotVs_g the best fit ex-
ponent was determined simultaneously with time delay
Atn, 4 (see step 1 and Fig. 1c). Based on the nucleation
theorem, this best fit exponent is often interpreted as the
number of SOy, molecules in a critical cluster.

The nucleation coefficients A and #r activation and
kinetic type nucleation (as shown in Egs. 2 and 3), re-
spectively, were determined by a least square fit be-
tween the analysed 5 given by Eq. (8) and modelled
H>S0O, concentration to the power of 1 or 2. To double-
check the obtained results, the same fitting for nucle-
ation coefficients was done also f&y. Here the/s esti-
mated from sulphuric acid concentration (using Eq. (8)
in the reverse direction) was optimized agairistob-
tained from DMPS-gridded data (Eq. 6). THeand K

www.atmos-chem-phys.net/11/3051/2011/
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coefficient estimates from these two fits were typically
almost identical and their mean value was taken as the
nucleation coefficient presented below.

Note that the coefficientd and K were both fitted for

all events irrespective of the simulated nucleation mech-
anism. This is because such fitting has been previously
done for atmospheric data (Sihto et al., 2006; Riipinen
et al., 2007; Kuang et al., 2008) without exact informa-
tion about the nucleation mechanism. We will investi-
gate both (a) how accurately the analysis predicts the
coefficients when the assumption about the nucleation
mechanism is correct, and (b) whether the correctness of
the nucleation mechanism assumption affects the range
of A andK values obtained from the fitting.

2.3 Sensitivity tests

The analysis tools outlined in Sect. 2.2 follow the proce-
dure presented in Sihto et al. (2006). However, some of
the other previous analyses of atmospheric new particle for-
mation events have used slightly modified versions of these
tools, and therefore their results may not be directly compa-
rable to each other. For example, Kuang et al. (2008) calcu-
lated the time delay used in Eq. (7) by fitting only over the
duration of the nucleation event (i.e. the increasing part of
N3_g curve) and concluded that their results were very sen-
sitive to the length of the fitting time interval. Furthermore,
they used slightly different versions of Egs. (6) and (8) to cal-
culate the new particle formation rate and actual nucleation
rate. Riipinen et al. (2007), on the other hand, obtained the
growth rate of 6 nm particles (GIR from lognormal fits to
the DMPS data in the size range of 3—7 nm, instead of using
the growth rate of 1 to 3 nm particles.

To test the sensitivity of the results to the assumptions of

3055

were the same as in all the other set-ups (i.e. nucleation
initiated at 1.5 nm size) and that in all other respects the
set-up followed the procedure outlined in Sect. 2.2.

3. Set-up Kuandests how sensitive the analysis is to the

exact formulation of equations predictingg and J; 5.
In this set-up, we used the formulations suggested by
Kuang et al. (2008) (instead of Egs. 6 and 8), i.e.

1
J3=mGR6XN3—6 9

and

J15(t) = J3(t + Atng )

xexp| = - (10
p<2 GR \ 7% \J/15nm +/3nm (10)

Here ky, is the Boltzmann constanf, temperature o

aerosol particle density antkchsis the Fuchs surface
area calculated from

16w D xCS

AFUChS: -
C

(11)

wherec is the monomer mean thermal speed @nthe
vapour diffusivity. In all other respects, including the
calculation of time delayAty, 4, this set-up followed
the procedure described in Sect. 2.2. Therefore it is im-
portant to note that this set-up does not strictly follow
that of Kuang et al. (2008) since we calculate the time
delayArn,  over the whole peak d¥3_g whereas they
calculated it only over the ascending partNaf_g.

the procedure, the modelled events were reanalysed using the The performance of the set-ups was measured by calcu-

following three set-ups:

lating (1) the fraction of analysed events for which the esti-

mated quantity is not within a factor of two of the accurate

1. Set-upAtsnhorttests how much the length of the interval
over whichAty,_, is fitted affects the analysed results.
We recalculated\ty, , using two other definitions of
fitting periods, i.e. fitting from the start of the event until
one hour Atsnort1n) Of two hours Qtsnort2n) after the
maximumnN3_g concentration was reached. Apart from
the fitting interval, this set-up followed the procedure
described in Sect. 2.2.

NMAE = 100%x L

simulated value (approximate measure of tblative accu-
racy of the set-ups), (2) the normalised mean absolute error

12
S 12)
and (3) the normalised mean bias
Ai =S
NMB = 100%x M (13)

2. Set-updcit tests how sensitive the analysis is to knowing

S

the exact size of the nucleating cluster. Previous a”aly'vvhereA,- is the analysed value arfil is the actual simulated
ses of field data have often assumed a 1 nm diameter foy5)e in caseé. We use NMAE as a measure of tabsolute
the critical cluster, whereas the most recent atmospherigccuracy of the set-ups and NMB as an indicator of low or
measurements suggest a roughly 1.5nm size. An infigh pias (i.e. overall under- or overestimation).

correct assumption of the initial size affects the cluster
growth rate calculation (Eqg. 7) as well as the exponent
term in Eq. (8). The analysis was repeated for two as-
sumptions of the cluster size: 1 nmi.{ = 1 nm) and

2 nm dgrit = 2 nm). Note that the analysed model events

www.atmos-chem-phys.net/11/3051/2011/
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14

g N3_g and [HbSOy]? is now obtained with aegativetime

T T
—J1 % (and normalised H2504)

oz J1 5 estimate using GR3,7 v \\ delay . i . i
[ pu— ] All'in all, the analysis yielded a zero or negative time de-
----+J; estimate using GR,, i lay for 15.3% of the 1464 analysed events. For these events

L — N, . (divided by 1000 \ il . .
107 Ngg (dided by 1000) y | the growth rate of the clusters could not be estimated using

Eq. (7). For the case depicted in Fig. 2, we tried approx-
imating the cluster growth rate with that of the nucleation
mode in the detectable size region. This growth rate was
obtained by fitting lognormal modes to the DMPS-gridded
data in the size range of 3—7 nm (Riipinen et al., 2007). Fig-
ure 2 shows this approach was not able to predict the timing
or the magnitude of'3 and J1 5 curves correctly (black and
red dashed lines, respectively). This is because during strong
. 8 T s particle formation events self-coagulation can significantly
Time of day (h) increase the growth rate of clusters smaller than 3 nm, while
this effect is much weaker for larger nucleation mode par-
Fig. 2. An example of a simulated activation nucleation event in ticles. Therefore, using the growth rate of 3—7 nm particles
which N3_g peaks earlier in the day tharpBO, and thus the anal-  ynderestimates the growth rate of sub-3nm clusters, which
ysis yields a negative time delayty, .. Also shown are the simu-  -gn be seen from the later appearance of khe estimate
Igted nucleation and nevy particle for.mation'ratégg(andjg solid peak compared to the actuls. The underestimated cluster
lines) as well as_the estimates obtgnned using a clustc_er growth Irat‘Ejrowth rate explains also the overestimation of the analysed
from lognormal fits to the 3—7 nm size range (dashed lines).

J15 peak value. The slower the clusters grow, the larger frac-
tion of them is scavenged by coagulation before reaching the
detectable size range. Thus when the growth rate is under-
estimated, Eq. (8) overcorrects for the coagulation loss and
yields too high an estimate fof s.

Since the cluster growth rate could not be reliably estab-
lished for events for which the time delayy, , was zero or
The cluster growth rate (Eq. 7) was calculated from thenpegative, we excluded these events from further analysis. As
time delay betweemNs_s and [HpSQy]” profiles. This ap- 4 result, the final analysis below consists of 1239 simulated
proach assumes thafg g follows [H2SOu]” with atime shift  eyents, out of which 289 are based on the nucleation mech-
Aty g, Which is the case if the growth from initial nucle-  anjsm represented by Eq. (2) (activation nucleation), 362 on
ation size to 3nm were dominated by condensation with apat by Eq. (3) (kinetic nucleation), 334 on that by Eq. (4),
constant growth rate and if the coagulation sink of the clus-3nd 254 on that by Eq. (5). Note that this set of events may
ters remained fairly constant for the duration of the event. g include cases in which coagulation of the clusters to the

However, our aerosol model simulations indicate that thegrowing nucleation mode skews tid&_g curve as long as
time delay approach can be problematic in the case of stronghe time delay remains positive. In these cases the time delay
particle formation events that produce a high concentratioris underestimated and the growth rate calculated from it is an
of nucleation mode particles. This is because the nucleatiogverestimate of the simulated growth rate.
mode (i.e. first formed clusters that have grown to detectable Following Sihto et al. (2006), we made the time delay fit-
sizes above 3 nm) can act as a significant additional coagulaing over the wholeVz_g peak. However, Kuang et al. (2008)
tion sink for the small clusters that form later during the eventfound that their analysis of atmospheric new particle forma-
and thus prevent their growth to 3nm. As aresult, s  tion events was highly sensitive to the time period over which
peak can be skewed to earlier in the day than in a case ofhe time delay was fitted. Therefore, we repeated the fit-
purely condensation controlled formation 856, and can  ting procedure for two other fitting periods: until one hour
in some cases occur at the same time or before #8041  or two hours after the maximumiz_g concentrationget-ups
peak. Atshort1n and Atshort 2n, respectively). The baseline analy-

Figure 2 depicts one such case for activation nucleationsis and set-up\tshort 2n gave the same time delay in 67.2%
The LSOy concentration, and thus the nucleation réte, of the 1239 analysed cases. In all other cases apart from 18
peak at noon (red solid line). The initial increaseNg_g events, the baseline analysis gave a longer time delay (max-
(blue solid line) starts about 20 min after the increase inimum difference 30 min when using 10 min increments) and
H>SOy; however, due to the additional coagulation sink from thus predicted a slower growth rate than the sensitivity set-
the growing nucleation modé&yz_g peaks about 35 min be- up. On the other hand, out of the 18 events when the baseline
fore Hb.SO4. When fitting over the wholeVs_g peak (i.e.  line analysis gave a shorter time delay, the difference in the
roughly 08:30a.m. to 05:00 p.m.), an optimum fit between predicted time delays was over 30 min in 5 cases. Further

o)

Formation rate (cm‘3 s“) or concentration (cm‘a)

3 Results

3.1 Time delayAty, , and cluster growth rate

Atmos. Chem. Phys., 11, 3053866 2011 www.atmos-chem-phys.net/11/3051/2011/
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shortening the fitting period to one hour after the maximumto 18.2% in the baseline analysis, Table 2). We therefore rec-
N3_g concentration reduced the percentage of identical timeommend using Eq. (16) over Eq. (6) in all future analyses of
delays to 34.4%. For the non-identical events, the baselin@ew particle formation; however, to be consistent with previ-
analysis gave again longer time delays apart from 25 casegus analyses of field data (Sihto et al., 2006; Riipinen et al.,
However, even now the absolute difference from the baselin007), we continue to use Eq. (6) throughout the remainder
analysis was<30 min in all but 39 cases (maximum differ- of this study.
ence 3h 10 min). As could be expected, the mean nucleation rdig) is

It should be noted that even relatively small changes inpredicted less accurately thdg (Fig. 3b) with 40.8% of the
time delay can lead to large changes in growth rate and thusvents falling outside a factor-of-two margin of the simulated
deteriorate the predictions of 5 and J3. Unfortunately, it  rate in the baseline analysis. Furthermore, the nucleation rate
is impossible to give a general recommendation on the optiis underestimated by over an order of magnitude in 77 cases
mal length of the fitting period. A comparison of the actual (6.2% of all events). Note that the largest discrepancies in
simulated mean growth rates to those from the time delay/; 5 are underestimates, while the opposite is true Jfgr
analysis in 67 activation nucleation cases revealed that any ofherefore, improvements in the prediction &f are likely
the three fitting periods (baselingfshort 1h OF Atshort 2h) €an to deteriorate the overall; 5 prediction using Eq. (8). For
give the most accurate, or alternatively a clearly inaccurategxample, the use of Eqg. (16), which improves theanaly-
growth rate estimate depending on the simulation conditionssis, increases the fraction @f 5 values outside a factor of 2
Overall, however, the shortest fitting perio#nort 1n) gave  range from 40.8% to 46.2% (Table 2).
worse growth rate estimates than the other two periods. Fur- The reason for the poorer prediction capability/e lies
thermore, the time delay betweel and HSO; curves  in the built-in assumptions of Eq. (8). It is assumed that
(Aty,) should not be used to estimate the cluster growth ratg1) intramodal coagulation in the nucleation mode is negli-

as it systematically overestimates the growth. gible, and (2) growth rate between 1.5 and 3 nm is constant.
The former has been found a good assumption as long as
3.2 Nucleation and new particle formation rates, J15/0 <1072, where Q is the formation rate of condens-
Jisand J3 able vapours (Anttila et al., 2010). In our simulations this

_corresponds roughly to cases in whigfx is less than 19-
Next, we tested how well Egs. (6) and (8) capture the simu-q 3 o351 Neglecting self-coagulation in Eq. (8) leads

lated event mean values of new particle formatiég) @nd  j theory to underestimation of s, which is consistent with

nucleation ratesf.s), respectively. Figure 3a shows that ¢ regyits in Fig. 3b at high nucleation rates when the ef-
the predictions of/s are fairly accurate with 81.8% of all  tgt should be the strongest. Note, however, that the majority
events within a factor-of-two margin of the accurate value in ¢ {10 very strong nucleation events were excluded from the

the baseline analysis. There is, however, a tendency to OVeGnalysis in Sect. 2.1 due to unrealistically highvalues and
estimate the mean formation rafe, especially at the high i, sact. 3.1 due to negative time delays.

end of the particle formation rates. Analysing one simulated G~ the other hand. the assumption of a constant growth
event in detail, Vuollekoski et al. (2010) concluded that the 416 in the size range 1.5-3 nm is never strictly true. For non-
single most significant factor deteriorating the prediction of |, |atile vapours such as#30;, molecular effects lead to

J3 is the poor approximation of the size distribution function 5, anhancement of condensation flux in the smallest parti-

at 6 nm in the last right-hand term of Eq. (6), i.e. cle sizes (Lehtinen and Kulmala, 2003; Sihto et al., 2009;
aN N3_g Nieminen et al., 2010). For vapours whose saturation pres-
ne= o R~ 3Inm’ (14) sure deviates from zero (such as the organic vapour in most
Pldp=6nm of our simulations), the Kelvin effect works in the opposite

Following the suggestion of Vuollekoski et al. (2010), we re- direction and decre_ases th_e grov_vth rate of the sm_allest clus-
analysed the new particle formation rates replacing Eq. (14)ers. Furthermore, in our simulations the condensing vapour

with concentration is not constant, bui$Oy has a parabolic time
N profile in all and the organic vapour in half of the simula-
ne ~ ; (15)  tions. These factors lead to a significant deviation from the
nm

constant growth rate assumption. Since the coagulation loss
and thus using for the particle formation rate the equation rate of the formed clusters is strongly dependent on their size,

dNss 1 lowered growth rate right aftertheirforlmation leads to faster
J3= — +Coagg x N3+ ——GRx N5_7 (16)  scavenging and thus to a smaller fraction of clusters that sur-
dt 2nm vive to the detectable size, and vice versa. Note also that

where N5_7 is the number concentration of particles in the while we simulate only sulphuric acid and one condensing
diameter range 5—-7 nm. This formulation improves our pre-organic compound, in the atmosphere there may be several
dictions of mean/z significantly with only 2.8% of events others (e.g., amines, several organic compounds with dif-
not falling within a factor of 2 of accurate values (compared ferent properties) contributing to the early stages of cluster
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Fig. 3. Comparison of baseline analysis predictions of mggmew particle formation rates/{), and(b) nucleation ratesJ 5) to the
simulated values. All four nucleation mechanisms are included. Shown are also 1:1 line (solid) as well as 1:2 and 2:1 lines (dotted).

Table 2. Performance metrics for the different analysis set-ups when estimating the mean new particle forigatiod @ctual nucleation

rates (nuc). The columns show the percentage of analysed events for which the estimate is not within a factor of two of the simulated rate
(>factor 2), the normalised mean absolute error (NMAE) and the normalised mean bias (NMB). Note that in sesesiiyity it = 1nm

anddgit = 2nmthe analysis tool calculatey andJo, respectively, and these values are compared to the simulated

J3 J15
> factor 2 (%) NMAE (%) NMB (%) > factor 2 (%) NMAE (%) NMB (%)

baseline 18.2 68.5 66.4 40.8 655  —60.0
Eq. (6)— (16) 2.8 31.3 17.8 46.2 714  —68.9
Atshort2h 215 80.6 78.6 415 66.3 -62.2
Atshort 1h 26.0 96.6 94.3 45.1 78.8 -58.3
derit=1nm 25.3 92.7 91.8 63.2 1345 84.1
derit =2 nM 9.9 46.1 411 60.5 805  —80.4
Kuang 56.7 55.3 —20.4 55.1 76.8 ~76.1

growth (e.g., Smith etal., 2010). Their combined effect couldancy is due to the fact that the set-up underpredicts especially
cause even a stronger deviation from the constant growth ratthe lowest formation rates<@ cm~3s1) for which the ab-
assumption than simulated in this study. solute difference in analysed and simulated values (which is

Table 2 summarises the performance of the sensitivit _used to calculate NMAE and NMB}) is very small. Shorten-

tests. All but thekuangset-up give fairly large positive nor- "9 the fitting time window ¢et-upsAtsnort 2n and Atshort 1n)

. . . deteriorates the accuracy of the results, especially in terms of
malized mean bias (NMB) values fdg, i.e. generally over- absolute error and bias. On the other hand, the assumption
estimate the mean new particle formation r&et-up Kuang ‘ ' P

) : of the critical cluster size has an even larger effect. Assum-
gives clearly lower normalised mean absolute error (NMAE) . L .
) ing a too small initial cluster sizesét-updcrit = 1 nm) clearly
and NMB values (55.3% and20.4%, respectively) com- . ;
- . deteriorates and a too large cluster siget{updcyit = 2Nnm)
pared to the baseline analysis (68.5% and 66.4%, respec-, . . L .
. . clearly improves the estimate. This is because the baseline
tively) but performs the worst out of all the set-ups in terms of set-up tends to overestimate and thus sensitivity set-ups
events that are predicted within factor of 2 accuracy (56.7% P s y PS,

of cases not meeting this criterion). This apparent discrep-S uch aset-upderi =2nm that underestimate the growth rate
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(and thus the last term of Eq. 6) lead to more accurate preexponent, and places only 19.1-33.2% of the events in the
diction, and vice versa. correct exponent range. Now, however, also the fraction of
The actual nucleation rath s is captured most accurately underestimated exponents is significant at 10.7—41.3% (Ta-
in the baseline analysis asét-upAtshort2n (Table 2). Fur-  ble 4). Overall, the results are not very sensitive to the length
ther shortening the fitting time windovg€t-upAtshort 1n) Or of the fitting period or the assumption of the initial cluster
using Eq. (16) instead of Eq. (6) to calculatgslightly in- size (Table 4). However, using the analysis equatiorsetn
crease both the absolute and relative errors. On the othesp Kuang(i.e. Egs. 9 and 10 instead of Eqgs. 6 and 8) shifts
hand, the other set-ups perform clearly poorer especially irthe distribution of best fit exponents to significantly larger
terms of events that are captured within a factor-of-2 accu-values. Using this set-up, 56.3-82.4% of the cases are over-
racy. Note that the incorrect assumption that nucleation initi-estimated and the fraction of events for which the exponent
ates at 1 nm sizesét-upderit = 1 nm) leads generally to over-  is predicted correctly either decreases or increases depending
estimation (i.e. positive NMB) of mean nucleation rate (in on the nucleation mechanism (Table 4). Note thatsafrup
this sensitivity case assumed to beinstead of/ 5), while Kuang differs from the baseline analysis only with respect
all the other set-ups tend to underestimate the actual nucleto the equations used to calculatg and J15. Therefore,
ation rate. This is becauset-updcrit = 1nmoverestimates  the higher nucleation exponents found in Kuang et al. (2008)
the size range that the cluster needs to grow to become desompared to some other analyses (Sihto et al., 2006; Riip-
tectable and thus overestimates the scavenging of sub-3 ninen et al., 2007) are likely to be partly due to the different
particles. As a result, Eq. (8) overcorrects for the coagula-analysis equations used and not only the chosen fitting pe-
tion loss and thus leads to an overestimation of the nucleatiomiod.

rate. Several points are worth noting: First, fitting
J15 ~ [HZSO4]b gives overall more accurate results
3.3 Nucleation mechanism thanN3_g ~ [H2804]b despite the fact thaf; 5 is estimated

using Eq. (8), which has several potential error sources,

Previous analyses of field data have used the method ofvhereasNz_g is obtained directly from measurement data.
least squares or calculated correlation coefficients betweegecond, some previous studies have classified events based
N3_g~[H2SO4]” (Sihto et al., 2006; Riipinen et al., 2007) on the correlation coefficients ofVz_g ~[H2SQ4] and
or Jis~[H2SQ]” (Kuang et al., 2008; Riipinen et al., N3 g~ [HaSO]? (or Ji5~ [H2SOu] and J15 ~ [H2S04]?)
2007), and interpreted the exponéngiving the best fit as  so that larger coefficient for the former is interpreted as acti-
the number of sulphuric acid molecules in the critical clus- vation nucleation and for the latter kinetic nucleation (Sihto
ter. Therefore, for example exponents falling close to 1 or 2et al., 2006; Riipinen et al., 2007). If this classification were
have been taken as evidence for activation and kinetic nucleapplied to the events analysed here usMgse, 82.7% of
ation, respectively. Here we test the approach separately fathe activation events would be classified kinetic. Using,
the four simulated nucleation mechanisms. on the other hand, would classify 56.1% of activation events

Figure 4 shows the frequency distribution of the best fit ex-as kinetic and 19.1% of kinetic events as activation. Third,
ponents that were obtained in the baseline analysis by calcufables 3 and 4 show that under some conditions the best fit
lating the highest correlation coefficient betweg ¢ and  correlation exponent gives too low a number of molecules in
[H2SOy)? profiles (0.1< b < 10). It is evident that for the  the critical cluster. Therefore, field data that typically shows
majority of the events the analysis yields exponents that areorrelation exponents in the range 1-2 do not automatically
clearly higher than the number of,BO; molecules in the  rule out more than two sulphuric acid molecules in a critical
critical cluster. Depending on the nucleation mechanism,cluster.
only in 17.3-25.1% of the events the predicted exponentfalls In this study, we followed the procedure of Sihto et
into the roughly correct range (defined heré as0.5, where  al. (2006) and determined the best fit exponénkmsed on
k is the simulated nucleation exponent) (Table 3). On thethe highest correlation coefficient. In some of the analysed
other hand, in 58.7-82.7% of cases the exponent is overegases several exponent values gave very similar correlation
timated. This result is consistent with the modelling study coefficients, thus complicating the determination of the best
of Sihto et al. (2009) which found that the size dependencstit. In their modelling study, Sihto et al. (2009) attributed this
of the sub-3 nm particle growth rate often skews the best fitto the smoothness of the simulated curves. Figure 6, whichiil-
exponent forN3_g ~ [H2SOy]” high. Shortening the period lustrates three nucleation events each simulated using nucle-
over which the time delay is calculatesef-upAtshorp Shifts ation mechanismyy s = O x [HoSO4]* (Eq. 5), shows how-
the predicted exponents to even higher values and thus detever that the flat peak of a correlation coefficient curve is
riorates the analysis results (Table 3). typically a problem only in cases for which the best fit ex-

Figure 5 shows the frequency distribution for the best ex-ponent is significantly overestimated (blue line), whereas in
ponent fit between analysefi 5 (from Eq. 8) and simu- cases that are classified correctly (red line) or underestimated
lated [HhSQy4]? profiles (0.1< b < 10) in the baseline anal- (black line) the curve has a distinct peak. Furthermore, even
ysis. Again, the analysis tends to overestimate the nucleatioin the case of the flat curve (blue line) the correct exponent,
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Table 3. Accuracy of best fit exponerit calculations when cor-  Table 4. Accuracy of best fit exponerit calculations when corre-
relating N3_g ~ [HoSO4]?. The accuracy is given as percent- lating J1 5~ [H,SO4]?. The accuracy is given as percentage (%)
age (%) of analysed events in each of the following three classesof analysed events in the same three classes as in Table 3.
events for which the analysis predicts roughly the correct nucle-
ation mechanismk(— 0.5 < b <k + 0.5, wherek is the nucleation
exponent in the simulation aridis the best fit exponent from the roughly correct underestimated  overestimated
analysis); events for which the exponent is clearly underestimated (k—05<b<k+05) (b<k-05)  (b>k+05)

(b <k —0.5); and events for which the exponent is clearly overesti- paseline

mated § > k+0.5).

k=1 33.2 10.7 56.1
k=2 19.1 19.1 61.9
roughly correct underestimated  overestimated k=3 31.1 29.0 39.8
(k—05<b<k+0.5) (b<k—-0.5) (b>k+0.5) k=4 20.1 41.3 38.6
baseline Afshort1h
k=1 17.3 0.0 82.7 k=1 24.2 5.5 70.2
k=2 24.3 0.0 75.7 k=2 19.9 10.8 69.3
k=3 251 111 63.8 k=3 28.4 21.3 50.3
k=4 23.2 18.1 58.7 k=4 24.4 315 441
Alshort 2h derit=1nm
k=1 9.0 1.7 89.3 k=1 35.6 6.6 57.8
k=2 14.6 0.0 85.4 k=2 19.1 17.1 63.8
k=3 24.0 4.8 71.3 k=3 30.5 25.7 43.7
k=4 18.9 15.0 66.1 k=4 19.3 39.4 41.3
Afshort 1h derit=2nm
k=1 55 6.6 87.9 k=1 31.1 135 55.4
k=2 7.7 11 91.2 k=2 215 20.2 58.3
k=3 18.9 1.2 79.9 k=3 30.5 317 37.7
k=4 13.8 5.1 81.1 k=4 19.3 43.7 37.0
Kuang
k=1 17.6 0.0 82.4
k=2 26.0 0.0 74.0
i.e.b =4, has a clearly lower correlation coefficient than the *=3 26.9 11.4 61.7
k=4 24.4 19.3 56.3

curve maximum.

Since the correlation method does not actually minimise
the difference between the curves being fitted, we recalcu-
lated the time shifi\zy,  and best fit exponents applying the the number of HSO, molecules in the simulated critical
method of least-squares. With this methgd,we mini_mised thecluster, and (2) the slope may correspond quite closely to
difference between thﬂ’g_s_and [FSQy]” curves with re- the simulated cluster molecule number for one or two of the
spect to the exponentand time delayAry, , and between mechanisms, but not for all four. As an example, Fig. 7
the J15 and [HSQy]” curves with respect to the exponent ¢hows the HSQOy versusJy s plots separately for the four
b. The results obtained for the best fit exponents were very, , jeation mechanisms but only for events that were sim-
similar to those using the correlation method (not shown), jated using the middle value of the five nucleation coeffi-
and therefore we _do not e>§pect the chosen fitting method tQants (Table 1) and assuming a non-volatile organic com-
affect the conclusions of this study. pound. While the obtained slope represents well the number
In addition to examining individual new particle forma- of H,SO; molecules in the critical cluster in the case of ac-
tion events, prEViOUS studies have searched for indications qfvation nucleation (s|0pe 1.1 versus 1 simulated mo|ecu|e)'
the nucleation mechanism by plotting several events in a logfor all the other nucleation mechanisms the slope clearly un-
arithmic plot of SOy versusJys or of HSO4 versusJs  derestimates the critical cluster size (slope 1.6 versus 2 sim-
(Sihto et al., 2006; Riipinen et al., 2007; Kuang et al., 2008). ylated molecules, 2.1 versus 3, and 2.6 versus 4). On the
The slope of the regression line drawn to such plot has beegther hand, taking into account only events with the same nu-
thought to give the number of2$C04 molecules in the criti-  cleation coefficient but assuming that the organic saturation
cal cluster. pressure is 10cm 3, gives slopes 2.9, 3.4, 3.6 and 4.1 for the
For the modelled data, we find that the obtained slope isfour mechanisms, respectively. Furthermore, calculating the
very sensitive to the subset of events plotted. However, typslope for all events of a certain nucleation type gives slopes
ical features for consistently selected subsets from the foud.4, 1.9, 2.2 and 2.6, respectively.
nucleation mechanisms are that (1) the slope increases with
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It is possible that the slope analysis using measured field 1
data is not as sensitive to the selection of the subset of event:
as the analysis of modelled data. This is because at a giver
location it is likely that many of the environmental condi-
tions, such as the condensing organic vapour properties (e.g.‘E 095
saturation pressure) and approximate level of backgroundg
condensation sink, are relatively constant during nucleation g
event days. Furthermore, the fact that the modelled sulphuricg
acid concentration follows one of three prescribed parabo-
las limits the scatter of 550, in model-based plots such
as Fig. 7 (resulting in vertical stripes), which may affect the
slope from the modelled data. Despite these differences be-
tween the field and modelled data, our analysis suggests tha i e TR
the slopes from HSOy versusJy s or of HoSOy versusJs ——best fit=2.27
plots should be interpreted with caution also in the case of %®% 2 4 6 8 10
field data. AL

ff]

Correlati

0.9+

— best fit = 4.04

Fig. 6. Correlation coefficient as a function of exponénwhen fit-
ting N3 ~ [H2SO»]? for three example cases each simulated using

Finally, Fig. 8 compares the simulated nucleation coefficientsnudeaItlon mechanisify.5 = 0 x [H2S0y]". The legend indicates

A andK for activa}tipn and kipetic type nuclc_ea_ltion (Egs. Z_Lizft;iecisé:tt’ Ie: erclf]ncté;:' value bithat has the highest correlation

and 3) to the coefficients obtained by determining the best fit

between analyseg 5 and simulated [HSOy] or [H2SO4]2

concentration profiles. In this figure the events are classifieq,sedA coefficients forall events (regardless of the simu-

to activation and kinetic types according to the simulated (i.e.|ated mechanism) was 8:41078-7.0x 1075 s~1, whereas

known) nucleation mechanism andt based on the classifi- for the subset of activation type events following Eq. (2)

cation given by the analysis (see Sect. 3.3). it was 8.4x 1078-1.3x 10 °s™! (actual simulated range
For activation nucleation (Fig. 8a), the analysis estimates|0-7-10-°s-1). Similarly, the range of analysekl coef-

the coefficientA within a factor of 2 from the correct sim- ficients forall events was 5.% 1071°-1.4x 1011 cnm’s1,

ulated value in 72.3% of the cases. Coefficiéntfor ki-  whereas for the subset of kinetic type events following

netic nucleation is analysed less accurately with only 55.5%€q. (3) it was 1.9« 1014-1.0x101cm3 s~ (actual sim-

of the events within a factor of 2 (Fig. 8b). On the other yjated range 10'3-10"1s71).

hand, the coefficients are off by more than an order of mag-

nitude in 4.8% of activation and 8.0% of kinetic events. The

largest discrepancies are seen for the highest nucleation ca Conclusions

efficients. As expected, these results follow closely those

of analysed/y 5 (Sect. 3.2) that they were calculated from. We have evaluated the accuracy of the mathematical tools

The most accurate results are given by the baseline analysmommonly used to analyse atmospheric new particle forma-

andset-upAtsnhor, although the NMAE and NMB values for tion events in 1239 cases in which the nucleation mechanism

set-upAtsnhort 1n are deteriorated by 6 events whose absoluteand rate as well as the particle formation rate at 3nm were

A value is greatly overestimated (Table 5). The other threeknown. The simulated particle size distributions in the range

set-ups give clearly poorer estimates, especially in terms oR.8-556 nm were gridded to a typical size and time resolu-

relative error, i.e. events outside a factor of 2 from the ac-tion of DMPS instruments (i.e. 32 size channels and 10 min

tual simulated nucleation coefficient. Apart from estimation intervals) in order to mimic the analysis of atmospheric nu-

of A coefficient withset-upAtshort 1n, Set-Upderit = 1 nmis cleation events as closely as possible.

the only one that generally leads to overestimation of coeffi- We find that calculating the growth rate of sub-3 nm clus-

cients (positive NMB). The reason for this behaviour is giventers from the time delay between, 80, and N3_g curves

in Sect. 3.2. can lead to overestimation of the growth rate during strong
Note that in the atmosphere the actual nucleation mechaparticle formation events. This is because coagulation scav-

nism is not known during the new particle formation anal- enging of the formed clusters to the growing nucleation mode

ysis. However,A and K coefficients have still been cal- can skew theN3_g peak to earlier in the day. In extreme

culated from the atmospheric data. Our results indicatecases this can lead to apparent negative time delays; how-

that the range of nucleation coefficients obtained from theever, more problematic for the analysis are the cases in which

analysis is not highly dependent on the correctness of theéhe time delay remains positive but is shortened compared

nucleation mechanism assumption. The range of analto time delay corresponding to the actual growth rate. It is

3.4 Nucleation coefficientsA and K
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shown. The number of events plotteda 29, (b) 30, (c) 34, and(d) 21. The regression line is shown in red.

Table 5. Performance metrics for the different analysis set-ups when estimating the nucleatiomféatactivation events and factd¢
for kinetic events. The columns show the percentage of analysed events for which the estimate is not within a factor of two of the simulated
rate (factor 2), the normalised mean absolute error (NMAE) and the normalised mean bias (NMB).

A K

> factor2 (%) NMAE (%) NMB (%) > factor2 (%) NMAE (%) NMB (%)
baseline 27.7 45.8 —40.0 445 64.0 —61.1
Atshort2h 29.8 473 ~418 475 65.1 ~62.8
Afshort1h 37.0 249.2 151.4 49.7 67.8 ~66.2
derit—1 nm 51.2 96.5 73.8 61.6 85.8 25.0
derit—2 nm 46.4 64.1 —64.1 65.5 78.6 ~78.6
Kuang 57.4 67.1 -67.1 70.2 79.4 ~79.3

therefore recommended to exclude from the analysis eventiength of the fitting period, our overall results indicate that
during which the coagulation sink caused by the nucleatiorthe fitting period should extent to at least two hours after the
mode is not negligible compared to the background sink.  N3_g peak. On the other hand, the time delay betw&gsnd
The time delay obtained from the analysis was in manyH2SOs curves (Az;;) should not be used to estimate the clus-
cases sensitive to the period over which it was fitted. Whileter growth rate as it systematically overestimates the growth.
the differences in the estimates from the three fitting inter- The new particle formation rate at 3 nifgf was estimated
vals in this study (over whol&/z_g peak, or from event start most accurately in terms of both relative and absolute error
until 1 or 2 h after theVs_g maximum concentration) were with the formulation of Vuollekoski et al. (2010). We rec-
<30min in all but 24 cases, the corresponding differencesommend this formulation to be used in all future analyses
in growth rates were as high as 7.5 nrth While it is im- of new particle formation, with the reservation that improv-
possible to make a general recommendation on the optimahg J3 estimates tends to deteriorate the analysis of actual
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Fig. 8. Comparison of predicted and simulated nucleation coefficient&jcactivation nucleation events only afio) kinetic nucleation
events only. Shown are also 1:1 line (solid) as well as 1:2 and 2:1 lines (dotted).

nucleation ratesf 5). In our study, the accuracy of thig s applied to individual events, the best fit exponents from
analysis was only satisfactory with 37-59% of events within both N3_g ~[H2S4]? and J15 ~[H2SOy]? fittings were
a factor-of-two of the simulated value. The main factors de-generally clearly higher than the actual number ofSBy
teriorating the estimates were the assumption of a constarmolecules in the simulated critical cluster in the majority of
cluster growth rate (currently made in all formulations) and the cases. Out of the two fitting approaches, the exponents
possible erroneous assumptions concerning the initial size gtom the N3_g fit were higher and thus typically more bi-
which nucleation occurs. It is worth noting that several pre-ased. Decreasing the length of the fitting period or using the
vious analyses of field measurements have assumed nuclenalysis equations of Kuang et al. (2008) led to further over-
ation to initiate at 1 nm size, whereas recent ion instrumentestimation of the nucleation exponent. This indicates that the
data suggests a sizel.5 nm. In our analysis, this erroneous higher exponents found in Kuang et al. (2008) compared to
assumption in initial cluster size increased the normalisedsome other analyses (Sihto et al., 2006; Riipinen et al., 2007)
mean absolute error (NMAE) from 65% to 135% and biasedmay in part be due to different analysis equations, and not
the nucleation rate values high (whereas a correct assumptioonly to the chosen fitting period. Although our results sug-
about the size biased the rates low). It is therefore possiblgest that in general the analysis tools tend to overestimate
that the nucleation coefficients and K derived in previous the number of HSO, molecules in the critical cluster, also
analyses of field data (Sihto et al., 2006; Riipinen et al., 2007 significant underestimation was found in up to 41% of the
Kuang et al., 2008) overestimate the atmospheric values. Onases. This indicates that one cannot automatically rule out
the other hand, all the analysis set-ups tested in this studynore than 2 sulphuric acid molecules in a critical cluster even
resulted to an order-of-magnitude accuracy for at least 93%f field data shows nucleation exponents in the range 1-2.
of the A coefficients and 89% oK coefficients. This can be Despite the general overestimation of nucleation expo-
considered a reasonable accuracy since the coefficients d@ents for individual events, the regression lines drawn to log-
rived from atmospheric data typically exhibit a variation of arithmic plots of/y 5 versus HSQ; of several events tend to
1-3 orders of magnitude (Riipinen et al., 2007). Thus, it isunderestimate the number of molecules in the critical cluster.
likely that this high variation of observed and K coeffi-  However, we found the accuracy of the regression line analy-
cients is not a consequence of inaccuracies in the analysisis to be highly sensitive to the analysed subset of simulated
methods, but a real phenomenon caused by (so far unknowrgvents. It is not currently known how well this sensitivity
environmental factors. of the modelled data reflects the situation with the field data.
Large uncertainties were found when the analysis toolsOverall, however, we conclude that interpretation of nucle-
were used to determine the nucleation mechanism in terms dadtion mechanism fronyy, 5 ~ [HZSO4]b, N3_g~ [HZSO4]b
the number of HSO, molecules in a critical cluster. When and regression line analyses contain many potential sources
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of error and should be done with great caution also for field ber concentration for atmospheric nucleation events, J. Aerosol
measurements. Sci., 33, 609-622, 2002.

Overall, we conclude that the analysis tools have built-inKomppula, M., Sihto, S.-L., Korhonen, H., Lihavainen, H., Ker-
assumptions which can cause uncertainties in the event anal- Minen, V.-M., Kulmala, M., and Viisanen, Y.: New particle
ysis. While this uncertainty is in most cases within an ac- fc_;trma_tlo’r\1| w:halr n;gsis téar;portedCEeMegﬂ twonZeéalslu rgnge 4n t
ceptable order-of-magnitude limit, it is important to be care- s! .e_s In vorthern Fiand, Amos. .hem. Fhys., ©, - ‘

. . . . doi:10.5194/acp-6-2811-2008006.
ful when interpreting the data and drawing conclusions abou;<

. - ]thonen, H., Lehtinen, K. E. J., and Kulmala, M.: Multicompo-
e.g., nucleation mechanisms or temperature dependence of hent aerosol dynamics model UHMA: model development and

nucleation prefactors, etc. Unfortunately, quantifying the er-  ajidation, Atmos. Chem. Phys., 4, 757—-7dbj:10.5194/acp-4-
ror that the analysis tools have caused in previous analyses 757-20042004.

of atmospheric data is not straightforward since we do notkuang, C., McMurry, P. H., McCormick, A. V., and Eisele, F. L.
know which of the simulated events resemble closest the at- Dependence of nucleation rates on sulfuric acid vapor concen-
mospheric ones. Since the tools perform very well for some tration in diverse atmospheric locations, J. Geophys. Res., 113,
individual simulated events and quite poorly for others, itis D10209,d0i:10.1029/2007JD009252008.

equally possible that the tools have introduced only minorKulmala, M., Vehkaraki, H., Peja, T., Dal Maso, M., Lauri, A.,
error in atmospheric analyses or alternatively that they have Kerminen, V.-M., Birmil, W., and McMurry, P. H.. Formation
misdirected our theoretical understanding regarding e.g. the and growth rates of ultrafine atmospheric particles: a review of

leati hani C fl tk if eith observations, J. Aerosol Sci., 35, 143-176, 2004.
nucleaton mechanism. Lurrently, we cannot kKnow Ir ei erLehtinen, K. E. J. and Kulmala, M.: A model for particle formation

is the case; however, our study raises the point that large er- and growth in the atmosphere with molecular resolution in size,
rors are possible and thus caution should be practiced when atmos. Chem. Phys., 3, 251-250i:10.5194/acp-3-251-2003
interpreting the atmospheric data. 2003.

Finally, it should be noted that this study investigated only Lehtinen, K. E. J., Dal Maso, M., Kulmala, M., and Kerminen, V.-
the errors resulting from the mathematical analysis tools and M.: Estimating nucleation rates from apparent particle forma-
used smooth simulation data as an input. In typical atmo- tion rates and vice versa: Revised formulation of the Kerminen-
spheric measurements, on the other hand, variations in at- Kulmala equation, J. Aerosol Sci., 38, 988-994, 2007.
mospheric conditions and in air mass directions as well agfanninen, H. E., Péfa, T., Asmi, E., Riipinen, I., Nieminen, T.,
the measurement instruments themselves result in significant M!kk'l & J., Horrak, U., Mirme, A., Mirme, S., Laakso, L., Ker-

noise in the data. This noise is likely to cause further uncer- "o V--M., and Kulmala, M. Long-term field measurements
’ y of charged and neutral clusters using Neutral cluster and Air lon

tainty in the analysis of atmospheric new particle formation Spectrometer (NAIS), Boreal. Env. Res., 14, 591-605, 2000.
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