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Abstract. Stratospheric ozone recovery in the Southern
Hemisphere is expected to drive pronounced trends in atmo-
spheric temperature and circulation from the stratosphere to
the troposphere in the 21st century; therefore ozone changes
need to be accounted for in future climate simulations. Many
climate models do not have interactive ozone chemistry and
rely on prescribed ozone fields, which may be obtained from
coupled chemistry-climate model (CCM) simulations. How-
ever CCMs vary widely in their predictions of ozone evo-
lution, complicating the selection of ozone boundary condi-
tions for future climate simulations. In order to assess which
models might be expected to better simulate future ozone
evolution, and thus provide more realistic ozone boundary
conditions, we assess the ability of twelve CCMs to simulate
observed ozone climatology and trends and rank the models
according to their errors averaged across the individual diag-
nostics chosen. According to our analysis no one model per-
forms better than the others in all the diagnostics; however,
combining errors in individual diagnostics into one metric
of model performance allows us to objectively rank the mod-
els. The multi-model average shows better overall agreement
with the observations than any individual model. Based on
this analysis we conclude that the multi-model average ozone
projection presents the best estimate of future ozone evolu-
tion and recommend it for use as a boundary condition in
future climate simulations. Our results also demonstrate a
sensitivity of the analysis to the choice of reference data set
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for vertical ozone distribution over the Antarctic, highlight-
ing the constraints that large observational uncertainty im-
poses on such model verification.

1 Introduction

In the last two decades of the 20th century stratospheric
ozone, which accounts for about 90% of the total ozone,
has declined significantly as a result of chemical destruction
by anthropogenic halogen-containing compounds (WMO,
2007). In the Southern Hemisphere (SH) where ozone deple-
tion is particularly severe in high-latitudes in spring, ozone
changes have led to cooling of the lower stratosphere and an
increase in the lifetime of the Antarctic polar vortex (e.g.,
Randel and Wu, 1999; Zhou et al., 2000). These changes
have further led to intensification of the tropospheric circum-
polar circulation (Thompson and Solomon, 2002; Gillett and
Thompson, 2003). Among other impacts, the intensification
of the tropospheric circulation has contributed to significant
decrease of rainfalls in southwest Australia (Cai et al., 2005)
and to dramatic warming of the Antarctic Peninsula (Mar-
shall et al., 2006).

Stratospheric ozone is expected to recover during the 21st
century as a result of declining halogen abundances (WMO,
2007) and ozone recovery is expected to influence the posi-
tion and strength of SH tropospheric westerlies, likely revers-
ing the strengthening of westerlies caused by ozone depletion
(Thompson and Solomon, 2002). However due to continuing
increase of the greenhouse gas concentration, which act to
further strengthen westerlies (e.g. Fyfe et al., 1999), the net
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change to the tropospheric circulation is unclear (Miller et
al., 2006; Perlwitz et al., 2008; Son et al., 2008, 2009). This
implies that details of the ozone recovery need to be pre-
dicted well in order to reliably simulate future SH climate.

Presently, full representation of stratospheric chemistry
in climate models is quite expensive and the majority of
coupled atmosphere-ocean climate models use prescribed
ozone fields. Models that were used for the Intergovern-
mental Panel of Climate Change Forth Assessment Report
(IPCC AR4) used either a simplified ozone recovery sce-
nario or even assumed constant ozone (i.e. annual cycle
not varying from year to year) throughout the 21st century
(Miller et al., 2006). More physically sound future ozone
scenarios are provided by coupled Chemistry-Climate Mod-
els (CCMs). These models account for interactions between
stratospheric ozone chemistry and atmospheric physics and
dynamics which may change due to projected greenhouse
gases (GHGs) increases. However ozone projections by
these models differ from model to model (Eyring et al., 2007)
raising the question of which ozone scenario is more reliable.

Information on model performance in simulating present
climate may be used to decide which model’s projection
is more reliable (Reichler and Kim, 2008; Gleckler et al.,
2008). However models are tuned to represent the present
climate and the best tuned model may not simulate future cli-
mate more correctly. Yet, without a better alternative, model
ranking based on their ability to simulate present climate
and observed trends looks like a reasonable approach and
is widely employed (e.g. Connolley and Bracegirdle, 2007;
Bracegirdle et al., 2008).

Eyring et al. (2006) assessed different aspects of perfor-
mance of several CCMs including their ozone simulation
skill; however they did not derive any quantitative metric
of agreement between simulations and observations. Waugh
and Eyring (2008) (hereinafter “WE08”) carried out a quan-
titative assessment of CCMs’ ability to simulate several key
processes relevant to stratospheric ozone since they argued
that a process-oriented evaluation might be a better predictor
of a models’ ability to make reliable ozone projections; be-
cause of that they did not assess models’ skill at simulating
ozone itself. Nevertheless, it is important to assess models’
ability to simulate ozone climatology and trends; our study
may be considered a complimentary to that of WE08. It is
also of interest to look at how models skill in simulating
ozone-related processes correlates with their skill in simu-
lating ozone itself. The goal of this study is to provide cli-
mate modellers with a guideline for choice of future ozone
scenario for simulations with prescribed ozone fields. To
achieve this we perform a quantitative assessment of CCM
skills in simulating observed ozone climatology and ozone
trends with a focus on the SH, where the largest impacts
of ozone recovery on the climate are expected. As a refer-
ence, we employ several available up-to-date observational
data sets, which allow us to evaluate uncertainties associated
with the observations.

Table 1. CCMs used in this study.

Model name Reference

CCSRNIES Akiyoshi et al. (2004)
CMAM Fomichev et al. (2007)
E39C Dameris et al. (2005)
GEOSCCM Pawson et al. (2008)
LMDZrepro Jourdain et al. (2008)
MAECHAM4CHEM Steil et al. (2003)
MRI Shibata and Deushi (2005)
SOCOL Egorova et al. (2005)
ULAQ Pitari et al. (2002)
UMETRAC Austin (2002)
UMSLIMCAT Tian and Chipperfield (2005)
WACCM Garcia et al. (2007)

2 Data

We use output of twelve CCMs assembled in the Chemistry-
Climate Model Validation (CCMVal) Archive at the British
Atmospheric Data Center (BADC). These twelve CCM
groups contributed data to the first round of CCMVal
(CCMVal-1). The goal of CCMVal is “to improve under-
standing of CCMs and their underlying GCMs (General
Circulation Models) through process-oriented evaluation”
(CCMVal: http://www.pa.op.dlr.de/CCMVal/) and the first
round was accomplished in support of WMO ozone assess-
ment 2006 (WMO, 2007). The models are listed in Table 1
together with a reference for each model. We consider sim-
ulations of the last two decades of the 20th century based on
forcings described in Eyring et al. (2006). These include ob-
served sea surface temperature, sea ice concentrations, sur-
face concentrations of well-mixed GHGs and halogens, so-
lar variability, and aerosol from major volcanic eruptions.
For all the models except MRI and SOCOL, outputs from
the simulations performed in support of WMO ozone assess-
ment 2006 are used. For MRI we use data from an updated
run with an improved transport scheme (seehttp://www.
pa.op.dlr.de/CCMVal/CCMValErrataBADC.html). For SO-
COL we use simulations from the model V2.0 described in
Schraner et al. (2008). Compared with the model V1.0 used
by Eyring et al. (2006), this version has improved parameteri-
zation of stratospheric water vapour condensation, a more so-
phisticated heterogeneous chemistry scheme, and improved
transport scheme (Schraner et al., 2008). Here we mainly use
ozone outputs from the first simulation of each model and
restrict our attention to the period of 1980–1999 for which
outputs from all the models and sufficient observations are
available. Additional simulations started from different ini-
tial conditions are available for SOCOL, MRI, and WACCM
and are used to study sensitivity of the results to sampling
errors. In addition to the individual models we also consider
ensemble averaged ozone time series (MULTI).
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Observational data sets used for model performance vali-
dation include total ozone and ozone profiles data sets from
several sources. The merged satellite total ozone data set
(TOMS/SBUV) is based on individual Total Ozone Map-
ping Spectrometer (TOMS) and Solar Backscatter Ultravi-
olet 2 (SBUV/2) data sets (Stolarski and Frith, 2006). An-
other total ozone data set used in this study is that compiled
by Karen Rosenlof from satellite (SME, SAGE-II, MLS,
HALOE and TOMS/SBUV) and standard ozone climatology
data (Dall’Amico et al., 2010). The Rosenlof data set also
provides ozone profiles. Two other ozone profile data sets
used here are those described in papers by Randel and Wu
(2007) and Hassler et al. (2009). The former (Randel data
set) is based on a regression model fitted to SAGE 1 and 2
and ozonesonde profiles combined with a seasonally varying
ozone climatology. Over the Antarctic region, which is of in-
terest here, the model utilises only data from Syowa station
located at 69◦ S and may not adequately represent the ozone
field further south. Implications of this will be discussed be-
low. The Randel data set is provided on the height levels.
These was converted to pressure levels applying the equation
1013.25∗exp(−z/7), wherez is height expressed in kilome-
tres. The latter data set (Hassler data set) is based on satellite
(SAGE 1 and 2, POAM 2 and 3, HALOE) and ozonesonde
profiles. Due to the lack of the observations, the Rosenlof
and the Hassler data sets also apply different techniques to
fill in the gaps, which will be discussed in more detail below.

3 Method

To assess model performance we calculate a metric similar
to that used by Reichler and Kim (2008) and Gleckler et
al. (2008). First we calculate normalized root mean square
(RMS) differencesejkl between thej -th model andk-th ref-
erence observations for thel-th diagnostic

e2
jkl =

1

W

∑
i

∑
m

(wim(ximjl −yimkl)
2/σ 2

imkl), (1)

whereximjl is the simulated variable andyimkl is the ob-
served variable at monthm and grid pointi, wim is the weight
assigned to each data point,W =

∑
w, is a sum of individ-

ual weights andσimkl is a measure of the uncertainty in the
observed variableyimkl . In the following the valueejkl will
be referred to as model error inl-th diagnostic with respect
to k-th reference observations. Calculations of the weights
and the observation uncertainty are described below in this
section.

Following Reichler and Kim (2008) we scale the errors
in all diagnostics by the average error across the individ-
ual models to ensure that different diagnostics receive sim-

ilar weights when calculating the combined metric of model
performance

e′2
jkl =

e2
jkl

1
J

∑
j

e2
jkl

, (2)

whereJ is the number of models. Model errors are cal-
culated with respect to several available observation-based
data sets in order to reduce possible influence of biases in the
observation-based data sets. However, the observation data
sets are not completely independent since they share some
of the same input data and therefore may suffer from similar
biases. We next average the model errors with respect to all
available reference data sets for each diagnostic

e′2
j l =

1

K

∑
k

e′2
jkl, (3)

whereK is the number of reference data sets. Finally, a
model performance index (I ) is calculated as an average
across errors in all individual diagnostics

I2
j =

1

L

∑
l

e′2
j l, (4)

whereL is the number of diagnostics. A lower value ofI

indicates better overall agreement with the observations and
is interpreted as a better model performance.

The choice of diagnostics and grading metric is inevitably
subjective, which is a shortcoming of this approach (Connol-
ley and Bracegridle, 2007; WE08). The sensitivity of our
result to the choice of grading metric and diagnostics will be
discussed in Sect. 4.3. The diagnostics we employ are listed
in Table 2. Two of them are (1) monthly mean zonal mean
total ozone climatology in the period 1980–1984, when the
influence of ozone depletion was minimal; and (2) monthly
mean zonal mean total ozone linear trend during the period
1980–1999. The period 1980–1984 is meant to represent pre-
ozone hole climatology, although some ozone loss took place
already then (see Fig. 1). Also, a five year period is somewhat
short for calculating climatology; however using a longer pe-
riod is restricted by absence of observations (and also some
model data) before 1980 and by the increasing influence of
ozone depletion after 1984. The influence of sampling er-
rors on our results will be assessed by using additional sim-
ulations available for some models. Trends are calculated
using linear, least squares regression of the ozone time se-
ries on time. We consider monthly zonal mean values and
calculate model errors according to Eq. (1) by summation
over months and latitudes. The weightsw are cosine of the
latitude. While the total ozone climatology errors are calcu-
lated globally the total ozone trend errors are only calculated
over the SH. Ozone abundance in the NH extratropics dur-
ing winter-early spring, when observed total ozone trends are
largest, is strongly controlled by dynamics, in particular the
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Table 2. Diagnostics used in this study.

Diagnostic Diagnostic description

Global total ozone climatology Total ozone climatology in 1980–1984, zonal mean monthly mean values, domain:
90◦ S–90◦ N, resolution: 5◦

SH total ozone trend Total ozone linear trend between 1980–1999, zonal mean monthly mean values,
domain: 90◦ S–0◦ N, resolution: 5◦

Polar SH vertical ozone distribution climatology Ozone partial pressure profile climatology in 1980-1984, monthly mean values av-
eraged over 90◦ S–60◦ S, levels: 500, 400, 300, 250, 200, 150, 130, 115, 100, 90,
80, 70, 50, 30, 20, 15, 10 hPa

Polar SH vertical ozone distribution trend Ozone partial pressure profile linear trend between 1980–1999, monthly mean val-
ues averaged over 90◦ S–60◦ S, levels: 500, 400, 300, 250, 200, 150, 130, 115, 100,
90, 80, 70, 50, 30, 20, 15, 10 hPa

TOMS/SBUV

J F M A M J J A S O N D J

-50

0

50

La
tit

ud
e

Rosenlof

J F M A M J J A S O N D J

-50

0

50

CCSRNIES

J F M A M J J A S O N D J

-50

0

50

CMAM

J F M A M J J A S O N D J

-50

0

50

E39C

J F M A M J J A S O N D J

-50

0

50

La
tit

ud
e

GEOSCCM

J F M A M J J A S O N D J

-50

0

50

LMDZrepro

J F M A M J J A S O N D J

-50

0

50

MAECHAM4CHEM

J F M A M J J A S O N D J

-50

0

50

MRI

J F M A M J J A S O N D J

-50

0

50

La
tit

ud
e

SOCOL

J F M A M J J A S O N D J

-50

0

50

ULAQ

J F M A M J J A S O N D J

-50

0

50

UMETRAC

J F M A M J J A S O N D J

-50

0

50

UMSLIMCAT

J F M A M J J A S O N D J

-50

0

50

La
tit

ud
e

WACCM

J F M A M J J A S O N D J

-50

0

50

MULTI

J F M A M J J A S O N D J

-50

0

50

 175  250  325  400  475
[DU]

Fig. 1. Total ozone climatology (1980–1984) in observational data sets (TOMS/SBUV, Rosenlof), individual CCMVal models, and multi-
model average (MULTI).
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Brewer-Dobson circulation. The latter has experienced a sig-
nificant change during the last two decades of the 20th cen-
tury (e.g. Hu and Tung, 2002, Karpetchko and Nikulin, 2004)
due to reasons which are not completely understood (Hu et
al., 2005). This leaves a possibility that natural decadal vari-
ability, not related to external forcing, has considerably con-
tributed into the NH trends. It is therefore not reasonable to
expect that the models simulate the NH trends over 20 years
correctly.

The simulation of realistic climate and climate trends de-
pends not only on a correct simulation of total column ozone,
but also on the vertical distribution of ozone. Therefore two
additional diagnostics are considered here: (3) the monthly
mean zonal mean vertical ozone distribution climatology
over the period 1980–1984 and (4) the monthly mean zonal
mean vertical ozone distribution trend over the period 1980–
1999 at several pressure levels (see Table 2 for the list of
pressure levels). As discussed in the Introduction the largest
influence of stratospheric ozone changes on climate in the
21st century is expected in the SH associated with Antarc-
tic ozone hole recovery. Therefore, to put more weight on
model skill in simulating ozone over the Antarctic we aver-
age vertical ozone distributions only over the SH polar cap
(60◦–90◦ S) and weight the errors by the annually-average
ozone profile, i.e. according to their contribution to the total
ozone.

Total ozone from all the data sets is linearly interpolated
onto a 5◦ latitude grid (87.5◦ S. . . 87.5◦ N). Ozone profiles
are interpolated linearly in the logarithm of pressure onto the
pressure levels specified in Table 2. As a measure of the
observational uncertaintyσ , the standard error of the mean
is used in the case of the ozone climatology, and the standard
error of the slope parameter from a linear regression is used
in the case of ozone trends. Measurement errors are only
available for the Hassler data set. We calculate measurement
errors for our diagnostics using the law of combination of
errors:

σ ′2
iml =

∑
n

(
∂fl

∂yimn

)2σ 2
imn, (5)

whereyimn andσ imn are individual observations and errors
at monthm and grid pointi andfl is either the function for
the mean in the case of the climatology, or the function for
the slope parameter in the case of the trend. These measure-
ment errors are combined with the sampling errors (i.e. with
the standard error of the mean or with the standard error of
the slope parameter) at each month and grid point by root
mean squares and the resultingσ are used for all the three
profile data sets.

4 Results

4.1 Total ozone

Figure 1 shows 5-year total ozone climatology for the
period 1980-1984 from the individual models, MULTI,
TOMS/SBUV, and the Rosenlof data set. This picture is sim-
ilar to Fig. 14 from Eyring et al. (2006) except that they show
20-year total ozone climatology (1980–1999) and NIWA
data set instead of the Rosenlof data set shown here. Also we
show an updated MRI simulation. All the models simulate
familiar features of the ozone distribution including the win-
tertime build-up in both hemispheres, and also the early stage
of the Antarctic springtime ozone depletion. Figure 2 shows
models and TOMS/SBUV relative errors(xim − yim)/σim

with respect to the Rosenlof data set. Agreement between
the two observational data sets is excellent, as might be ex-
pected since prior to 1985 the Rosenlof data set employs only
data from TOMS and SBUV.

Figures 1–2 show that some models (MAECHAM4-
CHEM, MRI) strongly overestimate total ozone globally
while others (SOCOL, UMETRAC) strongly underestimate
it in the extratropics. Some models (E39C, LMDZrepro) un-
derestimate total ozone in SH mid- and high-latitudes while
overestimating it elsewhere. In many models the errors typ-
ically exceed 3σ , and are therefore very unlikely to be ex-
plained by sampling variability associated with the particu-
lar 5-yr period chosen for comparison. Eyring et al. (2006)
identified the causes of some model errors, like the positive
biases in the extratropics in some models which is likely due
to the simulated Brewer-Dobson circulation being too strong.
However in most cases the causes are not straightforward
to identify. MULTI tends to overestimate total ozone, es-
pecially in the SH mid-latitudes where several models show
strong positive biases. In general there are no consistent bi-
ases in total ozone across the models.

20-year linear trends in total column ozone are shown
in Fig. 3. The largest negative trends according to the ob-
servations are in the SH high-latitudes in November. All
the models simulate a maximum negative trend in the SH
high-latitudes but the time varies between September and
December. Also the magnitude of the trend differs con-
siderably between the models. The smallest simulated
trend is only a half of the observed trend (E39C) while
the largest trend exceeds the observed trend almost by fac-
tor 2 (MAECHAM4CHEM). Eyring et al. (2006) showed
that the simulated Antarctic ozone trends are consistent with
the trends in Antarctic stratospheric halogen loading. The
largest trends in Cly are simulated by UMETRAC while the
smallest trends are simulated by E39C and SOCOL. Accord-
ingly, these models simulate too large and too small ozone
trends (Eyring et al., 2006). According to WE08 assess-
ment UMETRAC has high grade in simulating Antarctic Cly
while E39C and SOCOL have low grade. Note that in the
newer version of SOCOL used here the simulated Antarctic
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Fig. 2. Normalised errors with respect to Rosenlof data set in total ozone climatologies shown in Fig. 1. Numbers next to data set names
indicate area-weighted globally averaged errors normalised by the average error across the individual models according to Eq. (2).

Cly values are considerably closer to the observed ones than
those used by WE08 but still remain smaller than those in
observations and in the majority of CCMVal-1 models (not
shown).

Figure 4 shows relative errors with respect to the Rosenlof
data set. The TOMS/SBUV biases are small, indicating
consistency between TOMS/SBUV and the other satellites
(SAGE-II, MLS, HALOE) employed in the Rosenlof data
set after 1985. Models that overestimate the magnitude of
the trends typically show the largest errors. As a result
MULTI trends are biased negative. However the MULTI
total error with respect to the Rosenlof data set (and also
to TOMS/SBUV) is smaller than in any individual model.
MULTI errors are everywhere within 3σ of the observed
trends. The CCMVal models almost all show too much ozone
depletion in the tropics, but elsewhere biases are not consis-
tent in sign amongst the models.

To test the sensitivity of our results to the trend period we
calculated the trends for the period 1980–2001 for observa-

tions and for those models for which the data are available.
The observed trends for this period are typically smaller than
those shown in Fig. 3; however the errors patterns do not
change much and our conclusions are unaffected by these
changes.

4.2 Vertical ozone distribution

The climatology of the vertical distribution of ozone is shown
in Fig. 5. All three observational data sets exhibit an ozone
minimum in October and a lifting of the ozone maximum
layer in November–December when the polar vortex breaks
up and mid-latitude air is mixed into high-latitudes. The ma-
jority of the models reproduce these features, however some
models (ULAQ, UMETRAC) simulate a comparable mini-
mum at the end of summer, a feature typically observed in
the NH seasonal cycle and attributed to ozone depletion by
summertime NOx chemistry (Brühl et al., 1998). Exces-
sive ozone simulated by MAECHAM4CHEM and MRI is
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Fig. 3. 20-yr total ozone trends (1980–1999) in observational data sets (TOMS/SBUV, Rosenlof), individual CCMVal models and multi-
model average (MULTI). Red numbers indicate minimum trends.

apparent throughout the year. Several other models simu-
late too much ozone during the winter build-up period, which
may be an indication of either a too strong Brewer-Dobson
circulation, or weak isolation of the lower stratospheric polar
vortex from mid-latitude ozone-rich air, or both.

Figure 6 shows model errors in vertical ozone distribution
climatology with respect to the Rosenlof data set. The differ-
ences between the observational data sets are striking. The
Randel data set has typically larger values than the two other
data sets especially in spring and summer. This maybe be-
cause the Randel data set comprises only data from Syowa
station located relatively close to the polar vortex edge (Ran-
del and Wu, 2007). The polar vortex edge region is more in-
fluenced by mixing with mid-latitude ozone-rich air while air
from the vortex interior further south, impacted by chemical
ozone depletion, remains more isolated. Reassuringly, both
the Randel and the Hassler data set total biases are lower
than those of individual models and MULTI, although the
differences between the data sets often exceed 3σ . The dif-

ferences between the Rosenlof and the Hassler data sets are
largest in the troposphere where no satellite data is avail-
able and both data sets rely on a reconstruction to fill in the
gaps. In the Rosenlof data set tropospheric ozone is obtained
as a difference between total ozone and stratospheric ozone
(Dall’Amico et al., 2010) while in the Hassler data set it is
calculated it as a regression fit to ozonesonde data, mainly
available after 1986 (Hassler et al., 2008), using equiva-
lent effective stratospheric chlorine, QBO, solar cycle, El
Nino Southern Oscillation, and stratospheric aerosol load-
ing resulting from volcanic eruptions (Hassler et al., 2009).
The large differences in the stratosphere during winter when
satellite coverage of high-latitudes is limited, are also, most
probably, related to the differences in the reconstruction tech-
niques.

Almost all the models show lower values in the upper
troposphere and in the lower stratosphere below 150 hPa
throughout the year than the Rosenlof data set does. The dif-
ferences in the troposphere with respect to the Hassler data
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Fig. 4. Normalised errors with respect to the Rosenlof data set in total ozone trends shown in Fig. 3. Numbers next to data set names indicate
area-weighted hemisphere-averaged errors normalised by the average error across the individual models according to Eq. (2).

set are smaller (Fig. 7) and mainly restricted to 200–300 hPa,
with model values below this typically being higher than in
the Hassler data set. In some models (E39C, ULAQ, UME-
TRAC) the lower values near the tropopause arise because
of a too high ozonopause. Above 100 hPa models typically
simulate higher ozone values than observed, particularly dur-
ing the winter build-up period and above 50 hPa during sum-
mer, presumably due to a more vigorous exchange with mid-
latitudes. Model errors with respect to both observational
data sets typically exceed 3σ . MULTI shows the lowest total
error among the models with respect to the Rosenlof data set
but not with respect to the Hassler data set.

Vertical ozone distribution trends are shown in Fig. 8. The
trends in the observational data sets differ considerably from
each other and the differences between them are compara-
ble to the differences between the observations and the mod-
els. The maximum negative trend in the Rosenlof data set
is only 60% of that in the Hassler data set and lags it by two
months. The differences between the time series arise largely

after 1990 and are therefore attributable to the different data
sources rather than to the methods used to construct the data
sets.

Figures 9–10 show trend errors with respect to the
Rosenlof and Hassler data sets correspondingly. The ma-
jority of the models underestimate the springtime depletion
compared with the Hassler data set but not with the Rosenlof
data set. Several models simulate too strong ozone depletion
below 100 hPa in summer comparing with the three observa-
tion data sets. In some models (LMDZrepro, WACCM) this
may be a result of a delayed polar vortex break up (Eyring et
al., 2006). MULTI and several individual models show bet-
ter agreement with the Rosenlof data set (and also with the
Hassler data set) than the two other observation data sets.

Comparing Figs. 2, 6, 7 with Figs. 4, 9, 10 one can see that
the trend errors are typically smaller than the climatology er-
rors. However, since errors are normalised by the uncertainty
σ , we caution against the interpretation that the models sim-
ulate trends better than the climatology.
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Fig. 5. Vertical ozone distribution climatology (1980–1984) in observational data sets (Rosenlof, Randel, Hassler), individual CCMVal
models, and multi-model average (MULTI).

To investigate whether the choice of reference data set has
a large impact on the model ranking we calculate Spearman’s
rank correlation coefficient between model ranks in the same
diagnostic but calculated with respect to different observa-
tion data sets. There is a high correlation between the model
ranks in ozone profile trends with respect to the Rosenlof and
Randel data sets (r = 0.93) however the model ranks with re-
spect to the Hassler data set are poorly correlated with those
with respect to either the Rosenlof (r = 0.41) or the Randel
(r = 0.56) data sets. Similar tests performed for the model
ranks in the ozone profile climatology showed a high cor-
relation between the ranks with respect to the Rosenlof and
Hassler data sets (r = 0.93) but lower correlations between
the model ranks with respect to the Randel data set and ei-
ther the Rosenlof (r = 0.60) or the Hassler (r = 0.54) data sets.
Model ranks in the total ozone climatology and trends were
very similar with respect to both datasets (r>0.9).

4.3 Performance index and its uncertainty

Performance indices calculated using Eq. (4) are shown in
Fig. 11 together with errors for the individual diagnostics.
Comparing individual models shows that no one model per-
forms better than the others in all diagnostics however some
models have generally low errors while other have generally
high errors. MULTI does not perform better than the individ-
ual models in all diagnostics however its combined error is
the lowest.

To make sure that our diagnostics do not duplicate each
other we have correlated model ranks obtained in different
diagnostics. The correlation between model ranks in total
ozone climatology and ozone profile climatology is found to
be the only one significant at the 5% level (r = 0.7), with the
other correlation coefficients being less than 0.52. Therefore
our diagnostics provide complementary information on dif-
ferent aspects of model performance.
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Fig. 6. Normalised errors with respect to the Rosenlof data set in vertical ozone distribution climatology shown in Fig. 5. Numbers next to
data set names indicate domain-averaged errors normalised by the average error across the individual models according to Eq. (2).

To assess the robustness of our model ranking we perform
several sensitivity tests. The sensitivity of the ranking to the
choice of the reference data sets is assessed by calculating the
performance indices using the individual reference data sets
separately. Since for the Randel and Hassler data sets we do
not have corresponding total ozone timeseries, these data sets
are used in combination with the TOMS/SBUV data set. To
study sensitivity of the results to sampling errors we use ad-
ditional runs available for SOCOL, MRI, and WACCM. The
calculations were repeated for two additional simulations for
each of these models. Also we apply small modifications to
the original diagnostics, which include restricting the domain
to above 200 hPa, weighting the ozone profile errors accord-
ing to the mass or geometric thickness of the corresponding
layer, or calculating the total ozone climatology diagnostic
over the SH only. The performance indices calculated in
these sensitivity tests are shown in Fig. 11 and provide an
estimate of the ranking uncertainty. The changes in the per-
formance indices in these experiments are up to 15% (about

0.1 in absolute units), suggesting that smaller differences in
performance index between models may be insignificant. In
terms of ranking, these changes resulted in models ranking
changes by 0–2 positions. In all the tests MULTI gets the
highest rank.

We also test the sensitivity of the ranking to the choice
of model performance metric. Here, instead of applying
Eqs. (1)–(4) we use an index similar to the one used in WE08:

gjkl = 1−
1

nW

∑
i

∑
m

(wim

∣∣ximjl −yimkl

∣∣/σimkl), (6)

wheren is a scaling factor, andgjkl is the grade ofj -th model
in l-th diagnostic with respect tok-th reference data set. Neg-
ative values ofg, wherever they are obtained, are set to zero.
The maximum possible grade is 1. A zero grade means that
the differences between the model and the observation in av-
erage exceednσ . The model grade for an individual diag-
nosticgj l is calculated as an average over model grades with
respect to all reference data sets; and the overall model grade
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Fig. 7. The same as in Fig. 6 but with respect to the Hassler data set.

gj is calculated by averaging over the grades for the individ-
ual diagnostics.

The model grading calculated using Eq. (6) depends on
the choice of the scaling factorn. If we choosen =3, as
in WE08, then almost all the grades in the both climatol-
ogy diagnostics are zero, the only exception being the total
ozone climatology diagnostic in UMSLIMCAT. As a result,
the combined model grades are determined by the trend di-
agnostics only. Nevertheless, Spearman’s correlation coeffi-
cient between the model ranks calculated using Eq. (6) and
the original ranks is high (r = 0.86), although some individ-
ual models change their ranks by 3–4 positions. Increasing
n to 5 results in a small improvement of the correlation coef-
ficient (r = 0.89) but further increases lead to converging of
the grades in the trend diagnostics towards 1, thus decreas-
ing the differences between the model grades in the trend
diagnostics. As a result, the overall model grades are largely
determined by the climatology diagnostics. MULTI typically
gets the highest rank, except whenn varies between 4 and 6.
In these cases, MULTI gets the second rank, and UMSLIM-

CAT gets the highest rank. This is because UMSLIMCAT
gets high grade in the total ozone climatology while the ma-
jority of the models get zero grades in this diagnostic. De-
spite these discrepancies the ranking obtained using Eq. (6)
is in a reasonable agreement with the ranking obtained using
Eqs. (1)–(4), with correlation coefficients exceeding 0.8.

4.4 Comparison with previous studies

We will now see how our ranking agrees with results by
Eyring et al. (2006) and WE08. For this comparison we
use the same simulations as those used by them. Eyring et
al. (2006) highlighted 6 out of 13 models which agree better
with the observations based on analysis of several transport,
temperature and chemistry diagnostics. Five individual mod-
els with the highest performance index according to our orig-
inal analysis are among the six models highlighted by Eyring
et al. (2006) while the four models with the lowest perfor-
mance index are among the seven non-highlighted models.
Taking into account that margins between the models with
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Fig. 8. 20-yr vertical ozone distribution trends (19808–1999) in observational data sets (Rosenlof, Randel, Hassler), individual CCMVal
models, and multi-model average (MULTI). Red numbers indicate minimum trends.

intermediate performance index are small compared to the
overall spread of the errors we conclude that our ranking is in
a reasonable agreement with results by Eyring et al. (2006).

WE08 evaluated a subset of key processes important for
stratospheric ozone, with the focus mainly on diagnostics to
evaluate transport and dynamics in the CCMs. Spearman’s
rank correlation coefficient between our model ranking and
theirs is 0.59. WE08 also provide model grades based sep-
arately on transport diagnostics or polar dynamic diagnos-
tics. The agreement with our ranking gets worse if we con-
sider either grades based on transport diagnostics (r = 0.44)
or grades based on polar dynamic diagnostics (r = 0.54). In
the case of polar dynamics diagnostics the most consider-
able difference is that WACCM which has the highest per-
formance index among the individual models in our anal-
ysis gets low grade in the polar dynamics diagnostics be-
cause of low grade in the zonal wind diagnostic (Eyring et
al., 2006; WE08). The differences between our grades may
be explained by, first, taking into account that some impor-

tant diagnostics (e.g. those related to polar chemistry) may
be not considered in their study, and second, that those diag-
nostics that were considered may need to be given different
weights depending on their importance for polar ozone.

WE08 found that, in many diagnostics, MULTI does not
get better grades than the best individual models. This is
because significant biases in these diagnostics are shared by
many but not all the models. We also found that MULTI does
not have the smallest error in all the diagnostics. However the
overall performance of MULTI according to the original test
(Fig. 11) is considerably better than that of any individual
model. This result holds also if available alternative model
realisations are used, and is also robust to small modifica-
tions in the original diagnostics (see Sect. 4.3). Therefore,
assuming that the ability of the models to simulate observed
ozone climatology and trends is a reliable indicator of their
ability to simulate future ozone we conclude that the multi-
model average of ozone projections appears to be the best
choice as a future ozone scenario for usage in climate model
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Fig. 9. Normalised errors with respect to the Rosenlof data set in vertical ozone distribution trends shown in Fig. 8. Numbers next to data set
names indicate domain-averaged errors normalised by the average error across the individual models according to Eq (2).

simulations that require prescribed ozone fields. WE08 also
noticed that weighting the model results according to their
performance does not change significantly the multi-model
average projection.

5 Conclusions

The goal of this study is to provide the climate mod-
elling community with some recommendations regarding the
choice of future ozone scenario for implementation in cli-
mate simulations. We have validated the abilities of twelve
CCMs to simulate the observed total ozone climatology and
trends and also the Antarctic ozone profile climatology and
trends and ranked the models according to their errors av-
eraged across four chosen diagnostics. No one model per-
forms better than the others in all four diagnostics; however
combining errors in individual diagnostics into one metric of
model performance allowed us to objectively rank the mod-

els. The highest rank is obtained by the multi-model en-
semble average. Sensitivity tests performed to assess the
robustness of the ranking showed that the individual mod-
els may change their rank by several positions but that the
multi-model ensemble average gets the highest rank in the
majority of the experiments. Therefore we argue that the
multi-model averaged projection, which is less sensitive to
individual model biases, provides the best estimate of future
ozone.

The model ranks obtained are further compared with
those made earlier by Eyring et al. (2006) and WE08. A
rather good agreement is found with the results of Eyring et
al. (2006) who only separated the models into two groups,
with models in one group being generally in a better agree-
ment with the observations than models in the other group.
However, comparison with the other model ranking based on
evaluation of dynamics and transport in the models showed
only modest correlation, probably because some processes
important for polar ozone, which is given large weight in our
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Fig. 10. The same as in Fig. 9 but with respect to the Hassler data set.
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study, were not considered by WE08 or because those di-
agnostics that were considered may need to be given differ-
ent weights depending on their importance for polar ozone.
This comparison shows that the selection of diagnostics for
process-oriented CCM validation remains a challenging task
and depends on the region of interest.

In order to reduce the influence of possible biases in ozone
observations more than one up-to-date observational data set
has been used in this evaluation and the true model error is
estimated as an average across errors with respect to indi-
vidual observational data sets. While diagnostics based on
total ozone are found to be insensitive to choice of obser-
vational data set, partly because they share the same data
sources, the evaluation of simulated Antarctic ozone profiles
provides significantly different results depending on which
data set is used as a reference. In the ozone profile trend di-
agnostic differences between the observations are found to
be comparable to or even to exceed model errors. In partic-
ular, the maximum negative trend in the Rosenlof data set in
the Antarctic lower stratosphere during spring is only 60%
of that in the Hassler data set; presumably due to different
data sources employed in the data sets. This result stresses
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the need for the compilation of a unified reliable vertically
resolved ozone reference data set.

Our assessment has at least two practical applications.
First, modellers can make a choice of future ozone scenario
based on the quantitative evaluation. Second, ozone simu-
lations by future model generations can be validated in the
same way as done here and model improvements can be
quantitatively assessed.
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