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Abstract. The decrease of the concentration of ozone de-
pleting substances (ODSs) in the stratosphere over the past
decade raises the question to what extent observed changes
in stratospheric ozone over this period are consistent with
known changes in the chemical composition and possible
changes in atmospheric transport. Here we present a se-
ries of ozone sensitivity calculations with a stratospheric
chemistry transport model (CTM) driven by meteorologi-
cal reanalyses from the European Centre for Medium-Range
Weather Forecasts, covering the period 1978–2009. In or-
der to account for the reversal in ODS trends, ozone trends
are analysed as piecewise linear trends over two periods,
1979–1999 and 2000–2009. Modelled column ozone (TO3)
inter-annual variability and trends are in excellent agreement
with observations from the Total Ozone Mapping Spectrom-
eter (TOMS) and Solar Backscatter UV (SBUV/2) as well as
the Global Ozone Monitoring Experiment (GOME/GOME2)
and Scanning Imaging Absorption Spectrometer for Atmo-
spheric Chartography (SCIAMACHY) instruments. In the
period 1979–1999, modelled TO3 trends at mid-latitudes are
dominated by changes in in situ gas-phase chemistry, which
contribute to about 50% or more of the TO3 trend in most
seasons. Changes in meteorology contribute around 35%
to mid-latitude TO3 trends, with strong differences between
different seasons. In springtime, export of ozone depleted air
from polar latitudes contributes about 35–50% to the mod-
elled TO3 trend at SH mid-latitudes and about 15–30% at
NH mid-latitudes. Over the period 2000–2009 positive lin-
ear trends in modelled TO3, which agree well with observed
TO3 trends, are dominated by changes in meteorology, as
expected for the yet small decrease in stratospheric halogen
loading over this period. While the TO3 trends themselves
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are not statistically significant over the period 2000–2009,
changes in linear trends between 1978–1999 and 2000–2009
are significant at mid- and high latitudes of both hemisphere
during most seasons. However, changes in meteorology have
contributed substantially to these TO3 trend changes.

1 Introduction

Stratospheric ozone has shown large decreases during past
decades, mainly attributable to the anthropogenic input of
ozone depleting substances (ODSs) such as chlorofluoro-
carbons (CFCs) (e.g., World Meteorological Organization,
2007). The mechanisms of chemical ozone depletion have
been studied extensively and are well understood, leading to
the abolition of production of the responsible substances by
the Montreal Protocol in 1986 and subsequent amendments
and adjustments. Since the turn of the century, stratospheric
concentrations of ODSs have begun to decrease. As a result,
an onset of recovery of the ozone layer is expected (Newman
et al., 2006; World Meteorological Organization, 2007).

Some studies have reported the first stage of ozone re-
covery (i.e., a statistically significant change in ozone trend)
(Newchurch et al., 2003; Yang et al., 2008; Reinsel et al.,
2005).

In order to obtain a better understanding of a possible on-
set of recovery, a diligent attribution of ozone trends to dif-
ferent contributing factors is necessary. Main actors con-
tributing to ozone trends are changing gas phase chemistry,
changing polar chemistry and export of ozone-depleted air
to lower latitudes, variations in stratospheric aerosol load-
ing, and changes in stratospheric transport and tempera-
tures. As ozone concentrations feed back on the circula-
tion through changes in radiative heating, “chemical” and
“dynamical” effects can never be fully separated (Braesicke
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and Pyle, 2003). Several studies have attempted to quantify
dynamical and chemical influences on past ozone trends, fo-
cusing mainly on Northern Hemisphere (NH) mid-latitudes
(Solomon et al., 1996, 1998; Hood et al., 1997; Hadjinico-
laou et al., 2002; Chipperfield, 2003).

Negative ozone trends from 1979 to the late 1990s have
been mainly attributed to increases in stratospheric ODS
loading during that period (Chipperfield, 2003); also the
eruption of mount Pinatubo in 1991 contributed to record-
low ozone values in the 1990s (Randel et al., 1995). So
far, only very few model studies have explicitly addressed
the question of identifying ozone trend changes as a conse-
quence of the turnaround in stratospheric chlorine loading at
the end of the 20th century. Hadjinicolaou et al. (2005) anal-
ysed modelled ozone trends in two periods (1979–1993 and
1994–2003) and showed that most of the apparent recovery
trend in 1994–2003 is attributable to meteorology. In a simi-
lar study, Stolarski et al. (2006) emphasized the difficulties in
identifying signs of ozone recovery due to inter-annual vari-
ability. Several studies on observed ozone trends have shown
that increases in NH total ozone since the middle 1990s were
mainly driven by changes in transport and dynamics and to
a lesser extent from changes in ozone depleting substances
(Dhomse et al., 2006; Wohltmann et al., 2007; Harris et al.,
2008).

In this study we have performed a series of sensitivity cal-
culations with a chemistry transport model (CTM; Sinnhu-
ber et al., 2003) over the past 32 years (1978–2009). In
the model runs, polar chemistry and gas-phase chemistry
are switched between the states “constant chemical com-
position” and “time-dependent chemical composition”. In
addition, a reference run without polar chemistry was con-
ducted. Differences in ozone amounts and trends between
the different runs thus allow us to distinguish the influences
of polar heterogeneous chemistry and its export, gas phase
chemistry, and meteorology (through temperature and trans-
port). Thus, our study includes most of the agents influ-
encing ozone variability, while ignoring direct influence of
the solar cycle and volcanic eruptions (indirectly, these ef-
fects are partly included through the external wind fields that
drive the CTM). In our analysis, we apply a linear regres-
sion model with piecewise linear trends which allows for a
change in trend between the “increasing stratospheric halo-
gen loading” phase (1979–1999) and the “decreasing strato-
spheric halogen loading” phase (2000–2009). Thus, we are
able to explicitly address the question of how ozone (col-
umn and profile) trends are affected by the reversal of ODS
trends, and whether observed changes in stratospheric ozone
over this period are consistent with known changes in the
chemical composition of the stratosphere and meteorology.

The outline of this paper is as follows. In Sect. 2, the
model and its integrations are described. Section 3 validates
column ozone time series against satellite observations; the
roles of solar variations and aerosols is analysed in Sect. 4.
In Sect. 5, a regression analysis of column and profile ozone

trends is presented. Results are further discussed in Sect. 6,
which attempts a more thorough decomposition of column
ozone trends into contributions from different processes.

2 Model and integrations

2.1 CTM

Our stratospheric CTM (Sinnhuber et al., 2003) is run at a
horizontal resolution of 3.75◦

· 2.5◦. It uses 24 isentropic
levels as vertical coordinates, ranging from 330 K to 3000 K
(roughly 10–55 km). Horizontal transport is driven by anal-
ysed wind fields and temperatures from the European Centre
for Medium-Range Weather Forecasts (ECMWF) – in this
study, we use ERA-40 data 1979–1999 and ERA-Interim
1989–2009. Vertical transport is derived directly from inter-
actively calculated diabatic heating rates using the MIDRAD
scheme (Shine, 1987).

2.2 Gas phase chemistry

We use a time-dependent version of the linearized ozone
chemistry (“Linoz v2”) described by Hsu and Prather (2009),
an update to the Linoz scheme introduced by McLinden et al.
(2000) which has been used in our CTM before (Kiesewetter
et al., 2010). Although this chemistry scheme is simple, us-
ing only one ozone tracer and net production rates parameter-
ized according to ozone volume mixing ratio (O3), temper-
ature (T ), and ozone column above the respective grid cell
(CO3), it has been shown to generate realistic ozone fields
(Hsu and Prather, 2009).

Dependencies of the net ozone production rateP −L on
the deviations of O3, T , and CO3 from their climatologi-
cal values O3clim Tclim, and CO3clim are tabulated according
to month, latitude and geopotential height. From O3–O3clim,
T −Tclim, CO3–CO3clim, a photochemical steady state ozone
vmr (O3ss, equilibrium ozone vmr in the absence of trans-
port) is calculated, against which O3 then relaxes with a time

constantτLinoz = −

(
∂(P−L)

∂O3

∣∣∣
clim

)−1
.

Linoz coefficients are based on calculations with a com-
plete photochemical box model (Prather, 1992) that uses
a climatological chemical composition scaled to the tropo-
spheric abundance of long-lived source gases (N2O, CH4,
and halocarbons). Tropospheric source gas mixing ratios are
taken from the A1 scenario of the upcoming CCMVal 2 Re-
port (Eyring et al., 2010).

In order to account for the changing atmospheric compo-
sition during the period of interest (in particular, rising and
falling equivalent effective stratospheric chlorine, EESC), we
use three different Linoz tables instead of one. They were
generated for stratospheric trace gas concentrations corre-
sponding to the years 1978, 2000, and 2010 (more specif-
ically, to tropospheric concentrations of three years earlier,
in order to account for the mean stratospheric age of air).
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These years are chosen as the first and last years of the model
integrations, and a “peak-EESC” year in between. The tables
are then interpolated linearly in time, leading to a linear in-
crease of EESC by a factor of 2 between 1978 and 1999, and
a linear decrease by∼10% until 2009. Since stratospheric
chlorine peaked at different times depending on latitude and
height, the selection of 1999/2000 as the transition from ris-
ing to falling EESC loadings is a compromise between high
and low latitudes. Due to the length of the time period anal-
ysed in this study, ozone trends are not expected to be influ-
enced substantially by small variations in “peak-EESC” year.

Although Linoz does include mid-latitude heterogeneous
ozone chemistry on aerosols, aerosol levels are kept at back-
ground levels in this study (year 1990 of the SAGE II clima-
tology, Thomason et al., 1997). For simplicity, we refer to
ozone changes induced by Linoz through changing chemical
composition as “changes in gas-phase chemistry” throughout
this study. Linoz does not account for polar heterogeneous
chemistry taking place on polar stratospheric clouds.

2.3 Polar chemistry

The effects of heterogeneous ozone destruction are included
in our CTM in the form of a simple parameterized polar
chemistry as described by Kiesewetter et al. (2010). When
conditions for polar stratospheric cloud (PSC) formation
are met, i.e. whenT < TNAT with TNAT the critical tem-
perature for onset of Nitric Acid Trihydrate (NAT) forma-
tion, and enough sunlight is present, ozone is destroyed at
a defined rate. Parameters used here are modified slightly
from Kiesewetter et al. (2010): ozone lifetime (year 2000)
τ = 10 days and critical solar zenith angleθ = 92.5◦.

In order to account for the changing concentrations of
ODSs in the stratosphere during the period of our model inte-
grations, we scale the ozone decay rate 1/τ with the effective
equivalent stratospheric chlorine (EESC), calculated as de-
scribed by Newman et al. (2006) (Age of air = 5.5 yr, Age
spectrum width = 2.75 yr, Bromine scaling factorα = 50).
This EESC curve almost doubles between 1978 and 2000,
peaks in 2001, and then decreases by∼ 5% until 2009.

The dependence of the ozone decay rate on EESC is usu-
ally estimated to be close to linear (Harris et al., 2010); how-
ever, there are also arguments in favor of a stronger depen-
dence (Searle et al., 1998; Hsu and Prather, 2009). Reason-
able values for the exponentn (1/τ ∝ EESCn) range between
1 and 2 (Searle et al., 1998). Model runs analyzed in this pa-
per generally use either 1/τ ∝ EESC or constant year 2000
conditions. In order to obtain an upper estimate for trends
related to polar chemistry, one additional model run uses a
higher scaling of 1/τ ∝ EESC2.

Table 1. Model runs analysed in this paper, distinguished by the
gas phase chemistry (Linoz) mode and polar chemistry (polarchem)
mode used. For details see text.

Run Linoz polar chemistry

t t changing ODS levels 1/τ ∝EESC
tT changing ODS levels 1/τ ∝ EESC2

ct constant ODS levels (2000) 1/τ ∝EESC
tc changing ODS levels constant EESC (2000)
cc constant ODS levels (2000) constant EESC (2000)
tn changing ODS levels off

2.4 Model integrations

Six CTM runs were performed in total, which are labeled
here according to the gas-phase chemistry (Linoz) and the
polar chemistry scheme used. Five runs use polar chemistry;
in these, Linoz and polar chemistry were switched between
changing atmospheric composition (as described above) and
constant year 2000 conditions. The sixth run, which does
not use polar chemistry, is used only as a reference run for
diagnosing the effects of polar ozone loss.

Labels consist of two letters, the first of which corresponds
to the gas phase chemistry scheme used and the second cor-
responds to polar chemistry scheme. Letters referring to
gas-phase chemistry are “t” for time-dependent and “c” for
constant year 2000 conditions. Letters describing the po-
lar chemistry mode are “t” for time-dependent with 1/τ ∝

EESC, “T ” for time-dependent with 1/τ ∝ EESC2, “c” for
constant year 2000 conditions (τ = 10 d), and “n” for none.

An overview of the model runs is provided in Table 1. All
model runs were performed in two parts, 1978–1999 (using
ERA-40 data) and 1989–2009 using ERA-Interim. A long
overlap period using different meteorological analyses is de-
sirable in order to quantify offsets in ozone concentrations
due to differences in the meteorological datasets, such as
discussed by e.g. Chipperfield (2003) and later in this pa-
per. The runs starting in January 1978 are initialized from
an ozone climatology (Fortuin and Kelder, 1998), while the
runs starting January 1989 use output from the correspond-
ing ERA-40 driven run as initial conditions. In both cases,
the first year is discarded in the analysis in order to account
for initial spin-up and meteorological transition.

3 Comparison to TOMS/SBUV and
GOME/SCIAMACHY/GOME2 column ozone

As a first step, we have to establish that the CTM with
EESC-varying chemistry represents observed ozone well.
Here we show a comparison of modelled column ozone
(TO3) to observations from the Total Ozone Mapping
Spectrometer and Solar Backscatter UV (TOMS/SBUV)
merged dataset (Stolarski and Frith, 2006), as well as the

www.atmos-chem-phys.net/10/12073/2010/ Atmos. Chem. Phys., 10, 12073–12089, 2010



12076 G. Kiesewetter et al.: Attribution of stratospheric ozone trends

GOME/SCIAMACHY/GOME2 merged dataset (“GSG” in
the following) which has been compiled from observations
made by the Global Ozone Monitoring Experiment (GOME)
(Coldewey-Egbers et al., 2005; Weber et al., 2005), the
Scanning Imaging Absorption Spectrometer for Atmospheric
Chartography (SCIAMACHY) (Bovensmann et al., 1999;
Bracher et al., 2005), and GOME2 (Callies et al., 2000) in-
struments. In the GSG merged data set the SCIAMACHY
(2002–present) and GOME2 (2007–present) data have been
adjusted to the GOME data record (1995–present) by deter-
mining a mean scaling factor (GOME2 and SCIAMACHY)
and trend (SCIAMACHY only) in the monthly mean zonal
mean ratios. Using the criterion of optimum global sampling
the GSG data set is then composed of GOME1 until 2003,
SCIAMACHY (2003–2006), and GOME2 after 2006. The
GSG data set is described at and available from http://www.
iup.uni-bremen.de/gome/wfdoas/wfdoas\ merged.html (see
also Weber et al., 2007).

Figure 1 shows time series of annual mean model TO3
(ERA-40 and ERA-Interim driven runs separately) together
with TOMS/SBUV and GSG for mid-latitudes and tropics.
In order to enable comparison with satellite observations,
the climatological ozone column below 330 K (taken from
the climatology of Fortuin and Kelder, 1998) is added to
modelled TO3. In addition to thet t run, also thetT run
with stronger EESC dependence of polar chemistry is shown.
Modelled ozone is generally higher than the observations,
with a distinct difference between the different meteorolog-
ical datasets (note the shifted right-hand side axes regarding
modelled TO3 during the different periods). The fact that
switching meteorological analyses during a model run can
lead to considerable artifacts in modelled ozone has been re-
ported before, e.g. by Feng et al. (2007) at the transition be-
tween ERA-40 and operational analyses. In our model, mean
offsets are +19 DU (+40 DU) in NH midlatitudes, +3 DU
(+6 DU) in the tropics, and +22 DU (+33 DU) in SH mid-
latitudes for ERA-40 (ERA-Interim) meteorological fields.
Ozone variability is represented well especially in the 1979–
1999 period (ERA-40) and in the 2000–2009 period (ERA-
Interim), while the ERA-Interim driven run does not fully
capture the decadal-scale increase in TO3 around the turn of
the century.

The good agreement between model and observations is
underscored by high correlation coefficients between model
and observed TO3 time series for all months and latitudes, as
shown in Fig. 2 for TOMS/SBUV in the interval 1978–1999
(CTM driven by ERA-40 data, upper panel) and for GSG in
the 1995–2009 interval (CTM driven by ERA-Interim data,
lower panel). For the ERA-40 driven run, correlation coeffi-
cients are higher than 0.7 for most of the NH, higher than 0.8
in the inner tropics, and higher than 0.9 for Antarctic spring.
In the case of the ERA-Interim driven run, most features
are similar; correlation in the inner tropics and throughout
midlatitude/polar spring and summer is excellent, while the
model seems to have some difficulties in reproducing sub-
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Fig. 1. Total ozone (TO3) annual means from thet t
(time-dependent chemistry) model run, as compared to
the TOMS/SBUV merged TO3 dataset (“TOMS”) and the
GOME/SCIAMACHY/GOME2 merged datasets (“GSG”). Model
runs are performed in two periods, 1979–1999 using ERA-40 data
(red×), and 1990–2009 using ERA-Interim (green+). Modelled
TO3 shows different offsets to satellite observations during the
two periods, which are accounted for by the shifted right-hand
axes (middle axis 1979–1999, far right axis 1990–2009). The
climatological ozone column below 330 K has been added to
modelled TO3.

tropical (∼30◦) ozone variability for single months (mainly
September in the NH and March in the SH).

Figure 3 illustrates the variability of polar ozone in our
CTM. Here TO3 time series from thet t CTM run averaged
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Fig. 2. Correlation between observed and modelled TO3 (t t)
monthly mean time series: TOMS/SBUV vs. CTM in the pe-
riod 1979–1999 (upper panel, model driven by ERA-40) and
GOME/SCIAMACHY/GOME2 vs. CTM in the period 1990–2009
(lower panel, model driven by ERA-Interim).

poleward of 63◦(corrected for TO3 below 330 K) are com-
pared to satellite observations from the TOMS/SBUV and
GSG merged ozone datasets. In addition, thetT run is
shown, which has a polar ozone decay rate∝ EESC2. The
observed polar ozone variability is captured very well by the
CTM. Considerable differences in SH polar TO3 evolution
are visible betweent t and tT . While t t slightly underes-
timates the magnitude of the observed trend,tT shows a
stronger negative trend than the observations. Hence, the two
runst t andtT may be regarded as both extremes of Antarctic
TO3 evolution and are both analysed in this study.

Polar heterogeneous chemistry leads to severe ozone de-
pletion during winter and spring, after which the air masses
are exported to lower latitudes. In our CTM, the magnitude
of polar ozone loss can be diagnosed by comparing model
runs with polar chemistry (t t , tc, tT ) to the reference runtn
without polar chemistry.
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Fig. 3. Springtime polar TO3 from model runs with EESC-
dependent chemistry, as compared to the TOMS/SBUV merged
TO3 dataset (“TOMS”) and the GOME/SCIAMACHY/GOME2
merged datasets (“GSG”). In addition to thet t model runs us-
ing a polar chemistry scheme scaled linearly with EESC, also the
tT model runs are shown, which use a polar chemistry∝ EESC2.
Model runs are performed in two periods, 1979–1999 using ERA-
40 wind fields (“E4”), and 1990–2009 using ERA-Interim (“EI”).
The climatological ozone column below 330 K has been added to
modelled TO3.

The year-to-year variability of polar ozone losses depends
largely on the meteorological conditions during winter (Rex
et al., 2004; Weber et al., 2003). A comparison of po-
lar ozone losses in the CTM to observed results reported
by World Meteorological Organization (2007) shows that
the model generally captures the variability of NH losses
well, but underestimates the magnitude. Values obtained
in cold Arctic winters with strong ozone depletion such as
1995/1996 or 1999/2000 are around 50–60 DU in the CTM,
while the WMO assessment gives values of 80–100 DU in
these years. The main reason for this behaviour lies in the
construction of our polar chemistry scheme, which destroys
ozone only while temperatures are cold enough for PSC for-
mation. Thus effects of activated chlorine are missed which
may occur after PSCs themselves are no longer formed, es-
pecially in a denitrified vortex (Waibel et al., 1999).

Exact amounts of ozone losses are difficult to quantify
with our simple polar chemistry scheme, as considerable dif-
ferences between ERA-40 and ERA-Interim reanalyses are
encountered. Analysing the long-term evolution of polar
ozone losses in our CTM, we find that although losses in-
crease in time, substantial polar ozone loss is already present
around 1980 in botht t and tT runs. However, an exact
quantification of early TO3 losses is not attempted here,
as a detailed polar chemistry scheme should be used for
this purpose.
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A climatology of the TO3 offsets induced globally by
polar ozone depletion and dilution of ozone-depleted air is
shown in Fig. 4. A residual effect of polar chemistry per-
sists at all latitudes and does not vanish throughout the year.
The minimal values of these offsets amount to around 2–
5 DU in the northern mid-latitudes (June–September), 1–
2 DU in the tropics, and 8–15 DU in the southern mid-
latitudes (March–August).

4 Solar and aerosol effects

A significant part of the decadal-scale deviations between
modelled and measured TO3 in Fig. 1 is related to the 11 year
solar cycle, which is not directly accounted for in our CTM.
Changes in solar activity lead to variations in column ozone
in the order of 2–3% (solar maximum – solar minimum, in
phase with the solar flux) due to an enhancement of odd-
oxygen production in the middle to upper stratosphere during
high solar activity (Chipperfield, 2003; Soukharev and Hood,
2006).

In addition to variations in solar irradiation, also variations
in volcanic aerosols, which are not included in our CTM,
contribute to differences between modelled and observed
ozone. We quantify their influence by regressing the monthly
deseasonalized time series of1TO3 := TOMS/SBUV− t t

(ERA-40 and ERA-Interim driven part concatenated) against
a simple model,

1TO3(t) = µ+ω02(t − t0)+χ1F10.7(t −1t)

+χ2AOD(t)+N(t), (1)

which contains a constant offsetµ, a step function2(t − t0)

at the transition of the meteorological datasets (2 = 0 for the
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ERA-40 period and2 = 1 for the ERA-Interim period), the
solar 10.7 cm radio flux time series (F10.7), and the 1000 nm
aerosol optical depth AOD(t) (taken from the SAGE dataset
provided through the SPARC data center, see Thomason and
Peter (2006), and extended at constant levels after 2002).
N(t) represents the unexplained noise. The solar proxy is
used with a latitude-dependent time shift that is determined
by maximum correlation of fit residuals withoutF10.7 to the
F10.7 flux. This correlation is shown in Fig. 5 as a function
of latitude and time delay between1TO3 andF10.7. A dis-
tinct pattern of high correlation in phase with the solar cycle
is visible, which maximises near the equator at little or no
delay (correlation coefficient> 0.6), and is delayed by a few
months and up to one year in the midlatitudes. Correlation
coefficients are higher than 0.4 up to 50◦ N and 60◦ S. Delays
which exhibit maximum correlation are used as the time shift
in Eq. (1).

Results from the regression of1TO3 (Eq. 1) are presented
in Fig. 6. shows the1TO3 time series (black line), along
with the regressed̂1TO3 obtained from Eq. (1) (red dashed
line). In addition, we shoŵ1TO3 obtained from regres-
sion without a solar term (blue line), as well as without the
aerosol proxy (green line). The full regression model re-
produces the TO3 observed offsets well, particularly in the
tropics. Best agreement is observed when the full regres-
sion with both aerosol and solar terms is used. In the trop-
ics, residuals are considerably smaller in the reduced model
withoutF10.7 flux as compared to the reduced model without
aerosols, pointing to the possibly larger relative importance
of volcanic aerosols.
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The regression model described above allows us to gener-
ate an observational time series of TOMS/SBUV and GSG
TO3 with solar and aerosol signals removed, which is thus
better comparable with modelled TO3. The regression is per-
formed separately for TOMS/SBUV and GSG. The resulting
TOMS/SBUV and GSG column ozone time series with solar
and aerosol terms removed are then used for the trend analy-
sis presented in Sect. 5.2.

5 Trend analysis

5.1 Methodology

In our analysis of ozone trends we follow largely the method
of piecewise linear trends as described by Reinsel et al.
(2002). The primary focus of the analysis is to obtain sea-
sonal ozone trends, which are calculated as seasonal averages
of monthly trends. We analyse the whole time series of mod-
elled ozone in one piece, concatenating the ozone time series
obtained with ERA-40 and ERA-Interim data. LetY (t) be a
time series of monthly mean ozone with an annual interval,t

running from 1 to 42 (21 years ERA-40 driven CTM output
plus 21 years ERA-Interim driven CTM output). Then the
regression model used is of the form

Y (t) = µ+ω02(t − t0)+ω1X1(t)+ω2X2(t)+N(t), (2)

whereµ is a constant (mean level),2 is a Heaviside step
function that accounts for the offsetω0 induced by differ-
ent meteorological fields (2 = 0 for the ERA-40 period and
2 = 1 for the ERA-Interim period),X1(t) is a linear trend
function, andX2(t) represents an additional linear trend
function (“change in trend”) that is zero before Jan 2000 and
increases linearly afterwards.

The trend functionX1(t) is replicated during the over-
lap period of the different meteorological fields. Hence,
the same linear trend is used for both ERA-40 and ERA-
Interim driven fields, while allowing for an offset due to the
changed meteorology.

N(t) represents the unexplained noise term, which is not
autocorrelated here due to the use of annually spaced values.
This simplifies the calculation of uncertainties of the fit coef-
ficients. Equation (2) may be rewritten in matrix form as

Y = A ·ω+N , (3)

whereA is the fit matrix, andY , ω andN denote the vec-
tors of ozone time series, fit coefficients, and residual noise.
Inversion of Eq. (3) yields the generalized least squares esti-
matorω̂ for the fit coefficientsω. The covariance matrix of
the fit coefficients,σω̂

2, is derived from the standard error of
the fit residuals,σN = (Var(N))1/2, as

σω̂
2
=

(
ATA

)−1
·σN

2. (4)

Standard errors of the different fit coefficients are obtained
as square roots of the diagonal elements ofσ ω̂

2, whereas
the standard error of the combined trendω̂12 := ω̂1 + ω̂2 is
given by

σω̂12 =
[
Var(ω̂1)+Var(ω̂2)+2Cov

(
ω̂1,ω̂2

)]1/2
. (5)

In the case of profile ozone (Sect. 5.3), the monthly desea-
sonalized O3 time series is analysed in one piece for every
potential temperature level, without separation into time se-
ries for specific months of a year. Hence, the autocorrela-
tion of the time series has to be taken into account for the
calculation of the standard deviation of the trend estimates.
Following Reinsel et al. (2002), we assume a 1 month au-
tocorrelation model.σω̂1, σω̂2, andσω̂12 are then calculated
as

σω̂1 ≈
σN

n3/2

√
1+φ

1−φ
, (6)

σω̂2 ≈
σN

2

√
1+φ

1−φ

(
n

n0n1

)3/2

, (7)

and

σω̂12 ≈
σN

n
3/2
1

√
1+φ

1−φ

√
n0+4n1

4n
, (8)

wheren0 is the number of years of data prior to the change in
trend,n1 is the number of years from the trend change, and
n = n0 +n1. φ is the autocorrelation of the residualsN(t)

with a timelag of 1 month,

φ = Corr[N(t),N(t −1)] . (9)

5.2 Column ozone trends

In this section, seasonal trends of the column ozone time
series are analysed as described in Sect. 5.1. The obser-
vational TO3 time series used here is a concatenation of
TOMS/SBUV and GSG datasets with volcanic and solar sig-
nal removed as described in Sect. 4. TOMS/SBUV and GSG
datasets are regressed here in one piece, in a similar fashion
as the ERA-40 and ERA-Interim driven parts of the model
runs, to arrive at a single trend estimate for “TOMS/GSG”.
While the same trend regression functions are used during
the period of overlap, an offset between the two satellite time
series is allowed, which is generally less than 5 DU.

Figure 7 shows the linear trend̂ω1 of the EESC-varying
model runs (t t , tT ), expressed here as percent change of
1980 values per year, along with its standard error. For com-
parison, thecc trend is shown, which represents the effects of
changing meteorology. In most latitudes and seasons, TO3
trends observed in model runt t are in excellent agreement
with trends in TOMS/GSG. In the seasons when polar ozone
depletion is relevant, TOMS/GSG shows slightly stronger
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Fig. 6. Regression analysis of TO3 deviation (TOMS/SBUV observations – CTM runt t) to solarF10.7 radio flux and SAGE aerosol optical
depth. Left: ERA-40 driven model run (1979–1999), right: ERA-Interim driven model run (1990–2009). The actual deseasonalized TO3
offset between observations and model (black line) is shown along with the best fit including the solar proxy only (green line), the aerosol
proxy only (blue line), and both (red dashed line).

TO3 losses, indicating that the linear scaling of the ozone
destruction rate with EESC int t may underestimate the real
proportionality. Thus, also trends from thetT run are shown,
in which the polar ozone destruction rate is scaled propor-
tional to EESC2. In this case, negative TOMS/SBUV trends
are over-matched in SH winter and spring, indicating that the
optimal scaling for 1/τ with EESC should have an exponent
between 1 and 2.

Trends during this time period have been discussed exten-
sively (e.g., Harris et al., 1998; World Meteorological Orga-
nization, 2007, and references therein). Trends are gener-

ally zero near the equator (the model shows a slightly neg-
ative trend around the equator that is not present in the ob-
servations) and decrease to around−0.3 to −0.5% yr−1 in
the extratropics, except for SH high latitudes in spring when
large effects of heterogeneous ozone depletion are observed
(< −2% yr−1 in TOMS, somewhat less int t). In this context,
it is remarkable that also runcc shows a distinct downward
trend in TO3 in the SH polar spring (almost 50% of thet t

trend), which is a clear indication of a feedback of ozone de-
pletion on the stratospheric circulation as discussed before
by, e.g., Randel and Wu (1999).
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Fig. 7. Modelled TO3 trends in the period 1979–1999 as compared to the combined TOMS/SBUV + GOME/SCIAMACHY/GOME2 TO3
trends (“Observations”), obtained from the time series with solar and aerosol signals removed. Trends from model runs with EESC-dependent
chemistry and polar chemistry (t t , black line, andtT , green dashed line) and constant chemical conditions (cc, red line) are shown. IntT ,
the polar ozone destruction rate is scaled∝ EESC2 while in t t , it is scaled∝ EESC. Trends are given in percent of 1980 values per year.
Error bars represent the 1σ variance as obtained from the residuals of the linear fit.

Figure 8 shows TO3 trends relative to 1980 values for
the post peak-EESC 2000–2009 period. The values shown
here are total trendŝω12 = ω̂1 + ω̂2. Trends are generally
close to zero, with the notable exception of relatively strong
positive trends in the polar areas during winter and spring.
However, none of the observed trends is significant at more
than∼ 1 standard deviation. In this period, trend patterns
from t t andcc runs show only small differences and are both
in good agreement with observations;tT is almost indistin-
guishable fromt t except for Antarctic spring. The tendency
of observed TO3 towards more positive trends may be re-
lated to very strong increases in observed upper stratospheric
ozone that are not present in the model (see Sect. 5.3). Given
the similarity of modelled trends with and without changing
EESC, it is obvious that most of the trends during this period
are due to changing meteorological conditions rather than
changing chemical composition. This is expected, as the de-
crease of EESC during the period 2000–2009 is only around
10% of previous increases, and even less at high latitudes.

Even though no significantly (2σ ) positive seasonal trend
in the post peak-EESC period is detectable yet, changes in
trends between the two analysis periods are obvious from
Figs. 7 and 8. A significant change in TO3 trend has been

characterized as the first step of ozone recovery (Reinsel
et al., 2002; Newchurch et al., 2003; Yang et al., 2008),
and has already been claimed for different atmospheric re-
gions (Newchurch et al., 2003; Yang et al., 2008). Figure 9
shows the level of significance of a presumed change in sea-
sonal TO3 trend, which is calculated here asω̂2/σω̂2. A
trend change may be regarded significant at the 95 (99.7,
66.7)% level if ω̂2/σω̂2 > 2(3,1). Contrary to Figs. 7 and
8, only the TOMS/SBUV merged dataset (aerosol and solar
signal removed) is used here as a reference, in order not
to artificially lengthen the relevant trend change period.
There is good agreement between TOMS/SBUV andt t trend
changes; in the SH, TOMS/SBUV shows a higher signifi-
cance of trend change (up to 4 standard deviations during
Antarctic summer). In this regard, it is noteworthy that trend
changes in the original TOMS/SBUV time series without re-
moval of solar and aerosol signal are in almost perfect agree-
ment to t t in Antarctic SON and totT in Antarctic DJF.
The positive trend changes observed in TOMS/SBUV are
consistent with results presented by Reinsel et al. (2005),
who analysed the whole monthly TOMS/SBUV time series
in one piece without separation into seasonal trends. The
positive change int t (tT ) trend is significant at 2σ (3σ ) in
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Fig. 8. Like Fig. 7, but for the 2000–2009 period. Modelled TO3 trends are compared to the combined TOMS/SBUV+
GOME/SCIAMACHY/GOME2 TO3 trends (“Observations”), obtained from the time series with solar and aerosol signals removed. To-
tal trends (̂ω12= ω̂1+ ω̂2) from model runs with EESC-dependent chemistry and polar chemistry (t t , black line, andtT , green dashed line)
and constant conditions (cc, red line) are shown. Trends are given in percent of 1980 values per year. Error bars represent the 1σ variance as
obtained from the residuals of the linear fit.

Antarctic spring and summer. Without following the detailed
treatment by Yang et al. (2008), this confirms that a positive
trend change has occurred in Antarctic spring, and is repro-
duced by our CTM. However, part of this positive change in
trend is related to changing meteorology, as indicated by the
marginally significant (1σ ) change incc trend. In addition,
t t and tT runs show significant changes in NH midlatitude
trends during summer and fall, which are equally related to
marginally significant positive changes in thecc trends.

While the piecewise linear regression model applied here
to the entire time span allows us to make useful statements
about whether changes in long-term trends have occurred, it
is not necessarily the most appropriate description of the TO3
evolution itself during the second analysis period (2000–
2009). In several latitude regions, the TO3 time series rather
follows a steep ascent during the late 1990s and then levels
off during the 2000–2009 decade (see Fig. 1).

5.3 Profile ozone trends

Here we provide a short analysis of ozone profile trends
to investigate to what extent the CTM reproduces the ob-
served vertical distribution of ozone trends. In order to in-
crease significance of profile trends, we analyse the whole

monthly time series by taking into account its autocorrela-
tion, as described in Sect. 5.1. Figure 10 shows annual mean
trends in ozone number density for mid-latitudes and trop-
ics in the 1979–1999 period. Trends from the “full” time-
dependent runt t are shown in comparison to SBUV obser-
vations and purely meteorological trends from runcc. SBUV
observations are taken from the SBUV merged dataset (zonal
5◦grid). Error bars represent 1σ uncertainty of the trend es-
timate as calculated from Eq. (6).

General features of observed trends are similar for all con-
sidered latitude bands. In the 1979–1999 period, a large
downward trend is observed in the upper stratosphere with
peak values about−0.6% yr−1 at∼ 1500 K/∼ 42 km, a near-
zero or even positive trend around 600 K/25 km, and a strong
negative trend in the lower stratosphere around 380 K/16 km,
which resembles the upper stratospheric trend in magnitude.
Modelled trends do not fully capture the magnitude of the
upper stratospheric trend in the SBUV dataset, a behaviour
which may be related to issues with temperature trends in
the reanalysis data used (ERA-40 and ERA-Interim datasets
exhibit considerable differences in upper stratospheric tem-
perature trends during their period of overlap), or point to
difficulties within the Linoz chemistry scheme.
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Fig. 9. Change in linear trend between the two analysis periods, 1979–1999 and 2000–2009, expressed in terms of standard deviations in
order to provide a measure of its significance. Model runs with changing chemical composition (t t , black line, andtT , green dashed line)
are compared to the model run with constant chemical composition (cc, red) and TOMS/SBUV satellite observations (blue). Contrary to
Figs. 7 and 8, only the TOMS/SBUV dataset is used as a reference, in order to avoid artificial lengthening of the satellite time series in the
trend-change period.

The strong upper stratospheric decrease int t is mostly at-
tributable to changing atmospheric composition (in particu-
lar, increasing EESC acting through the ClOx cycle) since
thecc trend is either close to zero or positive.

There has been a scientific discussion about whether or
not a trend in lower stratospheric tropical ozone is present
(Eyring et al., 2010). In the model runs analysed here, a sig-
nificant negative trend is obvious in tropical ozone between
∼ 360−550K (∼ 15−22km) that is entirely a result of mete-
orological changes (possibly a strengthening of the Brewer-
Dobson circulation), as it approximately equals the trend in
the cc model run. In the mid-latitudes the changing chemi-
cal composition of the stratosphere contributes significantly
to the negative trend during 1979–1999 (visible as difference
betweent t andcc).

In the 2000–2009 analysis period, modelled trends are
generally close to zero or positive. Agreement between mod-
elled and SBUV trends is reasonable only below∼ 35 km.
Above this altitude, the SBUV dataset shows a large positive
trend that exceeds the preceding negative trend by a factor of
2 in absolute numbers. Since the decrease in EESC during re-
cent years is considerably slower than its increase before, the
magnitude of the observed trend is puzzling and can hardly

be explained by changing EESC loading of the stratosphere.
In the tropical lower stratosphere, the picture is inconclu-
sive in the 2000–2009 period, as the negative trend observed
before is not sustained in equal magnitude. A marginally
significant negative trend is present in the lowermost model
levels, which are however located in the upper troposphere
in the tropics.

6 Contributions to column ozone trends

In this section, differences in modelled column ozone trends
are analysed in order to distill contributions from different
processes. In particular, we seek to quantify the effects of
atmospheric composition changes on TO3 evolution, acting
through polar heterogeneous chemistry and export of ozone-
depleted air, as well as through gas phase chemistry, as op-
posed to meteorological (transport and temperature) effects.

In order to separate effects of changing atmospheric
composition on gas-phase chemistry and polar chemistry,
we analyse differences of runst t , tc, and cc. While
t t contains full temporal evolution of gas phase and het-
erogeneous chemistry (ozone decay rate 1/τ ∝ EESC), cc

www.atmos-chem-phys.net/10/12073/2010/ Atmos. Chem. Phys., 10, 12073–12089, 2010
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Fig. 10. Modelled ozone number density trends as compared to SBUV ozone trends, in the period 1979–1999 (left), and 2000–2009 (right).
Trends from model runs with time-dependent chemistry and polar chemistry (t t , black line) and constant chemical conditions (cc, red line)
are shown. Trends are given in percent of 1980 values per year. Error bars represent the 1σ variance as obtained from the residuals of the
linear fit.

assumes constant chemical conditions and underlies only
meteorological variability. Trends oftc − cc can be inter-
preted as the contribution of changing atmospheric compo-
sition to ozone trends through gas phase chemistry, while
t t − tc yields the fraction of ozone trends attributable to the
effect of ODS changes on polar chemistry. Figure 11 dis-
plays these difference trends for the 1979–1999 period, along
with thecc trend and thet t trend as zonal means for all sea-
sons. Again, also the effect of a stronger scaling of the polar

ozone decay rate 1/τ ∝ EESC2 is shown by thetT − tc dif-
ference, and thetT trend is included as a reference for the
overall trend in this case. Note that trends are given as abso-
lute values in DU yr−1 here, contrary to Fig. 7 which relates
them to 1980 TO3 values. The reason is the obvious ambi-
guity as to which reference value trends of1TO3 should be
related to. Error bars in Fig. 11 correspond to 1σ standard
variation of the residuals. Since the differencestc− cc and
t t − tc originate in information that is put into the CTM (i.e.,
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Fig. 11.Attribution of TO3 trends in the 1979–1999 period to effects of ODS change on gas phase chemistry (tc−cc), ODS change on polar
chemistry (t t − tc for polar chemistry∝ EESC, andtT − tc for polar chemistry∝ EESC), and natural variability under constant atmospheric
composition (cc). Total trends are shown as a reference (t t andtT ).

the linear interpolation of Linoz tables and the linear scaling
of the polar chemistry with EESC), it is not surprising that the
residuals of a linear fit to these differences are small. For this
reason, the error bars oftc−cc andt t − tc should be viewed
with caution, as they are directly influenced by the design
of our study and do not correspond to actual “uncertainty”.
Nevertheless, we include them here to give a feeling of how
well determined the differences between the model runs are,
as compared to the large variability in meteorological (cc)
trends. For enhanced readability of Fig. 11 error bars fortT

andtT − tc are left out, as they are of comparable magnitude
to t t andt t − tc errorbars, respectively.

Changes in in-situ (gas phase) chemistry (tc − cc) make
up for the main contribution to observed trends outside the
polar latitudes. In all seasons except SH midlatitude sum-
mer (DJF), more than 50% of thet t trend is explained by
gas phase chemistry changes. In absolute terms, effects of
ODS changes on gas phase chemistry are generally weakest
in tropical latitudes (∼ −0.2 DU yr−1) and more pronounced
in extratropical latitudes. Seasonality is low, resulting in an
almost symmetric structure peaking during polar winter and
spring (∼ −0.7 DU yr−1), and a slightly weaker trend in po-
lar summer and autumn (∼ −0.5 DU yr−1).

As expected, influence of ODSs on ozone trends through
polar heterogeneous chemistry (t t − tc or tT − tc) shows
a pronounced seasonality and latitude dependence. Large
differences are present betweent t − tc and tT − tc due to
the different scaling of polar ozone destruction with EESC.
t t − tc and tT − tc trends may be regarded as the upper
and lower limits of polar chemistry contributions to column
ozone trends. Effects of polar ozone depletion are observed
during SH winter, peaking at high southern latitudes dur-
ing spring (∼ −1.8 DU yr−1 for t t − tc and∼ −3.5 DU yr−1

for tT − tc), after which the ozone depleted air masses
are distributed to mid-latitudes where they cause a trend of
∼ −0.35 DU yr−1 (∼ −0.7 DU yr−1) or ∼ 35% (∼ 50%) of
the total observedt t (tT ) trend during SON and DJF. Due
to the warmer Arctic vortex and its earlier breakup, hetero-
geneous ozone depletion is generally less severe in the NH
and peaks earlier in spring than in the Antarctic, resulting
in a peak trend at high northern latitudes of−0.35 DU yr−1

(−0.7DU yr−1) for linear (quadratic) polar chemistry during
DJF and MAM. Through dispersion to lower latitudes this
effect contributes around−0.15 DU yr−1 (−0.3 DU yr−1) or
∼ 15% (∼ 30%) tot t (tT ) column ozone trends in NH mid-
latitude spring. Near the equator the effect of ODSs through
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Fig. 12. Like Fig. 11, but for the 2000–2009 period. Attribution of TO3 trends to effects of ODS change on gas phase chemistry (tc−cc),
ODS change on polar chemistry (t t −tc andtT −tc, respectively), and natural variability under constant atmospheric composition (cc). Total
trends are shown as a reference (t t andtT ).

export of polar chemistry is small, as to be expected (less
than−0.05 DU yr−1 or 10% of the total observed trend with
either scaling of polar chemistry). Note that due to the large
uncertainties in total (t t) trends, percentages of different con-
tributions are also subject to large uncertainties although the
absolute trend differences are well determined (see errorbars
in Fig. 11).

One may also takect − cc as the effect of ODS changes
acting through polar chemistry and its export, and conversely
t t − ct as the effect of ODS changes acting via gas phase
chemistry. These differences show very similar trends to
the ones described above, agreeing to these within less than
±0.1 DU yr−1 (not shown in Fig. 11 to enhance readability).

The values of trends caused by ODS changes described
here compare well to results obtained by Chipperfield (2003),
who reported that in a similar modelling study for the 1979–
1998 period, the total effect of increasing halogen loadings
(in-situ chemistry + polar chemistry) led to a reduction of
midlatitude column ozone of around 20 DU in the SH and
10 DU in the NH. In our study the corresponding amounts
are 15 DU (20 DU) in the SH and 11 DU (14 DU) in the NH
in thet t (tT ) runs.

The magnitude of trends caused by meteorological
changes alone (cc) is comparable to those of the trends
caused by changing ODSs, ranging between−0.5 and
+0.5 DU yr−1 except for polar latitudes during the ozone
hole season in spring. As noted before, the strong negative
trend in SH polar latitudes during SON (∼ −1.5 DU yr−1)
may clearly be interpreted as a sign of dynamical feedback
of ozone depletion, as are most probably also the strong
negativecc trends at high southern latitudes during DJF
(∼ −1 DU yr−1) and high northern latitudes during MAM
(∼ −0.9 DU yr−1). In the NH midlatitudes, meteorologi-
cal changes contribute around 30−40% year-round to total
ozone trends, while in the SH midlatitudes their contribution
is comparably large during summer but negligible during
winter months. The value of∼ 35% contribution to NH
midlatitude trends in spring lies between values reported by
Randel et al. (2002) (20− 30%), Steinbrecht et al. (1998)
(30%), Hadjinicolaou et al. (2002) (& 30%), and those ob-
tained by Hood et al. (1997) (up to 50%).

Figure 12 shows the trend decomposition as in Fig. 11 but
for the 2000–2009 period. A distinct positive trend in col-
umn ozone is visible as an effect of ODS decreases on gas
phase chemistry (tc−cc), while effects of a changing polar
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chemistry (t t − tc and tT − tc) are not yet significant ex-
cept for the ozone hole season (Antarctic SON), where they
are directly imposed by the EESC scaling. During Antarc-
tic spring, linear response of polar ozone depletion to EESC
(t t − tc) causes a trend of+0.6 DU yr−1, while quadratic de-
pendency causes a trend of+1.1 DU yr−1. Overall, meteoro-
logical variability dominates, showing strong variations with
season and latitude. In particular, the strong and marginally
significant trend in NH TO3 during winter and spring is al-
most entirely caused by meteorology and to less than 10%
attributable to ODS changes.

7 Conclusions

In this study, we have analyzed ozone trends in a set of sen-
sitivity runs conducted with our stratospheric CTM. Ozone
trends are calculated for the two periods 1979–1999 and
2000–2009 using piecewise linear trends. The stratospheric
chlorine loading has roughly doubled between 1980 and the
late 1990s, peaked around the turn of the century, at different
times for different latitudes, and since begun to slowly de-
crease. Our two linear trend periods thus roughly correspond
to periods of increasing and decreasing stratospheric halogen
loading, respectively.

Modelled TO3 inter-annual variability and trends are
in excellent agreement with TOMS/SBUV as well as
GOME/SCIAMACHY/GOME2 observations for both peri-
ods. A large fraction of the remaining differences between
modelled and observed TO3 are well explained by the influ-
ences of the solar cycle and variations in aerosol concentra-
tions, which are not explicitly accounted for in our CTM.

In the period 1979–1999 modelled TO3 trends at mid-
latitudes are dominated by changes in in-situ chemistry, con-
tributing to bout 50% of the overall TO3 trend in NH mid-
latitudes and 30–80% at SH mid-latitudes, with smallest rela-
tive contribution during spring. Polar ozone depletion and its
export into mid-latitudes contributes significantly to the TO3
trends: about 35–50% of the modelled springtime TO3 trend
at SH mid-latitudes and about 15–30% at NH mid-latitudes
are attributable to trends in polar ozone depletion. Changes
in meteorology have contributed to the modelled TO3 loss
during the 1979–1999 period in both hemispheres and al-
most all seasons, with the largest impact on SH high-latitudes
during spring.

Trends and inter-annual variability of TO3 at high latitudes
are well reproduced by the CTM; CTM runs with a linear
scaling of ozone loss with EESC slightly underestimate ob-
served TO3 trends, while CTM runs with a quadratic scal-
ing of polar ozone loss with EESC overestimate observed
TO3 trends. For both assumptions (linear or quadratic scal-
ing with EESC) the model calculates substantial polar ozone
depletion (diagnosed as differences between model runs with
and without polar ozone loss) in Antarctic spring already
before 1980. As the absolute amount of modelled polar
ozone depletion differs significantly between CTM runs us-

ing ERA-40 and ERA-Interim re-analyses and depends crit-
ically on the assumed scaling of ozone loss with EESC in
our simplified approach, we do not attempt to quantify the
pre-1980 Antarctic ozone loss here, but note that this is an
interesting finding worth to be explored in more detail using
comprehensive full chemistry model calculations.

Over the period 2000–2009 linear trends in modelled TO3,
which agree well with observed TO3 trends, are dominated
by changes in meteorology, as expected for the yet small de-
crease in EESC over this period. No significant TO3 trends
are present in this decade alone, and we cannot yet distin-
guish an overall positive TO3 trend. Effects of decreasing
ODS loading are visible after 2000 as differences between
model runs, with EESC changes responsible for a positive
modelled TO3 trend of around +0.6–1.2 DU yr−1 in the pe-
riod 2000–2009. Due to strong inter-annual variability of
high-latitude TO3, these trends are yet too small to allow a
distinction from the expected evolution in case of constant
EESC levels.

While the TO3 trends themselves are not statistically sig-
nificant over the period 2000–2009, changes in linear trends
between 1978–1999 and 2000–2009 are significant at≥2
standard deviations for Antarctic spring and summer and at
NH and SH mid-latitudes during most seasons for both ob-
served and modelled TO3. However, also the model runs
without ODS changes show marginally significant (≥1 stan-
dard deviation) trend changes, indicating that changes in me-
teorology have contributed roughly half to the observed trend
changes. No significant TO3 trend changes are observed in
the tropics.

Modelled ozone profile trends show a negative maximum
in the tropical lower stratosphere of about 0.5% yr−1 dur-
ing the 1979–1999 period, almost exclusively as a result
of changes in meteorology. However, whether this is in
agreement with observations or not is currently inconclusive.
The negative trend in lower stratospheric tropical ozone is
not sustained in equal magnitude during the 2000–2009 pe-
riod. Modelled TO3 trends in the tropics are not statisti-
cally different from zero, in agreement with TOMS/SBUV
and GOME/SCIAMACHY/GOME2 observations.

Overall we find that the evolution of TO3 over the past
decade can be reproduced well by our CTM driven with
meteorological reanalyses, indicating that the evolution of
ozone over the past decade is consistent with our current un-
derstanding of ozone chemistry.
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